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Data Infrastructure Insights documentation

NetApp Data Infrastructure Insights (formerly Cloud Insights) is a cloud infrastructure
monitoring tool that gives you visibility into your complete infrastructure. With Data
Infrastructure Insights, you can monitor, troubleshoot and optimize all your resources
including your public clouds and your private data centers.

What can Data Infrastructure Insights do for me?

Data Infrastructure Insights provides hybrid multicloud monitoring, giving you full-stack observability of
infrastructure and workloads.

Data collectors for heterogeneous infrastructure and workloads, including Kubernetes

* Open Telegraf collector and open APIs for easy integration

» Comprehensive alerting and notifications

* Machine learning for intelligent insights

» Optimize resource utilization

* Built-in or customizable dashboards with advanced filters to minimize display noise to answer questions
 Discover the health of your ONTAP storage operations

* Protect your most valuable business asset — data - from ransomware or data destruction attack

Getting Started

* How do | get started with Data Infrastructure Insights?

* I'm signed up. Now what do | do?
Acquiring Data
Setting up users

* Awesome! What’s Next?
Preparing Assets: Annotating
Finding the Assets You Want: Querying
Seeing the Data You want: Dashboards
Monitoring and Alerts
Securing Data

* This is great stuff! I'm ready to subscribe.



What's New with Data Infrastructure Insights

NetApp is continually improving and enhancing its products and services. Here are some
of the latest features and functionalities available in Data Infrastructure Insights (formerly
Cloud Insights).

September 2024

Introducing Data Infrastructure Insights, formerly Cloud Insights

On Tuesday, September 24, 2024, NetApp has officially changed the name of Cloud Insights to Data
Infrastructure Insights (DII). This has been announced during the Insight user conference by Haiyan Song in
her main stage keynote presentation and in an Insight conference product press release.

The DIl service remains the same; there are no feature changes or modifications. This is a name change to
better align the service name with its capabilities for all IT infrastructure.

August 2024

View Data Specific to Your Time Range

Investigating an alert? Zoomed in on a chart? These actions change the time range for those pages. Now you
can lock that time range, navigate to other Cloud Insights pages, and see data specific to that locked time
range. Investigating and troubleshooting just got a whole lot easier!

&\) Aug 19, 2024

10:43 AM - 10:50 AM

Reset Zoom =

Lock this time range for use cn other pages.

Change and Change Ratio (%) Analysis

Change-ratio time aggregations aid you in identifying significant changes and trends in metric values over time.
Those insights are key to understanding what changed, such as considerable capacity growth for a specific
time or a change in single port performance.

» Change - observe the change in a metric between two points within a selected period.

+ Change Ratio - observe the proportional change in a metric between two points, with respect to the initial
point, within a selected period.
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Export Log Query Results to .CSV

When viewing log query results, easily export up to 10,000 rows to .CSV by clicking the new "Export" button.
This enhances data accessibility, eases data analysis and reporting, and facilitates seamless integration with
other data processing tools.

Log Entries Last updated 08/15/2024 1:01:49 PM &) {5}

timestamp | source message ﬁ

Resolve Alerts by time

Cloud Insights now gives you the option to resolve an alert when the monitored metric stays within the
acceptable range for a specified duration. This lets you focus on genuine issues, reducing the noise associated
with metrics repeatedly crossing defined thresholds by consolidating multiple alerts to one.

o Define alert resolution

(O Resolve when the metric returns to the acceptable range

(® Resolve when the metric is within the acceptable range for = 15 Minute(s) ¥
Minute(s)
Hour(s)

Day(s)



July 2024

AlOps: Anomaly Detection

Cloud Insights uses machine learning to detect unexpected changes in the patterns of data in your
environment, and provide proactive alerts to help you identify problems early.

A data center behaves in different ways at different times of the day, and on different days of the week. Cloud
Insights uses weekly seasonality to compare historical behavior for each day and time.

Anomaly Detection Monitoring can provide alerts for situations such as when the definition of "normal" is
unclear, where behavior changes over time, or when working with large amounts of data where manually
defining thresholds is impractical.

New Anomaly Detection Monitors alert when anomalies such as this occur on object metrics you choose.

Expert View ResetZoom  Display Metrics v

Mean latency.read (ms) @ [] Show Full Anomaly Bounds Show Weekly Trend

9:00 PM 9:30 PM 10:00 PM 10:30 PM 11:00 PM 11:30 PM 29, Jul 2:30 AM 1:00 AM 1:80 AM 2:00 AM 2:30 AM 3:00 AM 3:30 AM

W current [l 1Weekago [l 2Weeks ago

Workload Security Improvements

NFS 4.1 support

The SVM Data Collector now supports NFS versions up to and including NFS 4.1 with ONTAP 9.15.1 or later..
New Forensics Activity API

The Forensics Activity API has a new version. When calling the API for Forensics Activity, use the
cloudsecure_forensics.activities.v2 API.

Note that if you are making multiple calls to this API, for best results ensure that the calls occur sequentially,
instead of in parallel. Multiple parallel calls may cause the API to time out.

Easier Dashboard Navigation

This feature is all about streamlining your operational workflows and making it easier to collaborate between
teams.

Grouping your dashboards makes it easier to quickly get the visibility you need, and now with the new
navigation menu, you can jump between different dashboards without losing your place, making it a breeze to
explore and manage your infrastructure.

Align dashboard groups with your operational runbooks to further enhance your experience.


https://docs.netapp.com/us-en/cloudinsights/concept_anomaly_detection.html

Observability / Dashboards / | ONTAP - FPolicy Troubleshooting 2 b

| Bearch... |

ONTAP Dashboards =

Cluster_name All

DNTAP - Ageregate Capacity I
FPolicy Latency and Request ONTAP - Aggregate Performance
mav_requast_lstency (zec) ONTAF - Cold Storage

2 53558

ONTAP - Fabric Pool Performance Summary

ONTAP - FPolicy Troubleshooting (2)

2 B3558

283058

June 2024

Operating System support

The following operating systems are supported with Cloud Insights Acquisition Units, in addition to those
already supported:

* Red Hat Enterprise Linux 8.9, 8.10, 9.4
* Rocky 9.4
* AlmaLinux 9.3 and 9.4

May 2024

Automatically resolve alerts based on time

Log alerts can now be resolved based on time; if the alert condition stops occurring, Cloud Insights can resolve
the alert automatically after a specified time has passed. You can choose to resolve the alert in minutes, hours,
or days.


https://docs.netapp.com/us-en/cloudinsights/concept_acquisition_unit_requirements.html

o Define alert resolution

(O Resolve instantly

(®) Resolve based on criteria
Resolve automatically after 7 Day(s) ¥ ifthe condition above stops occuring.
|| Resolve based on log entry € Minute(s)
Hour(s)

Day(s)

April 2024

iSCSI support for Kubernetes

Cloud Insights now has support to map the iSCSI storage associated with Kubernetes, allowing faster
troubleshooting using the Kubernetes network map and the ability to provide chargeback or showback reports
via Reporting.

I, -

NetApp Cloud Insights Demo |/ Kubernetes / Network / Workload Map Barslstant Vel Betaiii
'ersistent Volume Details

FilterBy  cluster | All i -+ féf"::zm“ s s
, @ netapp-fitness-store-01 >
@ order-postgres-puc
@ orderpostgrespy >

Node Size:  bytes total ¥  Connection Size:  bytes total ¥ = PersistentVolume: = Show ¥

Showing 46 connections

Labels
app_kubernetes_io_managed_by: Helm

Network Traffic Storage Metrics

Storage Metrics

1000 4
i JOEs Latency
¥ 35.88 500 2
10/s 0.54 ms
: O
e 8:00 AM 7:00 AM B:00 AM 9:00 AM
o 8 order-postgres-pv
e connections_total
A7 ‘
% Throughput ¥ Used 0
- Capacity
A 14378 P s
il KB/s 60.16 %
(=) 0 ]
. 7:00 AM 8:00 AM 9:00 AM 7:00 AM 8:00 AM 9:00 AM

order-postgres

Backend Storage Performance

PV Name Workload Type Backend Storage Used Capacity  Total Capi
( (GiB)
order-postgres-py » order-postgres NFS cvoPostgresProd05:dataVo  60.16 80.84
lumed&



Operating System support

The following operating systems are supported with Cloud Insights Acquisition Units, in addition to those
already supported:

* Oracle Enterprise Linux 8.8

* Red Hat Enterprise Linux 8.8

* Rocky 9.3

* OpenSUSE Leap 15.1 through 15.5

* SUSE Enterprise Linux Server 15, 15 SP2 through 15 SP5

March 2024

Workload Security Agent Details

Each of your Workload Security Agents has its own landing page, where you can easily see summary
information about the Agent as well as the installed Data and User Directory Collectors associated with that
Agent.

Agent Summary

Name Connection Status
agent-1 Connected - Need Help?
P Last Reported
10.11.12.13 a few seconds ago

Mar 5, 2024 9:40 AM
Version
1.602.0

Installed Data Collectors + Data Collector MR
Name T Status Type Cluster/SVM IP SVM Name Last Reported
DSC Running ONTAP SVM 10.102.103.104 sgornall_svm a few seconds ago

Mar 5, 2024 9:40 AM

Installed User Directory Collectors + User Directory Collector | [HlRa ]
Name T Status Type Server Forest Name/Search Base Last Reported
AD_EditRename Running Active Directory 10.200.203.204 wslabl.netapp.com a few seconds ago

Mar 5, 2024 9:40 AM

Chart more data more quickly

When analyzing data on an asset’s landing page, adding additional data to the Expert View charts is a snap.
For each table on the landing page, if an object type has relevant data, hover over that object to display the
"Add to Expert View" icon. Selecting this icon adds that object to the Additional Resources and displays it in the
Expert View charts.


https://docs.netapp.com/us-en/cloudinsights/concept_acquisition_unit_requirements.html

2 items found
Storage Node T Add to Expert View

Cl-GDL1-Ontap-fas8080-nodel OO |5

CI-GDL1-Ontap-fas8080-node2

Or maybe you want to see a landing page table’s data in its own chart. Simply select the Show Chart icon to
open the chart below the table:

Internal Volumes

9items found
Internal Volume T dataStores.n...  capacityRatio.... capacity.used (... capacity.total (... latency.total(... iops.total (10/s)
CI-GDL1-Ontap-fas8080:CI-GDL1-Ontap-fas8080-nodel:volo 7.22 65.12 902.54 0.04 593.95 =
Cl-GDL1-Ontap-fas8080:CI-GDL1-Ontap-fas8080-node2:vold 6.50 58.64 902.54 0.05 288.27
Cl-GDL1-Ontap-fas8080:qa-au-backend:au 19.56 1,201.58 6,144.00 0.30 16,633.93
Cl-GDL1-Ontap-fas8080:qa-au-backend:data 172 17.58 1,024.00 0.50 23.14
-
4 »
Metric = capacityRatio.used bd Rank Topl0 ¥ Chart Type = LineChart ¥ X
capacityRatio.used (3%)
20
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5
0
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February 2024

Usability Improvements

Save a snapshot of your current dashboard by selecting Export as Image from the right-corner drop-down.
Cloud Insights creates a .PNG of the current widget states.

(D) Last3Hours b o Z Edit | -
SaveAs

Export as Image

Object and Metric selection is easier than ever for Widgets, Monitors, etc. Choose the object type you want,
and then select a metric relevant to that object in the separate drop-down.



Object = Storage * | Metric | Select... w | Display Unit: iops.total (10/s)

. —— - cacheHitRatio.read
Display = Last 3 Hours [Dashboard Time) B

cacheHitRatio.total
Filter by Attribute

cacheHitRatio.totalMax
Filter by Metric

cacheHitRatiowrits
Groupby | All

carhel ilizatinn tnfal

Export Data Collector and Acquisition Unit lists to .CSV by selecting the icon at the top of those pages.

<+ Data Collector Bulk Actions ¥ = Filt= &

We've re-organized the Help > Support page so it's easier to find what you’re looking for, and because you
asked for them, we added direct links on this page to APl Swagger and user documentation.

API Access:
Tointegrate Cloud Insights with other applications see the Cloud Insights AP List
and documentation.

Links in the “triggeredOn” column on the Alerts list page will navigate to the appropriate Landing Page, if a
Landing Page is available for that object.

alertid triggeredTime 4 currentSeverity manitor triggeredOn

AL-123T1408 4 minules ago M Warmning Kuhsarnetss Cluster Saturation Kubemetes_Cluster: gesdl-us-L.cigudinsights.ngtapp.oom
Feb 28, 2024 4:50 PM

See all changes in your namespace

Kubernetes Change Analysis now allows you to see a timeline of changes when selecting Cluster and
Namespace. Previously, Workload must also have been selected. When filtering on Cluster and Namespace,
the timeline of all workload changes in that namespace are shown on one line.



Filter By - Kubemetes Cluster

Alerls 0 @ Deploys 0

Timeline

geil+us-Leloudinsighis-qanstapp.com

* X Mamespoce

flimbe-manitors-0003

%~ [# | Vicekdosd Hame 1+

. @ Rink-monitom-0003

+ Al Workloads in namespace

Compareto: @ Changes
Type
This Namespace Workloads
@ AL LTS
| taskmarager
Workloads 0 Al arhms
ci-serdice-datalaks-management
@ 11200

Kubernetes Resources

F @ 2l 1ovTone
| Clusker{2}

Related Logs for Alerts

L5 -E

|
s AP

Summary

Fubemetes Monltorns
Pod CPU Usage
Anormalies

Fubemetes Manitoring
Pod Memory Uzage
Anormabies

Fubemetes Manitors
Pod CPU Usage
Angrmalies

Hubemetes Monitoring
Pod Mamory Usage
Ancrnalies

Bucket: & minutes

¥ '
Foooan ELEAM

Liart Time

02/28/2024 20:31:00 AM

CE/SE004 105000 AM

02/ 2820548 10: 000 AM

C/2A 208 1030000 AM

1 1 ¥
o A At AM Ll A

Lo L3 LA
Last cpdated /287034 10564l AM
Dniradion Triggered On : name Awtus

Pad; Alerting
Ensmanagar
Pod! Rlerting
baskmansger
Pad: Alerting
Easkemanagar
Pad: Alerting
Easkmanager

When viewing a log alert, related log entries are shown in a new table. A log entry is related if it occurs in the
same source and timeframe as the alert, and is subject to the same conditions. Select “Analyze Logs” to

explore further.

Related Logs

Anstyze Logs

timestamp | message

027282024 110721 AM

iscsi.loginFailure: ISCSE 5CS1 login failure, “Invalid TargetName ign.1992-08.com.netappien. Ged012db3T861 1 eeBf22005056b3d cdaivs.3

from initiator ign. 1889<-05, comuredhat:dcT 282edb i35 at 1P address 10,182 3558

0228 2024 11:06:24 AM

iscsi loginFailure: ISCSE iSC5! ogin failure, "Invalid Targethame ign.1992.08.com.netappisn 08 1b2 Tasda3c ] 1eaaTEC00505603f 1633

from Initiator iqn, 1964-05 . com.redhat e85 129902 ot IP address 10.192.33.88"

02/28/2028 11:06:24 AM

iscslloginFailure: ISCSE i3CS1 login failure, "Invalid TargstName iqgn.1992-08 com.netappisn. 091b2 Taa995c 1 1 eedTE5005058b3163vs.3

from Initiator iqn. 1994-08. comuredhat: #8861 209d2fc ot IP address 10.192.33,88'

Collect ONTAP Switch Data

Cloud Insights can collect data from the ONTAP system’s back-end switches; simply enable the collection in
the data collector’s Advanced Configuration section, and ensure the ONTAP system is configured to provide
switch information and has the appropriate permissions set.

Workload Security Data Collector API

In large environments, you can automate Workload Security collector creation using the new Data Collectors
API. Navigate to Admin > API Access > APl Documentation and select the Workload Security API type to

learn more.

10


https://docs.netapp.com/us-en/ontap-cli-98/system-switch-ethernet-create.html

January 2024

Try Cloud Insights Features you haven’t used yet

In addition to your initial trial of Cloud Insights, you may also take advantage of Module Evaluations. For
example, if you are subscribed to Cloud Insights and have been monitoring storage and virtual machines,
when you add Kubernetes to your environment, you will automatically enter into a 30-day trial of Kubernetes
Observability. Kubernetes Observability managed unit usage will not count against your subscribed entitlement
until after the trial period ends.

How healthy are my workloads?

Workload health is available at a glance on the Kubernetes > Explore > Workloads page, so you can quickly
see which workloads are performing well and which may need some help. Easily identify if the health issue is
related to infrastructure, network, or configuration changes, and drill down to analyze the root cause.

Filter By " kubemetes_cluster | Al v [%) namespace | Al v %! workload_name | All v X Health | All ~xFe
Workloads @ 36 Unhealthy 9: Changes 33
Workloads (36) Last updated 01/26/2024 5:31:18 PM

Workload Name Health | Running Pods Desired Pods = Compute & Storage Network Changes Namespace Kubernetes Cluster
point-of-sale > @ Unhealthy ] x Critical ] netapp-fitness-store-01 > ci-demo-01 >
frontend > @ Unhealthy 2 Z Critical 0 netapp-fitness-store-01 > ci-demo-01 >
catalog Healthy 1 I Critical (Resolved) & netapp-fitness-store-01 > ci-demo-01 >

Analyze:
billing-z Healthy I 1 13 netapp-fitness-store-01 > ci-demo-01 >

Changes and Alerts
cart » | Chonge Analysis Healthy 1 1 0 netapp-fitness-store-01 > ci-demo-01 >

d Infrastructure e i 3 id s

cartred o bornetes Explorer Healthy 1 1 o netapp-fitness-store-01 ci-dema-01
catalog: Dependency and Flow Healthy 1 1 0 netapp-fitness-store-01 > ci-demo-01 >

Worldoad Map
chaosc Healthy 3 3 o chaos-mesh » ci-demo-01 >

Log Analysis
chaos-d Eventlogs Healthy 6 7 0 chaos-mesh > ci-demo-01 >
chaos-dashboard » Healthy 1 s ] chaos-mesh > ci-demo-01 >

chaos-dns-server > Healthy 1 1 0 chaos-mesh > ci-demo-01 »

Data Collector Updates

Data Domain Identification

The Data Domain collector has been improved to better identify HA systems for durability across failover
events This change will cause a one time re-identification of Data Domain appliances in HA systems, which
will subsequently cause any annotations on those assets to be removed (because these arrays will be re-
identified). You will need to re-attach annotations to your Data Domain objects.

Enhanced Ransomware Detection ML Algorithm

Workload Security includes a new 2nd-generation ransomware detection ML algorithm to detect the most
sophisticated attacks faster and more accurately.

"Seasonality" of behaviors: weekend behavior may follow different patterns from weekday, or morning behavior
from afternoon. Workload Security algorithms take this seasonality into account.

11



Deprecated Functionality

Occasionally functionality is deprecated as features evolve. Here are some of the features and functionalities
which have been deprecated in Cloud Insights:

Workload Secure REST cloudsecure_forensics.activities.v1 APl is deprecated

The cloudsecure_forensics.activities.v1 APl is deprecated. This API returns information on activities associated
with entities in the Storage Workload Security environment. This API has been replaced with
cloudsecure_forensics.activities.*v2*_.

GET for this API previously returned the following:

"count": 24594,
"limit": 1000,
"offset": O,
"results": [

{

"accessLocation":

This API now returns:

"limit": 1000,

"meta": {
"page" : {
"after": "lvlvk3pp.4cpzcgdkpybl",
"before": "lvlxy3dz.4cgbajdnlOfk",

"size"™: 1000
}
}s

"results": [

{

"accessLocation": "10.249.6.220",

For more details see the Swagger documentation at “Admin > API Access > APl Documentation > Workload
Security”.

December 2023

Change Analytics at a glance

Kubernetes Change Analytics provide you with an all-in-one view of recent changes to your Kubernetes
environment. Alerts and deployment status are at your fingertips. With Change Analytics, you can track every

12



deployment and configuration change, and correlate it with the health and performance of K8s services,
infrastructure, and clusters.

NetApp Cloud Insights Demo / Kubernetes / Change Analysis

Filter By

Alerts LAt @2 Deploys
Timeline

. @ frontend >

. @ catalog > ]

Compare to: @

Workloads

[ order

1 Changes and 0 Alerts

catalog

["] point-of-sale

@ Changes and 4 Alerty
Kubernetes Resources

7] Namespace (8}

Kubernetes Cluster  ci-demo-01

Dec 14,2023
@ 10; .“,"‘\l\:| -10:38 AM

Kubernetes Workload Performance Dashboard

» [ Namespace | netapp-fitness-store-01 v [ Workload Name | frontend i+
01 0 Kind Health Pods Storage Labels
Deployment Unhealthy 202 0 5
Reset Zoom  Bucket: 20 seconds
W
1 v T i i i i 1 T
10:30 AM 10:31AM 10:32 AM 1033 AM 10:34 AM 1035 AM 10:36AM 10:37AM 10:33 AM
Changes Last updated 12/14/2023 1:29:55 PM
Type Summary Start Time Duration Triggered On : name Status
© AL279510 Workload CPU Throttling 12/14/2023 10:35:00 AM Deployment: Active
catalog
O Deploy 5 attributes changed 12/14/2023 10:30:01 AM 5 minutes Deployment: Complete
catalog
@ AL-279476 Workload Network Latency- 12/14/2023 10:04:00 AM 27 minutes Deployment: Resolved
RTT High frontend
Ak AL-279498 Workload CPU Throttling 12/14/2023 10:30:00 AM 1minute Deployment: Resolved
catalog
A AL-279498 Workload CPU Throttling 12/14/2023 10:30:00 AM Deployment: Active
catalog
A AL-279497 Workload CPU Throttling 12/14/2023 10:28:00 AM 1minute Deployment: Resolved
catalog

Workload performance is available at a glance in the comprehensive Kubernetes Workload Performance
dashboard. Quickly view graphs of Volume, Throughput, Latency, and Retransmission trends, as well as a
table of workload traffic for each namespace in your environment. Filters allow easy focus into areas of

interest.

Kubernetes

Explore

Change Analysis

Network

Collectors

Workload Map

Workload Performance

13



Cluster All

dst_namespace

Volume
572205
38147
190735

o

1:00 PM

Workload Traffic Flows
97 items found
Src_namespace
prod-eu-monitoring
log-alerts-monitoring

log-alerts-monitoring

src_workload_name
netapp-ci-telegraf-rs
netapp-ci-telegraf-rs

netapp-ci-net-observe...

v SrC_namespace All v src_ workload_... | All v
hd dst_workload ... Al b scope_cluster All -
Throughput Latency-rtt Retransmission percentage
87.65625 250 4
A
200
43.82813 150 2
RN U R I '
100 ﬂ
| |
0 50 0 I I'
1:00 PM 1:00 PM 1:00 PM
dst_namespace dst_workload... tx_bytes per... rx_bytes per ... connections t... latency rtt(ms) retransi
N/A ec2-52-58-144-... 1.99 0.18 422 96.31 023 =
N/A 10.192.35.71 18.61 0.32 17.84 0.24 0.13
N/A 10.192.35.71 1.18 0.03 1.00 0.03 0.12

Query Details on one screen

In a query, selecting a row opens a side panel showing attribute, annotation, and metric details for the selected
row, providing helpful information without needing to drill into the object’s landing page. Links in the row or side
panel allow for easy navigation.

agent.node_diskio -

Filter by Attribute (2]
Filter by Metric

Group By agent.node_diskio X

Formatting: +

28 items found

agent.node_diskio T
dm-0

dm-1

sda

sdb

Conditional Formatting

4

agent.node_diskio Details

agent.node_diskio:
& Attributes
agent_node_ip:
agent_node_name:

agent_node_os:

= © agent_node_uuid:
L . agent_version:

fo_time (... :
497.00 ci_agent_config_version:
404.00 I ci_diskio_config_version:
104,018.00 kubernetes_cluster:

102,513.00

name:

1,973,303,326.

=] Metrics

288,322,246.0(

io_time {ms):

535,153,931.00

iops_in_progress:

5,377,379.00
1,614,535,712,
70,408,327.00

L3

merged_reads (rds/s):

merged_writes (wrs/s):

dm-0

10.192.1490.149

ci-ga-vanilla-25

CentOS Stream 8

OecB824d2-4f50-ea35d513ff9e

Telegraf/1.28.3 Go/1.20.10

13

1.2

vanilla2s

dm-0

497.00

0.00

0.00

0.00

-

Close

Data Collector updates:

* Brocade FOS REST: This collector is moved out of "Preview" and is now generally available

to note:
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o FOS introduced their REST API with FOS 8.2. But some features like routing only received REST API
capabilities with 9.0.

o If you have a fabric consisting of mixed FOS assets 8.2 higher, as well as some < 8.2, the Cloud
Insights FOS REST collector will fail to discover those older assets. You can edit the FOS REST
collector and build a comma-delimited list of the IPv4 address of those devices for exclusion from that
collector.

» SELinux: Cloud Insights includes enhancements to the Linux Acquisition Unit initial installation to ensure
robustness of operation within Linux environments with SELinux enforcement enabled. These
enhancements only impact new AU deployments; if you have any SELinux issues relating to AU upgrades,
contact NetApp Support to remediate your SELinux configuration.

November 2023

Workload Security: Pause/Resume a Collector

In Workload Security, you can Pause a Data Collector if the collector is in Running state. Open the "three dots"
menu for the collector and select PAUSE. While the collector is paused, no data is gathered from ONTAP, and
no data is sent from the collector to ONTAP. Select Resume to begin collecting again.

Storage Node Support Information

On a storage node landing page, the User Data section provides at-a-glance information about your support
offering, current status, support status, and warranty end date. Note that Cloud Insights currently only auto-
publishes this information for NetApp devices. Note also that these support fields are annotations, so they can
be used in queries and dashboards.

uservat

Serial Number Active
Yes

Serial Number Support Status
Y

Support Offering
WARRANTY

Warranty End Date

12/31/2023

Map VMWare tags to Cloud Insights annotations

The VMWare data collector allows you to populate Cloud Insights text annotations with same-name tags that
are configured on VMWare.

15



Brocade CLI collector reliability enhancements for FOS 9.1.1c and higher firmware

On some Brocade Fibre Channel switches running 9.1.1c firmware, certain CLI commands’ output may be
prepended with the “motd” login banner text, or warnings for users to change default passwords. The Brocade
CLI collector has been enhanced to ignore these two types of extraneous text.

Prior to this enhancement, only FOS 9.1.1c switches without Virtual Fabrics present were likely discoverable
with this collector type.

October 2023

Enhanced Workload Security

Workload Security has been improved with the following:

* Access Denied: Workload Security integrates with ONTAP to receive "Access Denied" events and provide
an additional analytics and automatic responses layer.

» Allowed File Types: If a ransomware attack is detected for a known file extension, that file extension can
be added to an allowed file types list to prevent unnecessary alerting.
Module Trials

In addition to your initial trial of Cloud Insights, you may also take advantage of Module Evaluations. For
example, if you are already subscribed to Infrastructure Observability but are adding Kubernetes to your
environment, you will automatically enter into a 30-day trial of Kubernetes Observability. You will only be
charged for your Kubernetes Observability managed unit usage at the end of the evaluation period.

Restrict access to specified domains

Admins and Account Owners now have the ability to restrict Cloud Insights access to email domains they
specify. Go to Admin > User Management and select the Restrict Domains button.
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Restrict Domains X

Select which domains have access to Cloud Insights:

() No restrictions (Cloud Insights available on all domains)
(O Limit access to default domains (acme.com, gmail.com, netapp.com} @

@) Limit access to defaults and following domains

legal.acme.com X anvils.acme.com %

Learn more about domain restriction. [

ot [

Data Collector Updates

The following Data Collector/Acquisition Unit changes are in place:

* Isilon / PowerScale REST: Various new attributes and metrics have been added to Cloud Insights
enhanced analytics capabilities under the emc_isilon.node _pool.* name. These counters and attributes will
empower users to build dashboards and monitors for node_pool capacity consumption; users with Isilon
clusters built from dissimilar hardware node models will have multiple node pools, and understanding your
HDD/SSD/total capacity consumption at a node pool level is useful for both monitoring and planning.

* Rubrik “Service account” authentication support: Cloud Insights' Rubrik collector now supports both
traditional HTTP Basic Authentication (username and password), and Rubrik’s Service Account approach,
which requires a username + secret + Organization ID.

September 2023

Easily Find What You Want in the Logs

Log Query (Observability > Log Queries > +New Log Query) includes a number of enhancements to make
log exploration easier and more informative.

Include/Exclude

When filtering for a value, you can easily choose whether to Include or Exclude results matching the filter.
Selecting "Exclude" creates a "NOT <value>" filter. You can combine Include and Exclude values in a single
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filter.

logs.kubernetes.event v

Filter By - reason | |All v | X E

() Filterto @ Exclude
Chart: Group By

Applied
BackOff
200 Completed
= Created
||

]
[ ]
B EvictionThresholdMet
i
¢ Failed

FailedMount
Failla AT sls A i

Mone

Advanced Query

Advanced Querying gives you the opportunity to create "free form" filters, combining or excluding values
using AND, NOT, OR, wildcards, etc.

The "Filter By" and Advanced Query are "AND"ed together to form a single query. The results are displayed in
the results list and the chart.

Grouping in the Chart

When you select a log attribute to Group By, the list and chart show the results of the current filter. In the
chart, columns grouped into colors. Hovering over a column in the chart will display details about the specific
entries, similar to the overall information shown when you expand the chart Legend. In the legend, you can
also choose to set an Include or Exclude filter for a specific grouping.
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logs.kubernetes.event v
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09/13/2023 12:56:00 PM kubernetes_cluster:ci-
01;namespace:netapp
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exporter-3¢5857fTed-z

"Floating™ Log Detail Panel

[ 1]

|

> Show  Top v |5 ”
s = =
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11:00 AM 11:15 AM 11:30 AM
Legend
Recoverad = _=
Updated - .=
Applied - =
Started -
SuccessfulCreate A
Others
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Show Others

11:45 AM

1,085

843

323

250

1,854

5,266

12:00 PM

20.79%

17.11%

16.01%

£.13%

4.75%

35.21%

Buckst: 5 minutes

—]

[ [ |

= N - H =
B ENEg=NE _
= HEm s =SEE
12:15 PM 12:30 PM 12:45 PM 1:00 PM

Last updated 09/13/2023 12:56:11 PM f’}}

When exploring logs using the Log Query, selecting an entry in the list opens a detail panel for that entry. You

can now choose to display that slideout panel "Floating" (i.e. displayed over the rest of the screen) or 'In Page"
(i.e. displayed as its own frame within the page). To switch between these views, select the "In Page / Floating"
button in the upper-right corner of the panel.

Collapse the Menu

You can collapse the left-side Cloud Insights navigation menu by selecting the "Minimize" button below the
menu. While the menu is minimized, hover over an icon to see which section it opens; selecting the icon opens
the menu and takes you directly to that section.
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@ Kubernetes b

Explore

Change Analysis

Network
" Workload Security »
[ &} .
== ONTAP Essentials 2

{-i-} Admin b

U

4 Minimize

Data Collector Improvements

Cloud Insights has made it easier to show and find data collector information:

* Processing of data collector lists is more efficient, which means the time it takes to display and navigate
these lists is greatly reduced. If you have a large environment with many data collectors, you will see a
significant improvement when listing your data collectors.

* The Data Collector Support Matrix has moved from a .PDF file to an .HTML-based page, quicker to
navigate and easier to maintain. Check out the new Matrix here: https://docs.netapp.com/us-en/
cloudinsights/reference_data_collector_support_matrix.html

August 2023

Collecting Isilon/PowerScale Logs and Advanced Analytics Data

The Isilon REST and PowerScale REST collectors contain the following improvements:
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* Isilon log events are available for use in queries and alerts
* Isilon Advanced Analytic attributes are available for use in queries, dashboards, and alerts:
o emc_isilon.cluster
o emc_isilon.node
o emc_isilon.node_disk
o emc_isilon.net_iface
These are enabled by default for users of the Isilon REST and/or PowerScale REST collectors. NetApp

strongly encourages users of the Isilon CLI-based collector to migrate to the new REST API-based collector to
receive enhancements such as the above.

Improved Workload Map

The workload map is more usable and less noisy; it groups all similar external services into one node if they
communicate with the same workloads, reducing the complexity of the graph and making it easier to
understand how services are interconnected.

Choosing a grouped node will display a detailed table with the network traffic metrics for each external service
relevant to that node.

Kubernetes Managed Unit usage adjustment

In the event of a compute resource in your Kubernetes cluster environment being counted by both the NetApp
Kubernetes Monitoring Operator and an underlying infrastructure data collector (for example, VMware), your
usage of these resources will be adjusted to ensure the most efficient counting of managed units. You can view
the Kubernetes MU adjustments on the Admin > Subscription page, in both the Summary and Usage tabs.

Summary tab:

Managed Unit (MU) Usage Calculator
v ||| Infrastructure Observability @ 82 Hosts | 288.47 RawTiB  55.75 ObjectTiB  Current Usage Mznaged Units = 114.75
v Kubernetes Observability @ 64 VCPUs  Current Usage Managed Units = 16

Adjustments:

Kubernetes Observability (7] 2 Hosts  Adjustment for duplicate Infrastructure Observability Hosts Managed Units = (1)

Consumed Managed Units = 130/500

Usage tab:

Infrastructure Observability Kubernetes Observability

Installed Cluster Agents (3) @ T Filter.

Name vCPUs Metered Managed Units Managed Units Adjustment Consumed Managed Units |
ocd-kp 48 12.00 (0.00) 12.00

july-deploy 8 2.00 (0.00} 2.00

twonode 38 2.00 (1.00} 1.00

Collector/Acquisition changes:

The following Data Collector/Acquisition Unit changes are in place:
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 Acquisition Units now support RHEL 8.7.

Improved Menus

We have updated the left hand navigation menu to better support our customers' workflows. New top level
items such as Kubernetes provide accelerated access to what the customer needs, and a consolidated
administrators console supports the tenant owner role.

Here are some additional examples of the changes:

* The top level Observability menu showcases data discovery, alerting and log queries
* ‘APl Access’ functionality for Observability and Workload Security are under one menu

* Likewise for Observability and Workload Security ‘Notifications’ functionality, also now under one menu

oil Observability -

Explore

Alerts

Collectors

Log Queries

Enrich
g
Reporting 4
@- Kubernetes ]
'
h W Workload Security »
]
]
&=  ONTAP Essentials y
{
{& Admin v

!
Here is a brief list of the features you can find under each menu:
Observability:

» Explore (Dashboards, Metric Queries, Infrastructure Insights)
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 Alerts (Monitors and Alerting)

 Collectors (Data Collectors and Acquisition Units)

* Log Queries

» Enrich (Annotations and Annotation Rules, Applications, Device Resolution)

* Reporting
Kubernetes:

* Cluster Exploration and Network Map
Workload Security:

e Alerts
» Forensics
» Collectors

e Policies
ONTAP Essentials:

» Data Protection

» Security

 Alerts

* Infrastructure

* Networking

* Workloads
*VMware

Admin:

* API Access

 Auditing

* Notifications

» Subscription Information

* User Management

July 2023

Show Recent Changes

Data Collector landing pages now include a list of recent changes. Simply click the "Recent Changes" button at
the bottom of any data collector landing page to display recent data collector changes.
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Changes Reported by This Data Collector (1)

Time | Change

07/06/2023 6:39:12 PM [=] Storage CI-GDL1-Ontap-fas8080 configuration changed
Property Display IP is changed from "10.192.122.10" to "10.192,122.12"
Property Manage URL is changed from "HTTPS://10.192.122.10:443" to "HTTPS://10.192.122.12:443"

Hide Recent Changes

Operator Improvements

The following improvements have been made to Kubernetes Operator deployment:

+ Option to bypass docker metric collection

« Ability to add and customize tolerations to telegraf Daemonsets and Replicasets

Insight: Reclaim Cold Storage

The Reclaim ONTAP Cold Storage Insight now supports FlexGroups, and is now available to all customers.

Operator Image Signature

For customers who use a private repository for their NetApp Kubernetes Monitoring Operator, you can now
copy the Image Signature Public Key during Operator installation, allowing you to confirm authenticity of the
downloaded software. Select the Copy Image Signature Public Key button during the optional step to Upload
the operator image to your private repository.

Copy Image Signature Public Key

Aggregation, Conditional Formatting, and more for Queries

Aggregation, Unit Selection, Conditional Formatting, and Column Renaming are among the most useful
features of a dashboard table widget, and now those same features are available for Queries.

These features are available now for integration-type data (Kubernetes, ONTAP Advanced Metrics, etc.), and
will be coming soon for Infrastructure objects (storage, volume, switch, etc.).

API for Audit

You can now use an API to query or export Audited events. Go to Admin > API Access and select the API
Documentation link for information.
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audit

‘ POST /audit/export Exportauditdata

‘ POST [/audit/query Run a query for audit

Data Collector: Trident Economy

Cloud Insights now supports the Trident Economy Driver, realizing these benefits:

» Get visibility into pod-to-ONTAP Qtree mapping and performance metrics.

* Provide seamless troubleshooting and easy navigation from Kubernetes pods to backend storage

* Proactively detect backend performance issues with monitors

June 2023

Check out your Usage

Beginning in June, 2023, Cloud Insights provides a breakdown of Managed Unit usage based on Feature Set.
Now you can quickly view and monitor managed unit (MU) usage for your Infrastructure as well as MU usage

tied to Kubernetes.

Total MU Usage and Entitlement

330/5,000 Managed Units Used
|

6.60% Used

0 1k 2k 3k 4k Sk

Infrastructure Observability Kubernetes Observability

Installed Data Collectors (25) @

Name Type
yp
aws Amazon EC2 and EBS

10.65.59.185 MNetApp ONTAP Data Management
Software
10.65.59.180 NetApp ONTAP Data Management

Software

Summary Usage

MU Usage By Module

o 100 200 300 400

Raw Storage
Capacity (TiB)

Object Storage

Hosts Capacity (TiB)

440 8.4

106.43

85.15

Kubernetes Network Monitoring and Map is available for all

B Infrastructure Observability 327.96
B #ubernetes Chservability 2

Consumed Managed |
Units

2221

21.29

The Kubernetes Network Performance and Map simplifies troubleshooting by mapping dependencies between
Kubernetes workloads, providing real-time visibility into Kubernetes network performance latencies and
anomalies to identify performance issues before they affect users. Many customers found it helpful during
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Preview, and now it's available for everyone to enjoy.

Collector/Acquisition changes:
The following Data Collector/Acquisition Unit changes are in place:

» Data Domain and Cohesity MUs are metered at 40 TiB : 1 MU.
* Acquisition Units now support RHEL and Rocky 9.0 and 9.1.

New ONTAP Essentials dashboards

The following ONTAP Essentials dashboards have been available in Preview environments, and now they are
available for everyone:

» Security Dashboard

 Data Protection Dashboard (includes Local and Remote Protection overviews)

Additional System Monitors

The following System Monitors are included with Cloud Insights:

» Storage VM FCP Service Unavailable
« Storage VM iSCSI Service Unavailable

May 2023

Improved Kubernetes Monitoring Operator Installation

Installation and configuration of the NetApp Kubernetes Monitoring Operator is easier than ever with the
following improvements:

» Environment configuration settings are held in a single, self-documented config file.

» Step-by step instructions for uploading Kubernetes Monitoring Operator images to your private repository.

» Simple to upgrade with a single command to upgrade your Kubernetes Monitoring while keeping custom
configurations.

* More secured: API keys are securely managing secrets.

» Easy to integrate and deploy with your CI/CD automation tools.

Storage Virtualization

Cloud Insights can differentiate between a storage array having local storage or virtualization of other storage
arrays. This gives you the ability to relate cost and distinguish performance from the front-end all the way to the
back-end of your infrastructure.
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Storage Summary

Model: Virtualized Type: IOPS - Total:
V-Series Virtual N/A
Vendor: Backend Storage: Throughput - Total:
NetApp Sym-000050074300343 N/A
Family: Microcode Version: Management:
V-Series 8.0.2 7-Mode

FC Fabrics Connected:
Serial Mumber: Raw Capacity: 7
1306884 0.0 GiB

Alert Monitors:
IP: Latency - Total:
192.168.7.41 M/A

New Webhook Parameters

When creating a \Webhook notification, you can now include these parameters in your webhook definition:

* %%TriggeredOnKeys%%
* %% TriggeredOnValues%%

Reporting on Kubernetes data

Kubernetes data collected by Cloud Insights—including Persistent Volumes (PV), PVC, Workloads, Clusters,
and Namespaces—is now available for use in Reporting, enabling chargeback, trending, forecasting, TTF
calculations, and other business reporting on metrics for Kubernetes.

Default ONTAP System Monitors Enabled for New Customers

Many ONTAP System Monitors are enabled (i.e. Resumed) by default in new Cloud Insights environments.
Previously, most monitors defaulted to Paused state. Because business needs vary from company to company,
we always recommend taking a look at the system monitors in your environment and pausing or resuming
each based on your alerting needs.

April 2023

Kubernetes Performance Monitoring and Map

The Kubernetes Network Performance and Map feature simplifies troubleshooting by mapping dependencies
between Kubernetes workloads. It provides real-time visibility into Kubernetes network performance latencies
and anomalies to identify performance issues before they affect users.

This capability helps organizations reduce overall costs by analyzing and auditing Kubernetes traffic flows.

Key Features:

» The Workload Map presents Kubernetes workload dependencies and flows and highlights network and
performance issues.

» Monitor network traffic between Kubernetes pods, workloads, and nodes; identifies the source of traffic and
latency problems.

* Reduce overall costs by analyzing ingress, egress, cross-region, and cross-zone network traffic.
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Workload Map showing "Slideout" details:

T % Corvgdete
| e— T

demo | Workioad Map

Filter By - clugter A1l - % e

Mode Size:  bytes_tolsl *  Connection Size:  bytes_total +

Shawing 3 connections

catdlog
= :
order‘-'poslgr(
o 4
cart frontend ®.
order
N &
. payr
users
netapp-fitness-siore-01-locust
-
»
users-redis
10.42.1.1

order
Go 1o Asset Page

“ Patoroek

Workload Details

Cluster Hamespace
ci-demo-01 netapp-fitness-store-01

Labels
app: nlhw-ﬁch app_k i backend

Last 3 Hours 3

Pads & Sterage

Type Pods
Deployment 100

version: 1.0.0

Network Traffic

All Traffic inbound Outbound

Comnections Throughput
Towl
o 434
298.76 Ki/s
00 AM 10.00 AW 1100 AM
e Retransmits
Latency {rit) i
o
£00AM 1000 AW 1100 AM
Top Network Activities (4)
Namespace Partner Traffic Flow
netapp fitnessstore 01 frantend Inbound

Kubernetes Performance Monitoring and Map is available as a Preview feature.

ONTAP Essentials Security Dashboard

o I_by: Helm

b

B00 AM 10.00 AM 1100 AM

J_i}

900 AM 1200 AN 1140 AM
Throughput (K8/s) Connections Total
142 o566

E3l

The Security Dashboard gives you an instant view of your current security situation, showing charts for

hardware and software volume encryption, anti-ransomware status, and cluster authentication methods. The
Security Dashboard is available as a Preview feature.
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L

ONTAP Essentials

Velume Encryption

SVM Anti-Ransomware Status

Cluster Authentication Methods

Overview 7/119 Encrypted 6/20 tnabled Authentication Methods Certificates
Data Protection -
o Expiring in
n /
 — SAML AD/LDAP <80 Daye
Security u ——
u
s R 0 2 0
infrastruchure 0 25 50 75 100 125 0 2 4 3 10 12 14 16
Networking ® Hardware: 2 ® Cloud Insights Workload Security: 2 Certificate Local Expired
g & Software: 2 @ ONTAP ARP: 4
Workloads 2 5 1
® Hardware and Software: 3 ® Unprotected: 14
W workload Security Unencrypted: 112
Protect with Cloud Insights Workload Security
{# Wewantyour input to
improve the user
: o Clusters (5)
experience of NetApp
Products. Cluster Compliance Volume Encryption (%) Protected by ONTAP ARP (%)  Protected by Workload Sec...  Details
Share your feedback.
aws-34985490-35275986-aw A Not Compliant 0.00 0.00 0.00 @
ocisedev A Not Compliant 0.00 0.00 40.00 @
rtp-sa-clod A Not Compliant 0.00 0.00 0.00 @
C1_stid3-vsim-ucs513w_1678253476 @ compliant 71.78 50.00 0.00 @
dineshtscluster-1 @ compliant 0.00 0.00 0.00 @

View Security Hardening Guide [

Reclaim ONTAP Cold Storage

The Reclaim ONTAP Cold Storage Insight provides data about cold capacity, potential cost/power savings, and
recommended action items for volumes on ONTAP systems.

[/ 84 Workloads on storage umeng-aff300-01-02 contains a total of 1.2 TiB of
i cold data.
|~

Detected: 16 days ago, 9:21 AM
(ACTIVE)
Apr 14, 2023 12:06FM

You could lower costs 5.6% a year and reduce your carbon footprint by moving cold storage to the cloud.

Move 1.2 TiB of data to the cloud Hold or cycle down available storage

Current Storage (TiB)

43
2% 1 TiB 55Ds=76.75 kWh per year **
$1,228.80 . 76.75 kWh
0
Optimized
:jEst"imjtej:

"Visit the NetApp TCO Calculator [ for your actual cost savings.
Go to Annotation Page [ to edit the cloud tier cost in the tier annotation.

** Based on average disk power consumption

With this Insight, you can answer such questions as:

« What amount of cold data on a storage cluster are sitting on (a) high-cost SSD disks, (b) HDD disks, and
(c) virtual disks?

* What workloads are the highest contributors in regards of the non-optimized storage?

» What is the duration (in days) the data has been cold on a given workload?

Reclaim ONTAP Cold Storage is considered a Preview feature and is therefore subject to change.
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Subscription Notification also controls banner messages

Setting recipients for Subscription Notifications (Admin > Notifications) now also controls who will see
subscription-related in-product banner notifications.

© Your subscription is expiring in 2 days. View Subscription

Reporting has a new look

You will notice that Cloud Insights Reporting screens have a new look, and that some of the menu navigation
have changed. These screens and navigation changes have been updated in the current Reporting
Documentation.

= IBM Cognos Analytics with Watson

o} Home

New

2]

Upload data
I [0 Content
(U Recent >

Manage

Monitors Paused by Default

For new Cloud Insights environments, be aware that system-defined monitors do not send alert notifications by
default. You will need to enable notifications for any monitor that you want alerting you, by adding one or more
delivery methods for the monitor.

For existing Cloud Insights environments, the default global notification recipient list has been removed for any
system-defined monitors currently in Paused state. User-defined notifications remain unchanged, as do
notification settings for currently active system-defined monitors.

Looking for the APl Metering tab?

API Metering has moved from the Subscription page to the Admin > APl Access page.

March 2023
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Cloud Connection for ONTAP 9.9+ deprecated

The Cloud Connection for ONTAP 9.9+ data collector is being deprecated. Starting April 4, 2023, Cloud
Connection data collectors in your environment will no longer collect data, and will instead present an error
when polling. The Cloud Connection data collector will be removed altogether from Cloud Insights in a
subsequent update.

Prior to April 4, 2023, it is mandatory to configure a new NetApp ONTAP Data Management Software data
collector for any ONTAP systems currently collected by Cloud Connection. Learn More.

January 2023

New Log Monitors

We've added almost two dozen additional system monitors to alert for broken interconnect links, heartbeat
problems, and more. Additionally, three new Data Protection log monitors have been added, to alert on
SnapMirror Auto Resync, MetroCluster Mirroring, and FabricPool Mirror Resync changes.

Note that some of these monitors will be enabled by default; you must pause them if you do not wish to alert on
them. Also note that these monitors are not configured to deliver notifications; you must configure notification
recipients on these monitors if you want to send alerts via email or webhook.

.CSV Export for all Dashboard Table Widgets

Ensuring accessibility to your data is essential, so we’ve made .CSV export available for all metric queries,
dashboard table widgets, and object landing pages, regardless of the type of data (asset or integration) you're

querying.

Data customizations like column selection, renaming columns, and unit conversions are also now included in
the new export functionality.

December 2022

Explore Ransomware Protection and other security features during Cloud Insights
Trial

Starting today, signing up for a new Trial of Cloud Insights allows you to explore Security features such as
Ransomware detection and automated user-blocking response policy. If you haven’t signed up for your Trial,
do it today!

Kubernetes Workloads have their own landing page

Workloads are a key part of your Kubernetes environment, so Cloud Insights now provides landing pages for
those workloads. From here, you can view, explore, and troubleshoot issues that affect your Kubernetes
workloads.
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Filter By 2]

1 1 Mameaspace Type Date Created
dockerimage-monitoring ReplicaSet Dec9,2022 4:37 PM
_ Up-to-date  Unavailable
Pods: Current / Desired
Labels

otal PVC Capacity ¢ ed

Sﬂ-mc 0.__22Gi|3 0.00GiB_

54% 5% 22%
st Vs i rs. Limit
1.00 GiB
320m
————— S —
o
15. Dec 12:00 PM 15. Dec 12:00 PM
Request = Limit Request = Limit

Highest CPU Demand by Pod Highest Memory Demand by Pod

2.8m telegraf-rs-2xsj2 0.21GiB telegraf-rs-2xsj2

Pods (1)

Pod Name T Status Healthy Containers cpu_usage_nanocores (mc) memory_rss_bytes (GiB)
Healthy Running 1of1 3 0.21

telegraf-rs-2xsj2

Check your Checksums

You asked us to provide you with checksum values during installation of the agent for Windows and Linux and
we think that’s a great idea. So here they are:

ng Telegraf Checksums

=l Manually Verify

The Cloud Insights agent installer performs integrity checks, but some users may want to perform their own verifications before installing or

o

o=}

applying downloaded artifacts.
Far more information, read about verifying checksums before proceeding to the next step.

The SHAZ56 checksum for this telegraf.pkg is:

Log Alerting Improvements
Group By

When creating or editing a Log Monitor, you can now set "Group By" attributes to allow for more focused
alerting. Look for the "Group By" attributes below the "filter" settings in your monitor definition.
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o Select the log to monitor

Log Source | logs.netapp.ems ¥

Filter By - ems.ems_message_type | MbladewvscanConnBackPressure X » X ems.cluster_vendor | | NetApp X v X
ems.cluster_model AFF x | As#* x | FDuwwr x v X (7]
Group By ems.cluster_uuid ¥ ems.cluster_vendor ¥  emscluster model X ems.cluster_name X

ems.svm_uuid X ems.svm_name X

This change brings Metric Monitors and Log Monitors into feature parity by normalizing the “Group By” aspect
of Monitor Definitions. This parity will allow customers to clone/duplicate all system-defined default Monitors for
further customization.

Duplicating

You can now clone (duplicate) the Change Log, Kubernetes Log, and Data Collector Log monitors. This
creates a new custom log monitor that you can modify to your specific definitions.

Data Collection (4) = Filter.

] Name Metric / Parameters Sewverity Time Frame Status

[]  Acquisition Unit Heartbeat-Critical 31 & logs.cloud_insights.acquisition (source = O Critical Once Active
aoquisition_unit:®, acquisition_unit.status = n
"Heartbeat Owerdue”,
acquisition_unit.overdue_time = >= 600 sec) $ Duplicate

Acquisition Unit Heartbeat-Warning logs.cloud_insights.acquisition (source = A Warning Once Active Pause

acquisition_unit:®, acquisition_unit.status =
"Heartbeat Overdus”,

acquisition_unit.overdue_time = >=300 sec)

11 New Default ONTAP Monitors covering SnapMirror for Business Continuity

We've added almost a dozen new system monitors for SnapMirror for Business Continuity (SMBC), which alert
on changes to SMBC certificates and ONTAP Mediators.

November 2022

More than 40 new Security, Data Collection, and CVO monitors!

We've added dozens of new system-defined monitors to alert you to potential issues with Cloud Volumes,
Security, and Data Protection. Read more about these monitors here.

October 2022

Better and more accurate Ransomware detection with ONTAP Autonomous
Ransomware Protection integration

Cloud Secure improves ransomware detection through integration with ONTAP Autonomous Ransomware
Protection (ARP).
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Cloud Secure receives ONTAP ARP events on potential volume file encryption activity, and

» Correlates volume encryption events with user activity to identify who is causing the damage,
* Implements automatic response policies to block the attack,

« Identifies which files were affected, helping to recover faster and conduct data breach investigations.

September 2022

Monitors available in Basic Edition

ONTAP Default monitors now available to use in Cloud Insights Basic Edition. This includes more than 70
infrastructure monitors and 30 workload examples.

ONTAP Power and StorageGRID dashboards

The dashboard gallery includes a new dashboard for ONTAP Power and Temperature as well as four
dashboards for StorageGRID. If your environment is collecting ONTAP power metrics and/or StorageGRID
data, import these dashboards by selecting +From Gallery.

At-a-glance threshold visibility in tables

Conditional Formatting allows you to set and highlight Warning-level and Critical-level thresholds in table
widgets, bringing instant visibility to outliers and exceptional data points.

14 items found in 1 group

= al Storage Pool capacityRatio.used (%) n capacity.provisioned (GiB)
= AlL{14 -
= auge I ..
- rip-sa-cl06-02:3ggr_datal rip sa clog 02 079
” Unit Display
rip-sa-cl06-01:ager datal rip sa clog 01 2.45
~ Conditienal Formatting Reset
- rtp-sa-cl06-02:aggr0_rtp sa clo6 02 root 0 515
Ifualueis > (Greater than) .
- rtp-s3-cl06-01:aggr0_rtp_sa_cl0f 01 root Q@ 5515
A\ Warning 70 L
© critical a0 %

Formatting: Show Expanded Details  Conditional Formatting  Background Color +lcon *+ 0 |:| Show @ InRange as green

> Rename Column

Security Monitor

Cloud Insights can alert you when it detects that FIPS mode is disabled on the ONTAP system. Read more
about System Monitors, and watch this space for more Security Monitors, coming soon!

Chat from Anywhere

Chat with a NetApp Support specialist from any Cloud Insights screen by selecting the new Help > Live Chat
link. Help is available from the "?" icon in the upper right of the screen.
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Documentation

L N
Live Chat

Support

ShareYour Feedback

What's New

Data Collector Support Matrix

Terms of Service

More visible Insights

If your environment is experiencing an Insight such as Shared resources Under Stress or Kubernetes
Namespaces Running Out of Space, asset landing pages for resources affected now include links to the
Insight itself, providing quicker exploration and troubleshooting.

New Data Collectors

* Amazon S3 (available in Preview)
* Brocade FOS 9.0.x
* DelllEMC PowerStore 3.0.0.0

Other Data Collector Updates

All data sources are now optimized to resume performance polling after Acquisition Unit updates and/or
patches.

Operating System support

The following operating systems are supported with Cloud Insights Acquisition Units, in addition to those
already supported:

* Red Hat Enterprise Linux 8.5, 8.6

August 2022

Cloud Insights has a new look!

Starting this month, "Monitor and Optimize" has been renamed Observability. You'll find all your favorite
features like Dashboards, Queries, Alerts, and Reporting here. In addition, look for Cloud Secure under the
new Security menu. Note that only the menus have changed; feature functionality remains the same.
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al Observability

Home

Dashboards

Queries

Alerts

Reports a
Manage

Admin

OMNTAP Essentials

i

W Security a8

Looking for the Help menu?

Help now lives in the upper right of the screen.

Q ©# @ O didmn v

Documentation

Data Collector Support Matrix
Terms of Service

What's New

Support

Share Your Feedback

Not sure where to start? Check out ONTAP Essentials!

ONTAP Essentials is a set of dashboards and workflows that provide detailed views into your NetApp ONTAP
inventories, workloads, and data protection, including days-to-full predictions for storage capacity and
performance. You can even see if any controllers are running at high utilization. ONTAP Essentials is your ideal
place for all of your NetApp ONTAP monitoring needs!

ONTAP Essentials—available in all Editions—is designed to be intuitive to existing ONTAP operators and
administrators, easing the transition from ActivelQ Unified Manager to service-based management tools.
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N NetApp T GettingSarted v

al  Observability hhndksd | Qverview (@© Last3sHours
& ONTAP Essentials il All -
Overview
Data Protection
#Clusters Clusters Storage Cap... Clusters Avg. Perform... Clusters Storage Cap... Clusters Performance... Hot Controllers (HAF...

Infrastructure

—_— © ©

e o 8 3 ’ ® ’ ® 0 0

o W2BEE g o B®E g
A Memmctyoainput o #Clusters #Clusters
improve the user
experience of Nethpp
Products. 5 A . & =
s Top Clusters - I0Ps Over Time i Top Clusters - Throughput Over Time i Top Clusters - Storage Capacity Used
total.fops {10/} totsl_throughput (Mig/s)
4k 14205115

= _
8536743
2k
. .

0 AN sz00w sp0eM ) 14004 1200 M S0 clust._cloT I
— cluster_| wg- — cluster 1 a- — cluster_n g- — cluster | -
aff300-05-06 aff300.01-02 aff300-05-06 aff30001-02 ] :
— cluster_name=rip-sa- — cluster_name=rip sa- o 000 4400 20,00 ooy 10
clo7 07 size_used_percent (%)
Top Clusters - Performance Capacity Used Top Clusters - Performance Capacity Consumptio... Top Clusters - Storage Capacity Consumption Ove... i
performance__ity_used (35} size_used [Ti3)
100 1818888

e _
e -

Storage Data families are merged

You asked for it, and now you’ve got it. Storage base-2 and base-10 data units are now combined into one
family, from bits and bytes to tebibits and terabytes, making it easier to display data your way on your
dashboards. Data Rates are also now one big family of their own.

37



s.total v Display Unit: iops.total (10/s)

ashb  Baseunit | JOPS (10/s) | tesaggre

Displayed In  Data Storage f
bit (b)

kibibit (Kib) pee v | [Ap
kilobit (Kb)
mebibit (Mib)

megabit (Mb)

How much power is my storage using?

Display and monitor your ONTAP storage shelf and node power consumption, temperature, and fan speed,
using the netapp_ontap.storage_shelf, netapp_ontap.system_node and netapp_ontap.cluster (power
consumption only) metrics.

Tutorial 0% Complete

Cloud Insights (ia) ) GettingStarted ¥ Attt <
@ wvonitor&opTiMizE v diwlltk / All Metric Queries / Storage Shelf © Last3Hours Ml D save |~
A HOME
netapp_ontap.storage_shelf ¥
© DASHBOARDS Fitersy [Bl @
Grou cluster_name X v
@, QUERIES 2
A ALerTs 2items found in 2 groups o
M RreporTs 8 [E cluster_name netapp_ontap.storage_s... average_... T  power min_ambient_... min_temperat... max_temperat... average_temp... average_fan_s... min_fan_spe:
rtp-sa-clo6 (1 10 23.00 026 23.00 25.00 38.00 30.86 2,997.50 2,970.00
X MANAGE i @
umeng-aff300-01-02 (1 1.1 27.00 015 27.00 30.00 41.00 3240 2,970.00 2,940.00
£i} ADMIN 3000
% CLOUD SECURE a
@ HeLp

38 Share your feedback!
We want your input to help

38



Features graduated from Preview

The following features have moved out of Preview and are now available to all customers:

Feature Description

Kubernetes Namespaces Running out of Space The Kubernetes Namespaces Running Out of Space
Insight gives you a view into workloads on your
Kubernetes namespaces that are at risk of running out
of space, with an estimate for the number of days
remaining before each space becomes full.
Read More

Shared Resource Under Stress The Shared Resource Under Stress insight uses
Al/ML to automatically identify where resource
contention is causing performance degradation in your
environment, highlights any workloads impacted by it,
and provides recommended actions to remediate,
letting you solve performance issues more quickly.
Read More

Cloud Secure — Block user access on attack Greater protection for your business-critical data with
the ability to block user access when an attack is
detected.

Access can be blocked automatically, using
Automated Response Policies, or manually from the
alert or user details pages.

Read More

How’s my data collection health?

Cloud Insights provides two new heartbeat monitors for your Acquisition Units, as well as two monitors to alert
you to data collector failures. These can be used to alert you quickly to data collection issues.

The following monitors are now available in the Data Collection monitor group:

 Acquisition Unit Heartbeat-Critical
* Acquisition Unit Heartbeat-Warning
* Collector Failed

* Collector Warning

Note that these monitors are in Paused state by default. Activate them to be alerted about data collection
issues.

Auto-Renewing API Tokens

API Access Tokens can now be set for auto-renewal. By enabling this feature, new/refreshed API Access
Tokens will automatically be generated for expiring tokens. Cloud Insights agents using an expiring token will
automatically be updated to use the corresponding new/refreshed APl Access Token, allowing them to
continue to operate seamlessly. Simply check the “Renew token automatically” box when creating your token.
This feature is currently supported on Cloud Insights agents running on the Kubernetes platform with the latest
NetApp Kubernetes Monitoring Operator.
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Basic Edition gives you more than before

Your trial is ending but you’re not yet sure whether a subscription is right for you? Basic Edition has always
given you a chance to continue using Cloud Insights with your current ONTAP data collector, but now you can
continue capturing VMWare version, topology, and IOPS/Throughput/Latency data as well. NetApp customers
with premium support on their storage systems will also be entitled to support for Cloud Insights.

Ready to learn more?

Check out the Learning Center section of the Help > Support page for links to NetApp University Cloud
Insights course offerings!

Operating System support

The following operating system is supported with Cloud Insights Acquisition Units, in addition to those already
supported:

* Windows 11

June 2022

Kubernetes cluster saturation and other details

Cloud Insights makes it easier than ever to explore your Kubernetes environment, with an improved cluster
detail page that provides Saturation details as well as a cleaner view into Namespaces and Workloads.

Filter By 7]

100%

D 2 9 0 0 Cluster Saturation 4(?/0

Alerting  Pending o
MNamespaces Nodes Pods 4. Jumy 6. Jun

Order by: Shared Resources Mamespaces Workloads

Node & Pod Alert Level hd
CPU 3% Memory 3% Storage 4%
100%

s tCPI“:: B Usage 0.42 cores
SRRt B Requests: 1.70 cores
30/ 0.4c Limits: 2.50 cores

0 i D S ‘\ tia Allocatabler  16.00 cores
% Jun & Jun Allocstsble: 16.00 cores Capacity: 16.00 cores
Devices with Highest CPU Usage (2)
Name CPU Usage I CPUAllocatable CPU Capacity
(cores) [cores) (cores)
di-eng-sjimmy-cis-16392- 1.cloudinsights-dev.netapp.com 0.33 8.00 3.00
ci-eng-sjimmy-cis-16392-2.cloudinsights-dev.netapp.com 0.08 8.00 8.00

The Cluster list page also gives you a quick view of saturation, in addition to Node, Pod, Namespace, and
Workload counts:

40


https://docs.netapp.com/us-en/cloudinsights/concept_acquisition_unit_requirements.html
https://docs.netapp.com/us-en/cloudinsights/concept_acquisition_unit_requirements.html

Filter By 7]

Clusters (2)
Name T Overall Saturation (34)
self 56
setok3s 4

CPU Saturation (36)

Memory Saturation (6]
56

3

How old is your Kubernetes cluster?

Storage Saturation (3%) Nodes Pods
z 63
z g

Namespaces

18

5

Workloads

68

T

Is your cluster just starting in the world, or has it experienced a long digital life? Age has been added as a time
metric collected for Kubernetes Nodes.

2 items found in 2 groups
Table Row Grouping

[E node_name T

kubernetes_cluster

kubernetes.node

[F ci-aumonitors-1(1)

[F ci-aumonitors-2 (1}

aumonitors

aumonitors

Capacity Time-to-Full forecasting

ci-aumonitors-1

ci-aumonitors-2

Metrics & Attributes
age (day)

10.82

10.82

Cloud Insights provides a dashboard to forecast the number of days until capacity runs out for each Internal
Volume monitored. These values can help to significantly reduce the risk of an outage.

storagename | All

Volumes with < 90 Days to Full

o
16

<90 Days to Full

Volumes with 90-364 Days to Full

A

36

90-364 Days to Full

Volumes with = 365 Days to Full

©
3462

=365 Days to Full

storagePool... | Al -

Capacity Provisioned with <90 Daysto... C 5m

13,41 TiB
cpacitytotal
488281 9,78563 1484844

Capacity Provisioned with 90-364 Dayst... C 5m

49,40 Ti8
pacitytotal
1953128 36,0825 58,59375

Capacity Provisioned with = 365 Days to... C 5m

30,11 piB

capacitytotal

953674 1907348 2881023 3814687

InternalVolu... | All

<90 Days to Full

16 ftems found

io.used (%)

Internal Volume timeToFu... T p
. _researr:hﬂl 0,00 100,00
mn7-ontap7:dr7-ontapl-datal:ontapl__ph... 5,00 88.48
mné-ontap6:dré-ontapl-datal:ontapl__ph... 11,00 8848
90 - 364 Days to Full
36 items found
Internal Volume timeToFu... T  capacityRatio.used (%)
mnl-ontapliontapl-datalizvol_zbackup_s... 93,00 47,08
grenada:svm-esx:cbe_esxi_prod_linux_ds_... 94,00 74,96
umeng-affi00-05-06:umeng-aff300-05-svm... 94,00 65,95
=365 Days to Full
3462 items found
Internal Volume timeToFu.., T  capacityRatio.used (%)
rtp-sa-cl01:Containers_SVM:trident_pve_fl... 365,00 0,00
rtp-sa-cl0l:Containers_SVM:trident puc_Oa... 365,00 0,01
Jamaicajamaica:MDV_CRS_ 1le... 365,00 027

TTF counters are also available for Storage, Storage Pool, and Volume. Keep watching this space for
additional dashboards for these objects.
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Note that Time-to-Full forecasting is moving out of Preview and will be rolled out to all customers.

What’s changed in my environment?

ONTAP change log entries can be viewed in the log explorer.

togs.cloud_insights.change_log.switch v

Filter By @

150

50

F -
Log Entries
timestamp name object_type message
06/08/2022 8:5251PM fcls Port Port with name:fc19 has been created
06/08/2022 £:5Z51 PM fe20 Port Port with name:fc20 has been created
06/08/2022 4:52:51 PM fc23 Port Port with name:fc23 has been created
06/08/2022 4:5251 PM fc22 Port Part with name:fc22 has been creatad

Operating System support

The following operating systems are supported with Cloud Insights Acquisition Units, in addition to those
already supported:

» CentOS Stream 9

* Windows 2022
Updated Telegraf Agent
The agent for ingestion of telegraf integration data has been updated to version 1.22.3, with performance and
security improvements.

Users wishing to update can refer to the appropriate upgrade section of the Agent Installation documentation.
Previous versions of the agent will continue to function with no user action required.

Preview Features

Cloud Insights regularly highlights a number of exciting new preview features. If you are interested in
previewing one or more of these features, contact your NetApp Sales Team for more information.
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Feature Description

Kubernetes Namespaces Running out of Space The Kubernetes Namespaces Running Out of Space
Insight gives you a view into workloads on your
Kubernetes namespaces that are at risk of running out
of space, with an estimate for the number of days
remaining before each space becomes full.
Read More

Cloud Secure — block user access on attack Greater protection for your business-critical data with
the ability to block user access when an attack is
detected.

Access can be blocked automatically, using
Automated Response Policies or manually from the
alert or user details pages.

Read More

Shared Resource Under Stress The Shared Resource Under Stress insight uses
Al/ML to automatically identify where resource
contention is causing performance degradation in your
environment, highlights any workloads impacted by it,
and provides recommended actions to remediate,
letting you solve performance issues more quickly.
Read More

May 2022

Chat live with NetApp Support

You can now chat live with NetApp Support personnel! On the Help > Support page, simply click the Chat icon
or click Chat in the "Contact Us" section to start a chat session. Chat support is available US weekdays for
Standard and Premium Edition users.

n
e

Kubernetes Operator

We've made it easier to get you up and running with Cloud Insights’ advanced Kubernetes monitoring and
cluster explorer.

The Kubernetes Monitoring Operator (NKMO) is the preferred method for installing Kubernetes for Cloud
Insights Insights, for more flexible configuration of monitoring in fewer steps, as well as enhanced opportunities
for monitoring other software running in the K8s cluster.

Click the link above for more information and pre-requisites
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Manage Users and Invites with API

You can now manage users and invites using Cloud Insights' powerful APl. Read more in the API Swagger
Documentation.

Data Collection Alerts

Don’t miss out on critical metrics due to a failed collector!

It's easier than ever to keep track of your data collectors with new alerts for data collector and acquisition unit
failures.

Note that these Monitors are Paused by default. To enable, navigate to your monitors page and locate and
resume “Acquisition Unit Shutdown” and “Collector Failed”

Alert on ONTAP storage changes

Don'’t let unexpected storage changes lead to outages!

You can now configure Cloud Insights to alert when modification or removal of FlexVols, nodes and SVMs are
detected on ONTAP systems.

Preview Features

Cloud Insights regularly highlights a number of exciting new preview features. If you are interested in
previewing one or more of these features, contact your NetApp Sales Team for more information.

Feature Description

Kubernetes Namespaces Running out of Space The Kubernetes Namespaces Running Out of Space
Insight gives you a view into workloads on your
Kubernetes namespaces that are at risk of running out
of space, with an estimate for the number of days
remaining before each space becomes full.

Read More
Internal Volume and Volume Capacity Time-to-Full Cloud Insights is able to prognose the number of days
forecasting until capacity runs out for each Internal Volume and

Volume monitored. This value can help to significantly
reduce the risk of an outage.

Cloud Secure — block user access on attack Greater protection for your business-critical data with
the ability to block user access when an attack is
detected.

Access can be blocked automatically, using
Automated Response Policies or manually from the
alert or user details pages.

Read More

Shared Resource Under Stress The Shared Resource Under Stress insight uses
Al/ML to automatically identify where resource
contention is causing performance degradation in your
environment, highlights any workloads impacted by it,
and provides recommended actions to remediate,
letting you solve performance issues more quickly.
Read More
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April 2022

Share your Feedback!

We want your input to help shape Cloud Insights. Earn points and prizes by participating in NetApp’s Insights
to Action program. Sign up now!

Updated Dashboard Editor

We’ve overhauled our dashboard creation tools to make it easier for you to visualize your data even more
quickly. Navigate to the “Dashboards” page of Cloud Insights to edit an existing dashboard, add one from our
dashboard gallery, or create a new dashboard of your own to check it out.

Averszeiopztotal by storszz.name Cancel m

iopstotal {105

e _,./\f"‘-—M v\__.—-___._____

T~ _______..r-""—""‘—-_'_'d_ﬂ— /\“ﬂ-..__—-
] P 5
— tokaji — rtp-sa-cli6 =— durlabprdcluli rip-sa-clid — Webscale Demo — tawny — ocinanegal
oci-phonehome — rip-sa-cli7T
u Al Query Chart Type: LineChart =+ Y-axis: F : v Convert to Expression = 1l
InternslVolume. performanceiops total *  Display Unit: iops.total {10/}
Display = Last 24 Hours ¥ Rolled upin segments of 30 minutes szzrezated by Averaze Edit Owerride Dashboard Time
Filter by Aftribute
Filter by Metric
Group by | storage.nams ¥  aggregated by | Average ¥ Apply fix) Rank Top v | 1D -
Interpolation Linear W
~+ Query

A new Count aggregation method has also been introduced. When grouping data in bar chart, column chart,
and pie chart widgets, you can quickly and easily show the number of relevant objects for the selected metric.

Chart Type: = BarChart ¥  ChartColor: [ *  DecimalPlac .

Average
Storage.performance.iops.total v | Display Unit: iops.total (Who  Maximum
Display = Last3 Hours [Dashboard Time) ¥ Edit Minimum
Filter by Attribute 5um
Filter by Metric Count
Group by = datasources.name v  aggregated by Count ~ Applyfix) -~ Rank Top v 10 D Include others

Additionally, line charts now allow you to select one of three interpolation methods:
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* None - No interpolation is done
« Linear - Interpolates a data point between the existing points

« Stair - Uses the previous data point as the interpolated data point

Enhanced Monitoring for Your Kubernetes Infrastructure

Cloud Insights keeps you on top of changes in your Kubernetes environment by alerting you when pods,
daemonsets, and replicasets are created or removed, as well as when new deployments are created.
Kubernetes monitors default to paused state, so you should enable only the specific ones you need.

Preview Features

Cloud Insights regularly highlights a number of exciting new preview features. If you are interested in
previewing one or more of these features, contact your NetApp Sales Team for more information.

Feature Description
Internal Volume and Volume Capacity Time-to-Full Cloud Insights is able to prognose the number of days
forecasting until capacity runs out for each Internal Volume and

Volume monitored. This value can help to significantly
reduce the risk of an outage.

Cloud Secure — block user access on attack Greater protection for your business-critical data with
the ability to block user access when an attack is
detected.

Access can be blocked automatically, using
Automated Response Policies or manually from the
alert or user details pages.

Read More

Shared Resource Under Stress The Shared Resource Under Stress insight uses
Al/ML to automatically identify where resource
contention is causing performance degradation in your
environment, highlights any workloads impacted by it,
and provides recommended actions to remediate,
letting you solve performance issues more quickly.
Read More

New Data Collector

» Cohesity SmartFiles - This REST API-based collector will acquire a Cohesity cluster, discovering the
“Views” (as Cl Internal Volumes), the various nodes, as well as collecting performance metrics.

Other Data Collector Updates

Collection and display of performance data has been improved on the following data collectors:

» Brocade CLI
* DelllEMC VPlex, PowerStore, Isilon/PowerScale, VNX Block/Clariion CLI, XtremlO, Unity/VNXe
* Pure FlashArray

These performance enhancements are already available in all NetApp data collectors as well as VMware and
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Cisco, and will be rolled out to all other data collectors over the next few months.

March 2022

Cloud Connection for ONTAP 9.9+

The NetApp Cloud Connection for ONTAP 9.9+ data collector eliminates the need to install an external
acquisition unit, thereby simplifying troubleshooting, maintenance, and initial deployment.

New FSx for NetApp ONTAP Monitors

Monitoring your FSx for NetApp ONTAP environment is easy with new system-defined monitors for both
infrastructure (metrics) and workloads (logs).

FSX Infrastructure (1)

[] MName

FSx Volume Cache Miss Ratio

FSX Workload Examples (5)

[] Name

FSx Snapshot Reserve Space is Full

FSx Volume Capacity is Full

FSx Volume High Latency

FSx Volume Inodes Limit

FSx Volume Qtree Quota Overcommit

Metric [ Parameters Severity Time Frame Status
netapp_ontap.workload_v ) Waming @ > 25 % For 30 minutes @ Paused
olume.cache_miss_ratio O critical @ > 100%

Metric [ Parameters Severity Time Frame Status
netapp_ontap.workload_v ~ Jf} Warning @ > 50 % Once @ Paused
olume.snapshot_size_used @ critical @ >95 %

_percent

netapp_ontap.workload_v ~ Jf} Warning @ > 85 % Once @ Paused

olume.size_used_percent @ critical @ >95 %

netapp_ontap.workload_v  J} Warning @ > 1,000 us For 5 minutes O Paused
olume.total_latency O cCritical @ > 2,000 us

netapp_ontap.workload_v £\ Warning @ =85 % Once @ Paused
olume.inodes_used_perce @ critical @ > 95 %

nt

netapp_ontap.workload_v ~ J\ Warning @ > 95 % Once O Paused
olume.gtree_quota_cemm @ critical @ > 100 %

it_percent

New Cloud Secure features available to all

Your environment is more secure than ever with the following Cloud Secure features now generally available:

Feature Description

Data Destruction — File Deletion attack detection Detect abnormal large-scale file deletion activity, block
malicious file access by malicious users, and take
automatic snapshots with automatic response
policies.

Separate notifications for Warnings and Alerts Warning and Alert notifications can be sent to

separate recipients, ensuring the right team can stay
informed
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Updated Telegraf Agent

The agent for ingestion of telegraf integration data has been updated to version 1.21.2, with performance and
security improvements.

Users wishing to update can refer to the appropriate upgrade section of the Agent Installation documentation.
Previous versions of the agent will continue to function with no user action required.

Data Collector Updates

* The Broadcom Fibre Channel Switches data collector has been optimized to reduce the number of CLI
commands issued with each inventory poll.

February 2022

Cloud Insights addresses Apache Log4j vulnerabilities

Customer security is a top priority at NetApp. Cloud Insights includes updates to its software libraries to
address the recent Apache Log4j vulnerabilities.

Please refer to the following on NetApp’s Product Security Advisory website:
CVE-2021-44228
CVE-2021-45046
CVE-2021-45105

You can read more about these vulnerabilities and NetApp’s response at the NetApp Newsroom.

Kubernetes Namespace Detail Page

Exploring your Kubernetes environment is now better than ever, with informative detail pages for your cluster’s
namespaces. The namespace detail page provides a summary of all the assets used by a namespace,
including all the backend storage resources and their capacity utilizations.
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Memory
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0.1Gi8 folding-at-home-16353...
<0.01 Gi8 db-backup-B544TcTT6...
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Deeper integration for ONTAP systems
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Highest Storage Demand by PVC

0.39GiB nfs2

0.39Gig nfs

backend_capacity_total_bytes (GiB) backend _capacity_us:

300GIB 3549Gi8

kube_pod_container_resource_requests_memaory_bytes (GiB)
068 GIB
146 GiB

013GiB

Simplify alerting for ONTAP hardware failures and more with new integration with NetApp Event Management

System (EMS).

Explore and alert on low-level ONTAP messages in Cloud Insights to inform and improve troubleshooting
workflows and further reduce reliance on ONTAP element management tooling.

Querying Logs

For ONTAP systems, Cloud Insights Queries include a powerful Log Explorer, allowing you to easily investigate

and troubleshoot EMS log entries.
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ﬂ‘ QUERIES Show All Metric Queries (T63)

+ Mew Metric Query

Show All Log Queries (3] NEW

+MNew log Query  NEW

Data Collector-level notifications.

In addition to system-defined and custom-created Monitors for alerting, you can also set alert notifications for
ONTAP data collectors, allowing you to specify recipients for collector-level alerts, independent of other monitor
alerts.

Greater flexibility of Cloud Secure roles

Users can be granted access to Cloud Secure features based on roles set by an administrator:

Role Cloud Secure Access

Administrator Can perform all Cloud Secure functions, including
those for Alerts, Forensics, data collectors, automated
response policies, and APIs for Cloud Secure.

An Administrator can also invite other users but can
only assign Cloud Secure roles.

User Can view and manage Alerts and view Forensics.
User role can change alert status, add a note, take
snapshots manually, and block user access.

Guest Can view Alerts and Forensics. Guest role cannot
change alert status, add a note, take snapshots
manually, or block user access.

Operating System support

CentOS 8.x support is being replaced with CentOS 8 Stream support. CentOS 8.x will reach End-of-Life on
December 31, 2021.

Data Collector Updates

A number of Cloud Insights data collector names have been added to reflect vendor changes:

Vendor/Model Previous Name
Dell EMC PowerScale Isilon

HPE Alletra 9000 / Primera 3PAR

HPE Alletra 6000 Nimble
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November 2021

Adaptive Dashboards

New variables for attributes and the ability to use variables in widgets.

Dashboards are now more powerful and flexible than ever. Build adaptive dashboards with attribute variables
to quickly filter dashboards on the fly. Using these and other pre-existing variables you can now create one

high level dashboard to see metrics for your entire environment, and seamlessly filter down by resource name,

type, location, and more. Use number variables in widgets to associate raw metrics with costs, for example

cost per GB for storage as a service.

<+ Variables
Aftribute
Annotation
Text
Number
Boolean

Date

Attribute

ontap namel

Objects containing "aggr_name"
netapp_ontap.aggregate.aggr_name
netapp_ontap.aggregate.cluster_name
netapp_ontap.aggregate.node_name
netapp_ontap.aggregate.owner_name
netapp_ontap.cifs_node.cluster_name

netapp_ontap.cifs_node.node_name

netapp_ontap.cifs_vserver.cluster_name

netapp_ontap.cluster.cluster_name

Access the Reporting Database via API

Enhanced capabilities for integration with third party reporting, ITSM, and automation tools: Cloud Insights'
powerful APl allows users to query the Cloud Insights Reporting database directly, without going through the
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Cognos Reporting environment.

Pod tables on VM Landing Page

Seamless navigation between VMs and the Kubernetes Pods using them: for improved troubleshooting and

performance headroom management, a table of associated Kubernetes Pods will now appear on VM landing

pages.

k HKubernetes Pods
15 items found
pod_name T kubernetes_cluster namaspace
calico-kube-controllers-649b Th7950-ktp2n ci-rancher kube-system
canal-mpvhx ci-rancher kube-system
cattle-cluster-agent-T4cTTSTccS-bsjhz ci-rancher cattle-system

cattle-node-agent-bn225 ci-rancher cattle-system

coredns-autoscaler-73599b8dcé-dtwp] ci-rancher kube-system

Data Collector Updates

» ECS now reports firmware for storage and node

* Isilon has improved prompt detection

Brocade CLI properly reports model for X&-4

Additional Operating Systems supported

Azure NetApp Files collects performance data more quickly

StorageGRID now supports Single Sign-On (SSO)

owner_kind
ReplicaSet
DaemonSet
ReplicaSet
DaemanSet

ReplicaSet

owner_name
calico-kube-controllers-649b7H795b
canal
cattle-cluster-agent-T4CT797ccs
cattle-node-agent

coredns-autoscaler-19599b0dch

The Cloud Insights Acquisition Unit supports the following operating systems, in addition to those already

supported:

» Centos (64-bit) 8.4
* Oracle Enterprise Linux (64-bit) 8.4
» Red Hat Enterprise Linux (64-bit) 8.4

October 2021

Filters on K8S Explorer pages

Kubernetes Explorer page filters give you focused control of the data displayed for your Kubernetes cluster,

node, and pod exploration.
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FilterBy - namespace | kube v X

Create wildcard containing "kube"

kube-public
kube-system

Mone

K8s Data for Reporting

Kubernetes data is now available for use in Reporting, allowing you to create chargeback or other reports. In
order for Kubernetes chargeback data to be passed to Reporting, you must have an active connection to, and
Cloud Insights must be receiving data from, your Kubernetes cluster as well as its back-end storage. If there is
no data received from the back-end storage, Cloud Insights can not send Kubernetes object data to Reporting.

Kubernetes Chargeback

0 1 2 2 $33,759

Top Clusters by Monthly Cost Top Namespaces by Monthly Cost

#40,000.00

Aty
#40,000.00 m
N - ) -
wo woeo ¢
s R Bmite
noETL

e

Kis Cluster Tier KBs Namespace Backend Resource Backend Storage Provisionsd (GB) Manthly Provisioned Cost
KBS-ETL T 1 kBtesins qacvo:svm_gacvovolumel qacvo 10 $204.80
Tier 1 - Total 10 $204.80
Thor 2 dema tawny:tawny_svm_ocl_dev:vm_tiexVol_dev01 tawny 4,086 $33,584.43
Tier 2 - Total 4,086 $33,554.43
KBS-ETL - Total 4,108 $33,750.23
Owverall - Total 4,108 $33,750.23

Dark Theme has arrived

Many of you asked for a dark theme, and Cloud Insights has answered. To switch between light and dark
theme, click the drop-down next to your user name.

{ Switch to Dark Mode

Log Out




Session Cache Response Session Cache Peak (24h)

latency total (ms)

& = Load Balancer Response : Load Balancer Load
2%, MANAGE No Data Available
(i} ADMIN

&% CLOoUDCosT

#) CLOUDSECURE
= Elasticsearch Heap Usage

MySQL Query Throughput : MongoDB Page Faults - MongoDB Replication Lag

No Matching Records Found

Data Collector Support
We’ve made some improvements in Cloud Insights Data Collectors. Here are some highlights:

* New collector for Amazon FSx for ONTAP

September 2021

Performance Policies are now Monitors

Monitors and Alerts have supplanted Performance Policies and Violations throughout Cloud Insights. Alerting
with Monitors provides greater flexibility and insight into potential problems or trends in your environment.

Autocomplete Suggestions, Wildcards, and Expressions in Monitors
When creating a monitor for alerting, typing in a filter is now predictive, allowing you to easily search for and

find the metrics or attributes for your monitor. Additionally, you are given the option to create a wildcard filter
based on the text you type.
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o Select a metric to monitor

StoragePool.performance.utilization.read hd
Filter By - name | sas]| A |>C 7]

Create wildcard containing "sas1"
Group | hd

tawny03:tawny03sasl
Unit Displayed In tawny04:tawny04sasl

MNone

Updated Telegraf Agent

The agent for ingestion of telegraf integration data has been updated to version 1.19.3, with performance and
security improvements.

Users wishing to update can refer to the appropriate upgrade section of the Agent Installation documentation.
Previous versions of the agent will continue to function with no user action required.

Data Collector Support

We’ve made some improvements in Cloud Insights Data Collectors. Here are some highlights:

Microsoft Hyper-V collector now uses PowerShell instead of WMI

* Azure VMs and VHD collector is now up to 10 times faster due to parallel calls

HPE Nimble now supports federated and iSCSI configurations

And since we’re always improving Data Collection, here are some other recent changes of note:

New collector for EMC Powerstore

New collector for Hitachi Ops Center

New collector for Hitachi Content Platform

Enhanced ONTAP collector to report Fabric Pools

Enhanced ANF with Storage Pool and Volume performance

Enhanced EMC ECS with Storage Nodes and Storage performance as well as the Object Count in buckets
Enhanced EMC lIsilon with Storage Node and Qtree metrics

Enhanced EMC Symetrix with volume QOS limit metrics

Enhanced IBM SVC and EMC PowerStore with Storage Nodes parent serial number

August 2021

New Audit Page User Interface

The Audit page provides a cleaner interface and now allows the export of audit events to .CSV file.
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Enhanced User Role Management

Cloud Insights now allows even greater freedom for assigning user roles and access controls. Users can now
be assigned granular permissions for monitoring, reporting, and Cloud Secure separately.

This means you can allow more users administrative access to monitoring, optimization, and reporting
functions whilst restricting access to your sensitive Cloud Secure audit and activity data to only those that need
it.

Find out more about the different levels of access in the Cloud Insights documentation.

June 2021

Autocomplete Suggestions, Wildcards, and Expressions in Filters

With this release of Cloud Insights, you no longer need to know all the possible names and values on which to
filter in a query or widget. When filtering, you can simply start typing and Cloud insights will suggest values
based on your text. No more looking up Application names or Kubernetes attributes ahead of time just to find
the ones you want to show in your widget.

As you type in afilter, the filter displays a smart list of results from which you can choose, as well as the option
to create a wildcard filter based on the current text. Selecting this option will return all results that match the
wildcard expression. You can of course also select multiple individual values that you want added to the filter.

kubernetes.pod v
Filter By -~ pod_name | ingest v X (7}
Group pod_name x Create wildcard containing "ingest”

ci-service-datalake-ingestion-85bsbdfded-2gbwr

service-foundation-ingest-767dfd5bfc-vxd5p

71 items found
Mone

Additionally, you can create expressions in a filter using NOT or OR, or you can select the "None" option to
filter for null values in the field.

Read more about filtering options in queries and widgets.

APIs available by Edition

Cloud Insights' powerful APls are more accessible than ever, with Alerts APIs now available in Standard and
Premium Editions.
The following APIs are available for each Edition:
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API Category Basic Standard
Acquisition Unit o o
Data Collection o o
Alerts L4
Assets 4
Data Ingestion o

Kubernetes PV and Pod Visibility

Premium

L9

Cloud Insights provides visibility into the back-end storage for your Kubernetes environments, giving you
insight to your Kubernetes Pods and Persistent Volumes (PVs). You can now track PV counters such as IOPS,
latency, and throughput from a single Pod’s usage through a PV counter to a PV and all the way to the back-

end storage device.

On a Volume or Internal Volume landing page, two new tables are displayed:

Kubernetes PVs
2 items found
PV T Cluster PV Capacity (GiB) Phase
cvo-shared-storage-pv QA_K85_CLUSTER 0.73 Bound
test-mysql-shared-storage-pv QA_KBS_CLUSTER 7.32 Bound

Kubernetes Pods

2 items found
Pod T Cluster Namespace PV Workload Type Workload
cvo-mypod-pve QA_KBS_CLU...  k8testns cvo-shared-storags
test-mysgl-0 QA K85 CLU...  kBtestns test-mysqgl-shared-: StatefulSet test-mysql

StorageClass

Latency - Total ...

0.12

C 5m

C 5m

10PS -1
0.00

2.72

Note that to take advantage of these new tables, it is recommended to uninstall your current Kubernetes agent,

and install it fresh. You must also install Kube-State-Metrics version 2.1.0 or later.

Kubernetes Node to VM links

On a Kubernetes Node page, you can now click to open the Node’s VM page. The VM page also includes a

link back to the Node itself.
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Healthy  Alerting Labels Node 1P virtual Machine
Pods ’ : 10.30.27.178  main-ci-node-general-1b-05 @
CPU Memory Filesystem
2% 399% ' 8
o fallacatsble of allocatable of capacity
2% 39%
SLOTS AVAILABLE 236 of capacity of capacity
HEALTHY PODS 14
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Status T Name Healthy Containers Namespace
Healthy Running ci-service-assets-bch744i7c-  1ofl oci
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Healthy Running ci-service-webui-rest- lofl o
74b8Sf5da-nviog
Healthy Running  filebeat-gg?r7 1of1 kube-system
Heslthy Running ovs-vbjzd Tof1 openshift-sdn
NetApp main-ci-node-general-1b-05
Virtual Machine Summary C sm
Power State: Latency - Total: Hypervisor IP:
On L.21ms LI5-EAST-1E
Guest State: 10P5 - Total: Hypervisor 05:
Running 11.0810/s Amazon AWS EC2
Datastore: Throughput - Total: Hypervisor FC Fabrics:

i-01b052bads43904e7

CPU Utilization - Total:

3.39%

Memory Utilization - Total:

N/A

Memory:
32.0GE

Capacity - Total:
200.0GB

Capacity - Used:
N/A

0.06 MB/=

DNS Name:
ip-10-178.ec2.internal

IP:

05:

Cent0S Linux 7 x86_64 HYM EBS ENA 1301_01-

Processors:
]

Hypervisor Name:
us-sast-1b

Alert Monitors replacing Performance Policies

E;
o

Hypervisor CPU Wtilization:

MN/A

Hypervisor Memory Utilization:

MN/A

Kubemetes Node:

ip-10-30-27-178.ec2.internal

Alert Monitors:
VM Capacity
VM IOPS

=§ View Topology

To enable the added benefits of multiple thresholds, webhook and email alert delivery, alerting on all metrics

using a single interface, and more, Cloud Insights will be converting Standard and Premium Edition customers
from Performance Policies to Monitors during the months of July and August, 2021. Learn more about Alerts
and Monitors, and stay tuned for this exciting change.
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Cloud Secure supports NFS

Cloud Secure now supports NFS for ONTAP data collection. Monitor SMB and NFS user access to protect
your data from ransomware attacks.

Additionally, Cloud Secure supports Active-Directory and LDAP user directories for collection of NFS user
attributes.

Cloud Secure snapshot purge

Cloud Secure automatically deletes snapshots based on the Snapshot Purge Settings, to save storage space
and reduce the need for manual snapshot deletion.

Snapshot Purge Settings X

Define purge periods to automatically delete snapshots taken by Cloud Secure.

Attack Automated Response

Delete Snapshot after | 30 Days »

Warning Automated Response

Delete Snapshot after | 7 Days »

User Created

Delete Snapshot after | 30 Days »

Cancel

Cloud Secure data collection speed

A single data collector agent system can now post up to 20,000 events per second to Cloud Secure.

May 2021

Here are some of the changes we’ve made in April:

Updated Telegraf Agent

The agent for ingestion of telegraf integration data has been updated to version 1.17.3, with performance and
security improvements.
Users wishing to update can refer to the appropriate upgrade section of the Agent Installation documentation.
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Previous versions of the agent will continue to function with no user action required.

Add Corrective Actions to an Alert

You can now add an optional description as well as additional insights and/or corrective actions when creating
or modifying a Monitor by filling in the Add an Alert Description section. The description will be sent with the
alert. The insights and corrective actions field can provide detailed steps and guidance for dealing with alerts
and will be displayed in the summary section of the alert landing page.

o Add an alert description (optional)

Add a description o

Add insights and el
corrective actions T e

Cloud Insights APIs for All Editions

APl access is now available in all editions of Cloud Insights.

Users of Basic edition can now automate actions for Acquisition Units and Data Collectors, and Standard
Edition users can query metrics and ingest custom metrics.

Premium edition continues to allow full use of all API categories.

API Category Basic Standard Premium
Acquisition Unit v ¥ 4 v
Data Collection W W L4
Assets v v
Data Ingestion ¥ 4 v
Data Warehouse o

For details on APl usage, please refer to the API documentation.

April 2021
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Easier Management of Monitors

Monitor Grouping simplifies the management of monitors in your environment. Multiple monitors can now be
grouped together and paused as one. For example, if you have an update occurring on a stack of
infrastructure, you can pause alerts from all those devices via one click.

Monitor groups is the first part of an exciting new feature bringing improved management of ONTAP devices to
Cloud Insights.

Monitor Groups (5) 4

Q

All Monitors (5

Enhanced Alerting Options Using Webhooks

Many commercial applications support WWebhooks as a standard input interface. Cloud Insights now supports
many of these delivery channels, providing default templates for Slack, PagerDuty, Teams, and Discord, in
addition to providing customizable generic webhooks to support many other applications.

o Set up team notification(s) (alert your team via email, or Webhook)
By Webhook Notify team on Use Webhook(s) 0
Critical, Warning b PagerDuty Trigger x -
Notify team on Use Webhook(s) A
Resalved - PagerDuty Resolve x -

Improved Device Identification

To improve monitoring and troubleshooting as well as deliver accurate reporting, it is helpful to understand the
names of devices rather than their IP addresses or other identifiers. Cloud Insights now incorporates an
automatic way to identify the names of storage and physical host devices in the environment, using a rule-
based approach called Device Resolution, available in the Manage menu.
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You asked for more!

A popular ask by customers has been for more default options for visualizing the range of data, so we have
added the following five new choices that are now available throughout the service via the time range picker:

 Last 30 Minutes
« Last 2 Hours
 Last 6 Hours

» Last 12 Hours

* Last 2 Days

Multiple Subscriptions in one Cloud Insights Environment
Starting April 2, Cloud Insights supports multiple subscriptions of the same edition type for a customer in a

single Cloud Insights instance. This enables customers to co-term parts of their Cloud Insights subscription
with infrastructure purchases. Contact NetApp Sales for assistance with multiple subscriptions.

Choose Your Path

While setting up Cloud Insights, you can now choose whether to start with Monitoring and Alerting or
Ransomware and Insider Threat Detection. Cloud Insights will configure your starting environment based on
the path you choose. You can configure the other path at any time afterward.

Easier Cloud Secure Onboarding

And it is easier than ever to start using Cloud Secure, with a new step-by-step setup checklist.
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MetApp COS 5a... | Getting Started with Cloud Secure

Secure Your Data from Ransomware & Insider Threat

s Ransomware & insider threat detection
s User data access auditing

CLOUD SECURE

Setting up Cloud Secure

o Add an Agent on server or VM to collect data {system requirements .
o Configure a User Directory Collector to collect user attributes from active directories {optional step).
Q Configure a Data Collector to collect file access activity on your storage devices.

o Define Automated Response Policies to take automatic action in the event of an attack.

User activity data will appear in the Forensics section

As always, we love to hear your suggestions! Send them to ng-cloudinsights-customerfeedback@netapp.com.

February 2021

Updated Telegraf Agent

The agent for ingestion of telegraf integration data has been updated to version 1.17.0, which includes
vulnerability and bug fixes.

Cloud Cost Analyzer

Experience the power of Spot by NetApp with Cloud Cost, which provides a detailed cost analysis of past,
present, and estimated spending, providing visibility into cloud usage in your environment. The Cloud Cost
dashboard delivers a clear view of cloud expenses and a drill down into individual workloads, accounts, and
services.

Cloud Cost can help with these major challenges:

» Tracking and monitoring your cloud expenses
* Identifying waste and potential optimization areas

 Delivering executable action items

Cloud Cost is focused on monitoring. Upgrade to the full Spot by NetApp account to enable automatic cost
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saving and environment optimization.

Querying for objects having null values using filters

Cloud Insights now allows searching for attributes and metrics having null/none values through the use of
filters. You can perform this filtering on any attributes/metrics in the following places:

» On the Query page
* In Dashboard widgets and page variables
* On the Alerts list page

* When creating Monitors

To filter for null/none values, simply select the None option when it appears in the appropriate filter drop-down.

VirtualMachine hd

Filter By - PowerState ©On X - 10PS - Total (10/s) | ror | miL

None

Multi-Region Support

Starting today we offer the Cloud Insights service in different regions across the globe, which facilitates
performance and increases security for customers based outside the United States. Cloud Insights/Cloud
Secure stores information according to the region in which your environment is created.

Click here for more information.

January 2021

Additional ONTAP Metrics Renamed

As part of our continuing effort to improve efficiency of data-gathering from ONTAP systems, the following
ONTAP metrics have been renamed.

If you have existing dashboard widgets or queries using any of these metrics, you will need to edit or re-create
them to use the new metric names.

Previous Metric Name New Metric Name
netapp_ontap.disk_constituent.total_transfers netapp_ontap.disk_constituent.total_iops
netapp_ontap.disk.total_transfers netapp_ontap.disk.total_iops
netapp_ontap.fcp_lif.read_data netapp_ontap.fcp_lif.read_throughput
netapp_ontap.fcp_lif.write_data netapp_ontap.fcp_lif.write_throughput
netapp_ontap.iscsi_lif.read_data netapp_ontap.iscsi_lif.read_throughput
netapp_ontap.iscsi_lif.write_data netapp_ontap.iscsi_lif.write_throughput
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Previous Metric Name
netapp_ontap.lif.recv_data
netapp_ontap.lif.sent_data
netapp_ontap.lun.read_data
netapp_ontap.lun.write_data
netapp_ontap.nic_common.rx_bytes
netapp_ontap.nic_common.tx_bytes
netapp_ontap.path.read_data
netapp_ontap.path.write_data
netapp_ontap.path.total_data
netapp_ontap.policy _group.read_data
netapp_ontap.policy_group.write_data
netapp_ontap.policy _group.other_data
netapp_ontap.policy _group.total data
netapp_ontap.system_node.disk_data_read
netapp_ontap.system_node.disk_data_written
netapp_ontap.system_node.hdd_data_read
netapp_ontap.system_node.hdd_data_written
netapp_ontap.system_node.ssd_data_read
netapp_ontap.system_node.ssd_data_written
netapp_ontap.system_node.net_data_recv
netapp_ontap.system_node.net_data_sent
netapp_ontap.system_node.fcp_data_recv
netapp_ontap.system_node.fcp_data_sent
netapp_ontap.volume_node.cifs_read_data
netapp_ontap.volume_node.cifs_write_data
netapp_ontap.volume _node.nfs_read_data
netapp_ontap.volume_node.nfs_write_data
netapp_ontap.volume_node.iscsi_read_data
netapp_ontap.volume_node.iscsi_write_data
netapp_ontap.volume node.fcp_read data
netapp_ontap.volume_node.fcp_write_data
netapp_ontap.volume.read_data

netapp_ontap.volume.write _data

New Metric Name
netapp_ontap.lif.recv_throughput
netapp_ontap.lif.sent_throughput
netapp_ontap.lun.read_throughput
netapp_ontap.lun.write_throughput
netapp_ontap.nic_common.rx_throughput
netapp_ontap.nic_common.tx_throughput
netapp_ontap.path.read_throughput
netapp_ontap.path.write_throughput
netapp_ontap.path.total_throughput
netapp_ontap.policy _group.read_throughput
netapp_ontap.policy_group.write_throughput
netapp_ontap.policy _group.other_throughput
netapp_ontap.policy _group.total_throughput
netapp_ontap.system_node.disk_throughput_read
netapp_ontap.system_node.disk_throughput_written
netapp_ontap.system_node.hdd_throughput_read
netapp_ontap.system_node.hdd_throughput_written
netapp_ontap.system_node.ssd_throughput _read
netapp_ontap.system_node.ssd_throughput_written
netapp_ontap.system_node.net_throughput_recv
netapp_ontap.system_node.net_throughput_sent
netapp_ontap.system_node.fcp_throughput_recv
netapp_ontap.system_node.fcp_throughput_sent
netapp_ontap.volume_node.cifs_read_throughput
netapp_ontap.volume_node.cifs_write throughput
netapp_ontap.volume_node.nfs_read_throughput
netapp_ontap.volume_node.nfs_write_throughput
netapp_ontap.volume_node.iscsi_read_throughput
netapp_ontap.volume_node.iscsi_write_throughput
netapp_ontap.volume_node.fcp_read_throughput
netapp_ontap.volume_node.fcp_write_throughput
netapp_ontap.volume.read_throughput

netapp_ontap.volume.write_throughput
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Previous Metric Name
netapp_ontap.workload.read_data
netapp_ontap.workload.write _data
netapp_ontap.workload_volume.read_data

netapp_ontap.workload_volume.write_data

New Kubernetes Explorer

New Metric Name

netapp_ontap.workload.read_throughput

netapp_ontap.workload.write_throughput

netapp_ontap.workload_volume.read_throughput

netapp_ontap.workload_volume.write_throughput

The Kubernetes Explorer provides a simple topology view of Kubernetes Clusters, allowing even non-experts
to quickly identify issues & dependencies, from the cluster level down to the container and storage.

A wide variety of information can be explored using the Kubernetes Explorer’s drill-down details for status,
usage, and health of the Clusters, Nodes, Pods, Containers, and Storage in your Kubernetes environment.

o, o 1

Fody

December 2020

Simpler Kubernetes Installation

@ coitical  Node s not ready
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- 10,30,26.200
CPU Memory
00 00
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Status T Name Healthy Contalnere
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Namaspace
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Filesystem

N/A

eparabifagda
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peamanitaring

elompmaael

]

Kubernetes Agent installation has been streamlined to require fewer user interactions. Installing the
Kubernetes Agent now includes Kubernetes data collection.
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November 2020

Additional Dashboards

The following new ONTAP-focused dashboards have been added to the gallery and are available for import:

* ONTAP: Aggregate Performance & Capacity

* ONTAP FAS/AFF - Capacity Utilization

» ONTAP FAS/AFF - Cluster Capacity

+ ONTAP FAS/AFF - Efficiency

* ONTAP FAS/AFF - FlexVol Performance

* ONTAP FAS/AFF - Node Operational/Optimal Points
* ONTAP FAS/AFF - PrePost Capacity Efficiencies

* ONTAP: Network Port Activity

* ONTAP: Node Protocols Performance

* ONTAP: Node Workload Performance (Frontend)

* ONTAP: Processor

* ONTAP: SVM Workload Performance (Frontend)

* ONTAP: Volume Workload Performance (Frontend)

Column Rename in Table Widgets

You can rename columns in the Metrics and Afttributes section of a table widget by opening the widget in Edit
mode and clicking the menu at the top of the column. Enter the new name and click Save, or click Reset to set
the column back to the original name.

Note that this only affects the column’s display name in the table widget; the metric/attribute name does not
change in the underlying data itself.

Metric Name

ga-ots-cl01
“ Rename Column Reset
Metric Name
ngslabeS0
kuat

hkdemo-cluster
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October 2020

Default Expansion of Integration Data

Table widget grouping now allows for default expansions of Kubernetes, ONTAP Advanced Data, and Agent
Node metrics. For example, if you group Kubernetes Nodes by Cluster, you will see a row in the table for each
cluster. You could then expand each cluster row to see a list of the Node objects.

Basic Edition Technical Support

Technical Support is now available for subscribers to Cloud Insights Basic Edition in addition to Standard and
Premium Editions. Additionally, Cloud Insights has simplified the workflow for creating a NetApp support ticket.

Cloud Secure Public API

Cloud Secure supports REST APIs for accessing Activity and Alert information. This is accomplished through
the use of APl Access Tokens, created through the Cloud Secure Admin Ul, which are then used to access the
REST APIs. Swagger documentation for these REST APls is integrated with Cloud Secure.

September 2020

Query Page with Integration Data

The Cloud Insights Query page supports integration data (i.e. from Kubernetes, ONTAP Advanced Metrics,
etc.). When working with integration data, the query results table displays a "Split-Screen" view, with
object/grouping on the left side, and object data (attributes/metrics) on the right. You can also choose multiple
attributes for grouping integration data.

agent.node_fs -

Filter By

Group agent_node_name X agent_node_os X v

une

agent_node_name agent_node_os free inodes_used
WINZK12R2IMAGE Microsoft Windows 70,594,338,816.00 0.00
WINZK1SIMAGE Microsoft Windows 72,546,041,856.00 0.00
¢i-ga-chunge-gaau Red Hat Enterprise Linux Server 169,010,801,322.67 21,844.00

Unit Display Formatting in Table Widget

Unit display formatting is now available in Table widgets for columns that display metric/counter data (for
example, gigabytes, MB/second, etc.). To change a metric’s display unit, click the "three dots" menu in the
column header and select "Unit Display". You can choose from any of the available units. Available units will
vary according to the type of metric data in the display column.
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Table Widget [ ] override Dashboard Time X

agent.node v

Filter By Group | | agent_node_name x - e
8 items found ke
agent_node_name T mem.used (GiB) n

ci-ga-avinashp-k8-bakra-1 12.41
> Aggregation

ci-ga-avinashp-k8-bakra-2 9.31

R ) V Unit Display

ci-ga-avinashp-k8-bakra-3 4.46

i i Base Unit pyte (B) v
ci-ga-avinashp-k8-bakra-4 115

Displayed In ibibyte (GiB) ad
ci-qa-avinashp-k8swheel-1 15.23 play gibibyte (GiB)

Cancel M

Acquisition Unit Detail Page

Acquisition Units now have their own landing page, providing useful detail for each AU as well as information to
help with troubleshooting. The AU detail page provides links to the AU’s data collectors as well as helpful
status information.

Cloud Secure Docker Dependency Removed

Cloud Secure’s dependency on Docker has been removed. Docker is no longer required for Cloud Secure
agent installation.

Reporting User Roles

If you have Cloud Insights Premium Edition with Reporting, every Cloud Insights user in your environment also
has a Single Sign-On (SSO) login to the Reporting application (i.e. Cognos); by clicking the Reports link in the
menu, they will automatically be logged in to Reporting.

Their user role in Cloud Insights determines their Reporting user role:

Cloud Insights Role Reporting Role Reporting Permissions

Guest Consumer Can view, schedule, and run
reports and set personal
preferences such as those for
languages and time zones.
Consumers cannot create reports
or perform administrative tasks.

User Author Can perform all Consumer
functions as well as create and
manage reports and dashboards.

Administrator Administrator Can perform all Author functions as
well as all administrative tasks such
configuration of reports and the
shutdown and restart of reporting
tasks.

@ Cloud Insights Reporting is available for environments of 500 MUs or more.

69



@ If you are a current Premium Edition customer and wish to retain your reports, read this
important note for existing customers.

New API Category for Data Ingestion

Cloud Insights has added a Data Ingestion API category, giving you greater control over custom data and
agents. Detailed documentation for this and other API Categories can be found in Cloud Insights by navigating
to Admin > API Access and clicking the APl Documentation link. You can also attach a comment to the AU in
the Note field, which is displayed on the AU detail page as well as the AU list page.

August 2020

Monitoring and Alerting

In addition to the current ability to set performance policies for storage objects, VMs, EC2, and ports, Cloud
Insights Standard Edition now includes the ability to configure monitors for thresholds on Integration data for
Kubernetes, ONTAP advanced metrics, and Telegraf plugins. You simply create a monitor for each object
metric you want to trigger alerts, set the conditions for warning-level or critical-level thresholds, and specify the
email recipient(s) desired for each level. You can then view and manage alerts to track trends or troubleshoot
issues.

A\ Warning © critical

Alertifthe nfs_write_latency is = (greater than) 200 s and,e'm'[ 400 ]us

Occuring Continuously ¥ fora period of 15minutes

nfs_write_iatency [us)

600 | Monday D6/08/2020 10:27:30 AM
netapp_ontap.volume_node: All
nfs_write_latency. 109,669 ys

200

12:00 PM 300 PM 600 PM 900 FM & Jun 300 AM 6:00 AM 9:00 AM

Chart Displaying Top « 10 Overthe Last24 Hours

July 2020

Cloud Secure Take a Snapshot Action

Cloud Secure protects your data by automatically taking a snapshot when malicious activity is detected,
ensuring that your data is safely backed up.
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You can define automated response policies that take a snapshot when ransomware attack or other abnormal
user activity is detected.
You can also take a snapshot manually from the alert page.

Automatic Snapshot taken:

Potential Attack Detail / Ransomware Attack Jul 26,2020 = e
2:38 AM - 5:38 AM
POTENTIAL ATTACK: AL_307 Detected Action Taken Status
4 days ago Snapshots Taken InProgress 2 |El
Ransomware Attack Jul 26,2020 3:38 AM .
Last snapshots taken by How To:
Amit Schwartz Restore Entities
Jul 30, 2020 2:54 PM
Re-Take Snapshots
Total Attack Results Encrypted Files
Activity per minute
1 0 5148
Affected Volumes Deleted Files Encrypted Files o
200
5148 Files have been copied, deleted, and potentially encrypted
by 1 user account. 100
This is potentially a sign of ransomware attack.
0
The extension "crypt" was added to each file. 03:00 03:30 04:00 04:30 05:00 05:30
Related Users
— Ewen Hall 5148 Detected Action Taken
L . Developer . 4daysago Snapshots Taken
V' Engineering Encrypted Files Jul 26, 2020 3:38 AM

Manual Snapshot:

Cloud lnsights Abhi Basu Thakur ¥

MONITOR & OPTIMIZE Alerts | Nabilah Howell had an abnormal change in activity rate Julzs;2020-00126,202¢ . | @)
Alert Detail
A nerTs
WA G: AL_306 Detected Action Taken Status
< A fd 5 days ago None New 2
Q_ FORENSICS Nabilah Howell had an abnormal change in activity rate. i g e
{i} ADMIN
Recommendation: Setup an Automated Response Policy How To:
ﬁ HELP An Automated Aesponse Policy will trigger measures to contain the damage Take Snapshots Restore Entities
sutomatically when a future atésck is detected. Try it now,
Nabilah Howell's Activity Rate Change Activity Rate

Activity per 5 minutes

Typical Alert
600
122.8 210 E— g
Activitias Activities 400
Per Minute Per Minute
200
q Mo Nabilah Howell's activity rate grew 71% over their typical o Ll T .
12:00 24. Jul 12:00 25, Jul 12:00 26. Jul
average.

Metric/Counter updates

The following capacity counters are available for use in Cloud Insights Ul and REST API. Previously these
counters were only available for the Data Warehouse / Reporting.
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Object Type Counter

Storage Capacity - Spare Raw
Capacity - Failed Raw

Storage Pool Data Capacity - Used
Data Capacity - Total
Other Capacity - Used
Other Capacity - Total
Capacity - Raw
Capacity - Soft Limit

Internal Volume Data Capacity - Used
Data Capacity - Total
Other Capacity - Used
Other Capacity - Total
Clone Saved Capacity - Total

Cloud Secure Potential Attack Detection

Cloud Secure now detects potential attacks such as ransomware. Click on an alert in the Alerts list page to
open a detail page showing the following:

» Time of attack
» Associated user and file activity
 Action taken

+ Additional information to assist with tracking down possible security breaches

Alerts page showing potential ransomware attack:

Laat 7 Days

Filtar By

@ Potential Attacks dwarming

Detacted &

ansomware Attack Sdaysago New & Kristisn Egilsson =700 Files Encrypted
il 11, 2020202 AM

Datacted 4

Mo Data Available

Detail page for potential ransomware attack:
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POTENTIAL ATTACK: AL 305
Ransomware Attack

Total Attack Resulis

& 0 4173
Encrypted Files

Affectsd Volumes Delsted Files

hzve been copied, deleted, and potentislly encrypted

fransomware atisch

sdded to esch file

Action Taken Sistus

Nonme New &
Encrypted Files
Activity per minute

o

i X

W
| ]
{
| I

Related Users

o Kristjan Egilsson 4173 i —]
Accolsiant Encrypted Files G2 AR T

Department Top Activity Types
Finance At
Manager
tapp.com Lyndzey Maddox
Fhone
BT22421260

Subscribe to Premium Edition through AWS

Action Taken

None

During your trial of Cloud Insights, you can self-subscribe through AWS Marketplace to either Cloud Insights
Standard Edition or Premium Edition. Previously, you could only self-subscribe through AWS Marketplace to

Standard Edition only.

Enhanced Table Widget

The dashboard/asset page Table widget includes the following enhancements:

« "Split-Screen" view: Table widgets display the object/grouping on the left side, and the object data

(attributes/metrics) on the right.
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GroupBy All

index_0.index_0 v

Filter By

Group agent_version X X

agent_version

Java/1.8.0_242

value

1,649.80

consumer

Cloudinsights

|_| override Dashboard Time

t  protocol_name

GENERATED

leveld

simulated

levell

N/A

« Multiple attribute grouping: For Integration data (Kubernetes, ONTAP Advanced Metrics, Docker, etc.), you
can choose multiple attributes for grouping. Data is displayed according to the grouping attributes/you
choose.

Grouping with Integration Data (shown in Edit mode):

I Table Widget - Integration Data Example ]

Grouping with Infrastructure data (shown in display mode):

index_Q.index_0

Filter By Group

agent_version T
Java/1.8.0_242
Java/1.8.0_242
Java/1.8.0_242

Java/1.8.0_242

GroupBy Date

[E Active Date
B o06/01/2020 (1}
06/01/2020

EH NA3)

v

name protocol_name
simulated.shinchaku-client-1010.counter.2... GEMERATED
simulated.shinchaku-client-1008.counter.1... GEMERATED
simulated.shinchaku-client-1015.counter.1... GEMERATED

simulated.shinchaku-client-1008.counter.0... GEMERATED

Storage Node
ocinaneqal-01

ccinanegal-01

Metrics Filtering

In addition to filtering on an object’s attributes in a widget, you can now filter on
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agent_version X name X protocol_name X - O

[] override Dashboard Time

value

1,597.16

1,604.92

1,684.82

1,677.15

consumer
Cloudinsights
Cloudinsights
Cloudinsights

Cloudinsights

Cache Hit Ratio - Total (%)

N/A

protocol_name
GENERATED
GENERATED
GENERATED

GENERATED

10PS - Total (10...

N/A

levelo

simulated

simulated

simulated

simulated

levell
shinchaku- o
shinchaku-
shinchaku-
shinchaku-

3

i m

» Grouping for Infrastructure data (storage, EC2, VM, ports, etc.) is by a single attribute as before. When
grouping by an attribute which is not the object, the table will allow you to expand the group row to see all
the objects within the group.

10PS - Write (...

N/A

metrics as well.

Latency
N/A
N/A

N/A



CIFS OPS

A) Query netapp_ontap.cifs_node.cifs_ops v

Transform MNone * @ Filter By .

Group « Avg ¥ | by cluster_name 3 Soarch
. . Metrics i
Display: LineChart *  Y-axis: L
cifs_latency
_
cifs_ops

Cifs -ops {ops/s)] : )
A0 cifs_read_latency

cifs_read_ops

cifs_write_latency

0 L__/\_/\M e

45 AM T-D0 AM i1

-\..:h
Ln
I=
=

r_,'.

When working with integration data (Kubernetes, ONTAP Advanced Data, etc.), metric filtering removes the
individual/unmatched data points from the plotted data series, unlike infrastructure data (storage, VM, ports
etc.) where filters work on the aggregated value of the data series and potentially remove the entire object from
the chart.

B A)Query | netapp_ontap.nfsv3.latency - Convert to Expression [
Transform | None v @  FilterBy - latency (us) | >=500 x

Group - Avg ¥ | by  vierverneme X v | Show Top v 10 ¥  MoreOptions Reset Defaults

Display:  LinaChart ¥  Y-axis: Units Bisplayed In:  microsecond (us

+ Query

i

%

MMAAA&A@Q@M P4 \A,&:Sa& A/\LA_\
645 AM 00 AM 15 AM 45 A 800 AM 815 AM 8:30 AM 8:45 AM 9.00 AM

ONTAP Advanced Counter Data

Cloud Insights takes advantage of NetApp’s ONTAP-specific Advanced Counter Data, which provides a host
of counters and metrics collected from ONTAP devices. ONTAP Advanced Counter Data is available to all
NetApp ONTAP customers. These metrics enable customized and wide-ranging visualization in Cloud Insights
widgets and dashboards.

ONTAP Advanced Counters can be found by searching for "netapp_ontap" in the widget’s query, and selecting
from among the counters.
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A)Query | netapp_ontap v

Transform | MEEPP_ontap.aggregate.cp_read_blocks

srn N i netapp_ontap.aggregate.cp_reads

netapp_ontap.aggregate.data_compaction_space_saved
Display:  Lims
netapp_cniap.aggregate.data_compaction_space_saved_percent

netapp_cniap.aggregate.size_total

d_la |
B netapp_cntap.aggregate.size_used

20
15 netapp_cniap.aggregate.iotal_reserved_space
10
M netapp_ontap.aggregate.total_transfers
5
g ~"~———1 netapp_ontap.aggregate.user_read_blocks
11:30 AM _ i

You can refine your search by typing additional parts of the counter name. For example:
o lif
* aggregate
* offbox_vscan_server

e and more

(4]

Processor WAFL

10Ps - Cp_reads S0 ! IOPs - User_reads S0 i I0Ps - User_writes C30s i

%0 » W0

Thursday 06/25/2020 12.37.00 PM

Query. netapp_ontap. aggregate

Roll Up (Sum). cluster_name=tokaji;aggr_name=aggriisata
cp_reads - 150.13559

200 Pm 100 Py 200 Py 1200 PM 100 PM 200 PM™

Please note the following:
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« Advanced Data collection will be enabled by default for new ONTAP data collectors. To enable Advanced
Data collection for your existing ONTAP data collectors, edit the data collector and expand the Advanced
Configuration section.

» Advanced Data collection is not available for 7-mode ONTAP.

Advanced Counter Dashboards

Cloud Insights comes with a variety of pre-designed dashboards to help get you started on visualizing ONTAP
Advanced Counters for topics such as Aggregate Performance, Volume Workload, Processor Activity, and
more. If you have at least one ONTAP data collector configured, these can be imported from the Dashboard
Gallery on any dashboard list page.

Learn More

More information on ONTAP Advanced Data can be found at the following links:

* https://mysupport.netapp.com/site/tools/tool-eula/netapp-harvest (Note: You will need to sign in to NetApp
Support)

* https://nabox.org/faqg/
Policies and Violations Menu

Performance Policies and Violations are now found under the Alerts menu. Policy and Violation functionality
are unchanged.

@t QUERIES
“ SLERES Performance Violations
B reporTs Manage Policies

Updated Telegraf Agent

The agent for ingestion of telegraf integration data has been updated to version 1.14, which includes bugs
fixes, security fixes, and new plugins.

Note: When configuring a Kubernetes data collector on the Kubernetes platform, you may see an "HTTP status
403 Forbidden" error in the log, due to insufficient permissions in the "clusterrole" attribute.

To work around this issue, add the following highlighted lines to the rules: section of the endpoint-access
clusterrole, and then restart the Telegraf pods.
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https://mysupport.netapp.com/site/tools/tool-eula/netapp-harvest
https://nabox.org/faq/
https://docs.influxdata.com/telegraf/v1.14/

rules:
- apiGroups:

- apps

- autoscaling

- batch

- extensions

- policy

- rbac.authorization.k8s.io
attributeRestrictions: null
resources:

- nodes/metrics

- nodes/proxy <== Add this line
- nodes/stats

- pods <== Add this line
verbs:

- get

- list <== Add this line

June 2020

Simplified Data Collector Error Reporting

Reporting a data collector error is easier with the Send Error Report button on the data collector page. Clicking
the button sends basic information about the error to NetApp and prompts investigation into the problem. Once
pressed, Cloud Insights acknowledges that NetApp has been notified, and the Error Report button is disabled
to indicate that an error report for that data collector has been sent. The button remains disabled until the
browser page is refreshed.

Event Timeline (Last 3 Weeks) Troubleshoot Error | Send Error Report
Inventory ERSSRERRRNNRRN
Performance
eeks Ago 2 Weeks Ago 1Week Ago
Inventory 06/12/2020 &:50:26 PM - 06/17/2020 3:38:29 AM

Widget Improvements

The following improvements have been made in dashboard widgets. These improvements are considered
Preview functionality and may not be available for all Cloud Insights environments.

* New object/metric chooser: Objects (Storage, Disk, Ports, Nodes, etc.) and their associated metrics (IOPS,
Latency, CPU Count, etc.) are now available in widgets in a single inclusive drop-down with powerful
search capability. You can enter multiple partial terms in the drop-down, and Cloud Insights will list all
object metrics meeting those terms.
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A) Query disk perf tot io w

Disk.performance.jops.iotsl
Disk.performance.iops.totalMax
Group - Avg P
Disk.performance.utilization.totz!
Display:  Ling
Disk.performance.utilization.fogzlMax

ue
Host.performance.disklops.total

|OPS - Total (10fs
o i ' Host.performance.disklops.totalMax
= VirtualMachine.performance.disklops.total
= VirtualMachine.performance.disklops.totalMax 3
40

L rd — S A"

» Multiple tags grouping: When working with integration data (Kubernetes, etc.), you may group the data by
multiple tags/attributes. For example, Sum memory usage by Kubernetes Namespace and Container
name.

A) Query ' kubernetes.container.memory_usage_bytes v

Transform  None ~ @  FilterBy

Group - Sum v by | namespace X  container_name X v || Show Top v | 10 ¥  More Options

Display: LineChart *  Y-axis:

memory_usage_bytes (bn)
400bn

Units Displayed In:  Auto Format «

Sunday 05/31/2020 8:00:00 PM T
T —— NQuery: kubemnetes.container

200bn |Roll Up {(Sum): namespace=clickhouse-lake-0001;container_name=clickhouse-backup|

memory_usage_bytes : 231.67085bn —

——
Obn
2:00 PM 400 PM 6:00 PM 8.00 PM 1000 PM 1. Jun 200 AM 400 AM 6:00 AM

May 2020

Reporting User Roles

The following roles have been added for Reporting:

¢ Cloud Insights Consumers: can run and view reports

* Cloud Insights Authors: can perform the Consumer functions as well as create and manage reports and
dashboards

 Cloud Insights Administrators: can perform the Author functions as well as all administrative tasks
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Cloud Secure Updates

Cloud Insights includes the following recent Cloud Secure changes.
In the Forensics > Activity Forensics page, we provide two views to analyze and investigate user activity:

« Activity view, focused on user activity (What operation? Where performed?)

» Entities view, focused on what files the user accessed.

Cloud Insights Amit Schwartz
MONITOR & OPTIMIZE Forensics D Apras,2020-May01,2020 (-]
9:01 PM 2:34 AM
CLOUD SECURE Filter By || Username | us001 Noise Reduction | Off
A ALErTS
Entities All Activtiy
Q_  FORENSICS
ADMIN i iti
{3 Unique Entities by Hour Common Paths
5 .
© HeP /demoGroupShares/vol_cifs/ 100%
5 productmanagement/ 26.87%
sales/ 235%
2 development/ 19.83%
hr/ 16.74%
0 a2
29. Apr 06:00 12:00 18:00 30. Apr 06:00 12:00 18:00 1.May financial/ 12.55%
merger/ 0.12%
Entity Types Accessed
oo N 5
woo I
oo I 7%
xisx ] | 142%
crypto | 0.4%
Preview Top 50 Entities of 500
Name Entity Type Device Path Activities | Communities
Asim_Roach.docx docx demoGroupShares Jvol_cifs/Sales/Asim_Roach.docx 12 0
Arden Shop Lifters.pptx pptx demoGroupShares Jvol _cifs/Sales/Arden Shop Lifters.pptx 10 0

4 Minimize
Riviar Shan | iffare nnty nnty AdamntirniinSharee funl rife/Qalac/Rivar Shan | iftare nnty a n

Additionally, the Alert email notification now contains a direct link to the alert page.

Dashboard Grouping

Dashboard grouping allows better management of dashboards that are relevant to you. You can add related
dashboards to a group for "one-stop" management of, for example, your storage or virtual machines.

Groups are customized per user, so one person’s groups can be different from someone else’s. You can have
as many groups as you need, with as few or as many dashboards in each group as you like.
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Dashboard Groups (3) 4 Dashboards (7)

Q search groups.. Name T

All Dashboards (60) Dashboard - Storage Cost

- Dashboard - Storage 10 Detail
My Dashboards (11}
Dashboard - Storage Overview
Storage Group (7) :
Gauges Storage Performance
Storage Admin - Which nodes are in high demand?

Storage Admin - Which pools are in high demand?

Storage IOPs

Dashboard Pinning

You can pin dashboards so favorites always appear at the top of the list.

Dashboards (7)

Mame T

« Dashboard - Storage Overview
«  Storage Admin - Which nodes are in high demand?
« StoragelOPs

Dashboard - Storage Cost

Dashboard - Storage 10 Detail

Gauges Storage Performance

Storage Admin - Which pools are in high demand?

TV Mode and Auto-Refresh

TV Mode and Auto-Refresh allow for near-real-time display of data on a dashboard or asset page:

* TV Mode provides an uncluttered display; the navigation menu is hidden, providing more screen real
estate for your data display.

» Data in widgets on Dashboards and Asset Landing Pages Auto-Refresh according a refresh interval (as
little as every 10 seconds) determined by the Dashboard Time Range selected (or widget time range, if set
to override the dashboard time).
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Combined, TV Mode and Auto-Refresh provide a live view of your Cloud Insights data, perfect for seamless
demonstrations or in-house monitoring.

April 2020

New Dashboard Time Range Choices

Time range choices for dashboards and other Cloud insights pages now include Last 1 Hour and Last 15
Minutes.

Cloud Secure Updates

Cloud Insights includes the following recent Cloud Secure changes.

« Better file and folder metadata change recognition to detect if the user changed Permission, Owner, or
Group Ownership.

» Export user activity report to CSV.
Cloud Secure monitors and audits all user access operations on files and folders. Activity auditing allows you

to comply with internal security policies, meet external compliance requirements such as PCl, GDPR, and
HIPAA, and conduct data breach and security incident investigations.

Default Dashboard Time

The default time range for dashboards is now 3 Hours instead of 24 hours.

Optimized Aggregation Times

Optimized time aggregation intervals in time-series widgets (Line, Spline, Area, and Stacked Area charts) are
more frequent for 3-hour and 24-hour dashboard/widget time ranges, allowing for faster charting of data.
* 3 hour time range optimizes to a 1 minute aggregation interval. Previously this was 5 minutes.

* 24 hour time range optimizes to a 30 minute aggregation interval. Previously this was 1 hour.

You can still override the optimized aggregation by setting a custom interval.

Display Unit Auto-Format

In most widgets, Cloud Insights knows the base unit in which to display values, for example Megabytes,
Thousands, Percentage, Milliseconds (ms), etc., and now automatically formats the widget to the most
readable unit. For example a data value of 1,234,567,890 bytes would be auto formatted to 1.23 gibibytes. In
many cases, Cloud Insights knows the best format for the data being acquired. In cases where the best format
is not known, or in widgets where you want to override the automatic formatting, you can choose the format
you want.
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Import Annotations Using API

With Cloud Insights Premium Edition’s powerful API, you can now import annotations and assign them to
objects using a .CSV file. You can also import applications and assign business entities in the same way.

ASSETS.import

/assets/import Importassets from a CSV file

Import annotations and applications from the given CSV file. The format of the CSV file is following:

s
Project]

<Object Type Value 1>,
<Project>]

<Object Type Value 25,
<Project>]

<0Object Type value 3>,
<Project>]

<object Type value N>,
<Project>]

<Object Name or Key 1>,
<Object Name or Key 2>,

<Object Name or Key 3>,

<Object Name or Key N>,

<Annotation Type> [,

<Annotation Type> .

5 v More Options Reset Default
byte (B) v
Auto Format v

Auto Format

bit (b)

byte (B)

kibibyte (KiB)

mebibyte (MiB) 11:00 AM
gibibyte (GiB) 2=ip-10-30-2 —

v-ro:eczaiternal

..] [, Application] [, Tenant] [

<Annotation Value>
<Annotation Value>

<Annotation Value>

<Annotation value>

[
[
[

>

il

il

<Annotation Value> ..
<Annotation Value> ..

<Annotation Vvalue> ..

<Annotation value> ...

0
0
10

<Application>] [,
<Application>] [,

<Application>] [,

<Application>] [,

<Tenant>] [,
<Tenant>] [,

<Tenant>] [,

<Tenant>] [,

Line_of_Business] &)
<Line_of Business>] [,
<Line_of Business>] [,

<Line_of_Business>] [,

<Line_of_Business>] [,

Business_unit] [
<Business_Unit>] [,
<Business_Unit>] [,

<Business_Unit>] [,

<Business_unit>] [,

Simpler Widget Selector

Adding widgets to dashboards and asset landing pages is easier with a new widget selector that shows all

widget types in a single all-at-once view, so the user no longer needs to scroll through a list of widget types to

find the one they want to add. Related widgets are color-coordinated and grouped by proximity in the new

selector.
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February 2020

APl with Premium Edition

Cloud Insights Premium Edition comes with a powerful API that can be used to integrate Cloud Insights with
other applications, such as CMDB’s or other ticketing systems.

Detailed, Swagger-based information is found in Admin > APl Acccess, under the APl Documentation link.
Swagger provides a brief description and usage information for the API, and allows you to try each API out in

your environment.

The Cloud Insights APl uses Access Tokens to provide permission-based access to categories of API, such as
ASSETS or COLLECTION.

APl Documentation *

NetApp / Admin / APIAccess
Choose APl Documentation type: p 4
= o G v @
) -] "'], - =
. —
Getting Started All Categories Assets Data Collection Data Ingestion Data Warehouse

Initial Polling After Adding A Data Collector

Previously, after configuring a new data collector, Cloud Insights would poll the data collector immediately to
gather inventory data, but would wait until the configured performance poll interval (typically 15 minutes) to
gather initial performance data. It would then wait for another interval before initiating the second performance
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poll, which meant it would take up to 30 minutes before meaningful data was acquired from a new data
collector.

Data collector polling has been greatly improved, such that the initial performance poll occurs immediately after
the inventory poll, with the second performance poll occurring within a few seconds after completion of the first
performance poll. This allows Cloud Insights to begin showing useful data on dashboards and graphs within a
very short time.

This poll behavior also occurs after editing the configuration of an existing data collector.

Easier Widget Duplication

It is easier than ever to create a copy of a widget on a dashboard or landing page. In dashboard Edit mode,
click the menu on the widget and select Duplicate. The widget editor is launched, pre-filled with the original
widget’s configuration and with a “copy” suffix in the widget name. You can easily make any necessary
changes and Save the new widget. The widget will be placed at the bottom of your dashboard, and you can
position it as needed. Remember to Save your dashboard when all changes are complete.

Disk E
100 Edit
Duplicate
! "H'n_

'x/"‘«./v—"ﬁ"'"‘.h_,.‘_,-‘“\f,_ o _.h__,-'x =% F“-.h__

i Show Legend

A )A\ Show Y-Axis Title
N A - JC A

11:00 AM 7:00 PM T00AM (6] oo

Single Sign-On (SSO)

With Cloud Insights Premium Edition, administrators can enable Single Sign-On (SSO) access to Cloud
Insights for all users in their corporate domain, without having to invite them individually. With SSO enabled,
any user with the same domain email address can log into Cloud Insights using their corporate credentials.

SSO is only available in Cloud Insights Premium Edition, and must be configured before it can

@ be enabled for Cloud Insights. SSO configuration includes Identity Federation through NetApp
Cloud Central. Federation allows single sign-on users to access your NetApp Cloud Central
accounts using credentials from your corporate directory.

January 2020

Swagger documentation for REST API

Swagger explains each available REST APl in Cloud Insights, as well as its usage and syntax. Information on
Cloud Insights APlIs is available in documentation.
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Feature Tutorials Progress Bar

The feature tutorials checklist has been moved to the top banner and now features a progress indicator.
Tutorials are available for each user until dismissed, and are always available in Cloud Insights documentation.

Tutorial 33% Complete

C—am— Geing started ¥

O Query Assets

Create a Dashboard
(O Troubleshoot

Don’t show this again

Acquisition Unit Changes

When installing an Acquisition Unit (AU) on a host or VM that has the same name as an already-installed AU,
Cloud Insights assures a unique name by appending the AU name with"_1"," 2", etc. This is also the case
when uninstalling and reinstalling an AU from the same VM without first removing it from Cloud Insights. Want
a different AU name altogether? No problem; AU’s can be renamed after installation.

Optimized Time Aggregation in Widgets

In widgets, you can choose between an Optimized time aggregation interval or a Custom interval that you set.
Optimized aggregation automatically selects the right time interval based on the selected dashboard time
range (or widget time range, if overriding the dashboard time). The interval dynamically changes as the
dashboard or widget time range is changed.

Simplified "Getting Started with Cloud Insights™ process

The process for getting started using Cloud Insights has been simplified to make your first-time setup smoother
and easier. Simply select an initial data collector and follow the instructions. Cloud Insights will walk you
through configuring the data collector and any agent or acquisition unit required. In most cases it will even
import one or more initial dashboards so you can start gaining insight into your environment quickly (but please
allow up to 30 minutes for Cloud Insights to collect meaningful data).

Additional improvements:

 Acquisition Unit installation is simpler and runs faster.

+ Alphabetical Data Collectors choices make it easier to find the one you're looking for.
» Improved Data Collector setup instructions are easier to follow.

» Experienced users can skip the getting started process with the click of a button.

* A new Progress bar shows you where you are in the process.

86



W

Selact 3 Data Collector Install Agent Configurse Collector

December 2019

Business Entity can be used in filters

Business Entity annotations can be used in filters for queries, widgets, performance policies, and landing
pages.

Drill-down available for Single-Value and Gauge widgets, and any widgets rolled to
by IIAIIII

Clicking the value in a single-value or gauge widget opens a query page showing the results of the first query

used in the widget. Additionally, clicking the legend for any widget whose data is rolled up by "All" will also
open a query page showing the results of the first query used in the widget.

Trial period extended

New users who sign up for a free trial of Cloud Insights now have 30 days to evaluate the product. This is an
increase from the previous 14-day trial period.

Managed Unit calculation

The calculation of Managed Units (MUs) in Cloud Insights has been changed to the following:

* 1 Managed Unit = 2 hosts (any virtual or physical machine)

* 1 Managed Unit = 4 TB of unformatted capacity of physical or virtual disks

This change effectively doubles the environment capacity that you can monitor using your existing Cloud
Insights subscription.

November 2019
October 2019

Reporting

Cloud Insights Reporting is a business intelligence tool that enables you to view pre-defined reports or create
custom reports. With Reporting you can perform the following tasks:

* Run a pre-defined report

* Create a custom report
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* Customize the report format and delivery method

 Schedule reports to run automatically

* Email reports

» Use colors to represent thresholds on data
Cloud Insights Reporting can generate custom reports for areas like chargeback, consumption analysis, and
forecasting, and can help answer questions such as the following:

* What inventory do | have?

* Where is my inventory?

* Who is using our assets?

* What is the chargeback for allocated storage for a business unit?

* How long until | need to acquire additional storage capacity?

* Are business units aligned along the proper storage tiers?

* How is storage allocation changing over a month, quarter, or year?

Reporting is available with Cloud Insights Premium Edition.

Active 1Q Enhancements

Active |Q Risks are now available as objects that can be queried as well as used in dashboard table widgets.
The following Risks object attributes are included:
* Category

* Mitigation Category

* Potential Impact

* Risk Detail

* Severity

* Source

* Storage

* Storage Node

* Ul Category

September 2019

New Gauge Widgets

Two new widgets are available for displaying single-value data on your dashboards in eye-catching colors
based on thresholds you specify. You can display values using either a Solid Gauge or Bullet Gauge. Values
that land inside the Warning range are displayed in orange. Values in the Critical range are displayed in red.
Values below the Warning threshold are displayed in green.
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Conditional Color Formatting for Single Value Widget

You can now display the Single-Value widget with a colored background based on thresholds you set.

Single Value Widget - No Formatting Single Value Widget with Formatting : Single Value Widget - Warning H Single Value Widget - Critical

A o
41 6.50 10/s 51 6.50 10/s

10PS - Total IOPS - Total

(]
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IOPS - Total IOPS - Total

Invite Users During Onboarding

At any point during the onboarding process, you can click on Admin > User Management > +User to invite
additional users to your Cloud Insights environment. Be aware that users with Guest or User roles will see
greater benefit once onboarding is complete and data has been collected.

Data Collector Detail Page improvement

The data collector detail page has been improved to display errors in a more readable format. Errors are now
displayed in a separate table on the page, with each error displayed on a separate line in the case of multiple
errors for the data collector.
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All vs. Available Data Collectors

When adding data collectors to your environment, you can set a filter to show only the data collectors available
to you based on your subscription level, or all data collectors.

ActivelQ Integration

Cloud Insights collects data from NetApp ActivelQ, which provides a series of visualizations, analytics, and
other support related services to NetApp customers and their hardware / software systems. Cloud Insights
integrates with ONTAP Data Management systems. See Active 1Q for more information.

July 2019

Dashboard Improvements
Dashboards and Widgets have been improved with the following changes:

* In addition to Sum, Min, Max, and Avg, Count is now an option for roll up in Single-Value widgets. When
rolling up by “Count”, Cloud Insights checks if an object is active or not, and only adds the active ones to
the count. The resulting number is subject to aggregation and filters.

* In the Single-Value widget, you now have a choice to display the resulting number with 0, 1, 2, 3, or 4
decimal places.

* Line charts show an axis label and units when a single counter is being plotted.

» Transform option is available for Services integration data now in all time-series widgets for all metrics. For
any services integration (Telegraf) counter or metric in time-series widgets (Line, Spline, Area, Stacked
Area), you are given a choice of how you want to Transform the values. None (display value as-is), Sum,
Delta, Cumulative, etc.

Downgrading to Basic Edition

Downgrade to Basic Edition fails with an error message if there is no available NetApp device configured that
has successfully completed a poll in the last 7 days.

Collecting Kube-State-Metrics

The Kubernetes Data Collector now collects objects and counters from the kube-state-metrics plugin, greatly
expanding the number and scope of metrics available for monitoring in Cloud Insights.

June 2019

Cloud Insights Editions

Cloud Insights is available in different Editions to fit your budget and business needs. Existing NetApp
customers with an active NetApp support account can enjoy 7 days of data retention and access to NetApp
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data collectors with the free Basic Edition, or get increased data retention, access to all supported data
collectors, expert technical support and more with Standard Edition. For more information on available
features, see NetApp’s Cloud Insights site.

New Infrastructure Data Collector: NetApp HCI

» NetApp HCI Virtual Center has been added as an Infrastructure data collector. The HCI Virtual Center data
collector collects NetApp HCI Host information and requires read-only privileges on all objects within the
Virtual Center.

Note that the HCI data collector acquires from the HCI Virtual Center only. To collect data from the storage
system, you must also configure the NetApp SolidFire data collector.

May 2019

New Service Data Collector: Kapacitor

» Kapacitor has been added as a data collector for services.

Integration with Services via Telegraf

In addition to acquisition of data from infrastructure devices such as switches and storage, Cloud Insights now
collects data from a variety of Operating Systems and Services, using Telegraf as its agent for collection of
integration data. Telegraf is a plugin-driven agent that can be used to collect and report metrics. Input plugins
are used to collect the desired information into the agent by accessing the system/OS directly, by calling third-
party APls, or by listening to configured streams.

Documentation for currently supported integrations can be found in the menu to the left under Reference and
Support.

Storage Virtual Machine Assets

 Storage Virtual Machines (SVMs) are available as assets in Cloud Insights. SVMs have their own Asset
Landing Pages, and can be displayed and used in searches, queries, and filters. SVMs can also be used in
dashboard widgets as well as associated with annotations.

Reduced Acquisition Unit System Requirements

» The system CPU and memory requirements for the Acquisition Unit (AU) software have been reduced. The
new requirements are:

Component Old Requirement New Requirement
CPU Cores 4 2
Memory 16 GB 8 GB

Additional Platforms Supported

* The following platforms have been added to those currently supported for Cloud Insights:
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Linux Windows

CentOS 7.3 64-bit Microsoft Windows 10 64-bit
CentOS 7.4 64-bit Microsoft Windows Server 2008 R2
CentOS 7.6 64-bit Microsoft Windows Server 2019

Debian 9 64-bit

Red Hat Enterprise Linux 7.3 64-bit
Red Hat Enterprise Linux 7.4 64-bit
Red Hat Enterprise Linux 7.6 64-bit
Ubuntu Server 18.04 LTS

April 2019

Filter Virtual Machines by Tags

When configuring the following data collectors, you can filter to include or exclude virtual machines from data
collection according to their Tags or Labels.

« Amazon EC2
« Azure

* Google Cloud Platform

March 2019

Email Notifications for Subscription-related Events

* You can select recipients for email notifications when subscription-related events occur, such as upcoming
trial expiration or subscribed account changes. You can choose recipients for these notifications from
among following:

o All Account Owners
o All Administrators

o Additional Email Addresses that you specify

Additional Dashboards

* The following new AWS-focused dashboards have been added to the gallery and are available for import:
o AWS Admin - Which EC2 are in high demand?
o AWS EC2 Instance Performance by Region

February 2019
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Collecting from AWS Child Accounts

 Cloud Insights supports collection from AWS child accounts within a single data collector. Your AWS
environment must be configured to allow Cloud Insights to collect from child accounts.

Data Collector Naming

» Data Collector names can now include periods (.), hyphens (-), and spaces ( ) in addition to letters,
numbers, and underscores. Names may not begin or end with a space, period, or hyphen.

Acquisition Unit for Windows

* You can configure a Cloud Insights Acquisition Unit on a Windows server/VM. Review the Windows pre-
requisites before installing the Acquisition Unit software.

January 2019

"Owner" field is more readable
* In Dashboard and Query lists, the data for the "Owner" field was previously an authorization ID string,

instead of a user-friendly owner name. The "Owner" field now shows a simpler and more readable owner
name.

Managed Unit Breakdown on Subscription Page

* For each data collector listed on the Admin > Subscription page, you can now see a breakdown of
Managed Unit (MU) counts for hosts and storage, as well as the total.

December 2018

Improvement of Ul Load Time

* The initial loading time for the Cloud Insights user interface (Ul) has been significantly improved. Refresh
time for the Ul also benefits from this improvement in circumstances where metadata is loaded.

Bulk Edit Data Collectors
* You can edit information for multiple data collectors at the same time. On the Observability > Collectors
page, select the data collectors to modify by checking the box to the left of each and click the Bulk Actions
button. Choose Edit and modify the necessary fields.

The data collectors selected must be the same vendor and model, and reside on the same Acquisition Unit.
Support and Subscription pages are Available During Onboarding

 During the onboarding workflow, you can navigate to the Help > Support and Admin > Subscription
pages. Returning from those pages returns you to the onboarding workflow, providing you have not closed
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the browser tab.

November 2018

Subscribe through NetApp Sales or AWS Marketplace

 Cloud Insights subscription and billing is now available directly through NetApp. This is in addition to the
self-serve subscription available through AWS Marketplace. A new Contact Sales link is presented on the
Admin > Subscription page. For customers whose environments have or are expected to have 1,000 or
more Managed Units (MUs), it is recommended to contact NetApp sales via the Contact Sales link.

Text Annotation Hyperlinks

» Text-type annotations can now include hyperlinks.

Onboarding Walkthrough

* Cloud Insights now features an onboarding walkthrough for the first user (administrator or account owner)
to log in to a new environment. The walkthrough takes you through installing an Acquisition Unit,
configuring an initial data collector, and selecting one or more useful dashboards.

Import Dashboards from the Gallery

* In addition to selecting dashboards during onboarding, you can import dashboards via Dashboards >
Show All Dashboards and clicking +From Gallery.

Duplicating Dashboards

* The ability to duplicate a dashboard has been added to the dashboard list page as a choice in the options
menu for each dashboard, and on a dashboard’s main page itself from the Save menu.

Cloud Central products menu

* The menu allowing you to switch to other NetApp Cloud Central products has moved to the upper right
corner of the screen.
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Data Infrastructure Insights Onboarding

Before you can start working with Data Infrastructure Insights, you must sign up on the
NetApp BlueXP portal. If you already have a NetApp BlueXP login, you can start a free
trial of Data Infrastructure Insights with a few quick steps.

Creating your NetApp BlueXP account
To get started with NetApp’s cloud services, go to NetApp BlueXP and click Get Started.

* If you have not already signed up, select Sign Up

* Enter a valid business email address and choose a password.
* Enter your company name, and your full name.

» Accept the terms and conditions and select Continue.

* BlueXP will walk you through getting started.

What if | already have a NetApp BlueXP login?
Once you have a NetApp BlueXP account, simply choose Log In on the NetApp BlueXP portal page.
Enter your email address and password. You will then be taken to NetApp’s cloud offerings page.

Select Data Infrastructure Insights.
Cloud Insights
Start Free Trial

Starting your Data Infrastructure Insights free trial

If this is your first time logging in to Data Infrastructure Insights, under the Data Infrastructure Insights offering,
click on Start Free Trial. Data Infrastructure Insights will walk you through creating your company’s
environment, including selecting the region where you want your environment to reside.

Please choose your AWS region.

:.,.H._ Cloud Insights t Cloud Insights Z_x-m;_. Cloud Insights

Americas European Union Asia Pacific

Once the creation of your environment is complete, you can use your BlueXP credentials to log in and start
your free, 30-day trial of Data Infrastructure Insights. During this trial you can explore the features that Data
Infrastructure Insights has to offer.

During the free trial, you can start your subscription to Data Infrastructure Insights at any time. When you are
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subscribed, You can use the Data Infrastructure Insights features based on your current subscription.

Sign in and go

Once your environment has been created, at any time you can simply log in to the NetApp BlueXP Portal and
click Go to Data Infrastructure Insights. You will be taken directly to your Data Infrastructure Insights
environment.

You can also open a browser directly to your Data Infrastructure Insights environment URL, for example:
\https://<environment-prefix>.c0l.cloudinsights.netapp.com/

The URL will also be included in each user’s invitation email for simple access and bookmarking. If the user is
not already logged in to BlueXP, they will be prompted to log in.

@ New users must still sign up for access to BlueXP before they can access their environment
URL.

The first time you log in to a new environment, you will be guided through setting up to begin gathering data.

Logging Out

To log out of Data Infrastructure Insights, click your User Name and select Log Out. You will be taken back to
the BlueXP sign in screen.

@ Logging out of Data Infrastructure Insights logs you out of BlueXP. You will also be logged out of
other NetApp Cloud services that use the BlueXP sign-in.

Inactivity Timeout

By default, BlueXP will log a user out if there is no activity for six hours (360 minutes). Regardless of activity,
users will be logged out after seven days.
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Security

Data Infrastructure Insights Security

Product and customer data security is of utmost importance at NetApp. Data
Infrastructure Insights follows security best practices throughout the release life cycle to
make sure customer information and data is secured in the best possible way.

Security Overview

Physical security

The Data Infrastructure Insights production infrastructure is hosted in Amazon Web Services (AWS). Physical
and environmental security-related controls for Data Infrastructure Insights production servers, which include
buildings as well as locks or keys used on doors, are managed by AWS. As per AWS: “Physical access is
controlled both at the perimeter and at building ingress points by professional security staff utilizing video
surveillance, intrusion detection systems, and other electronic means. Authorized staff utilize multi-factor
authentication mechanisms to access data center floors.”

Data Infrastructure Insights follows the best practices of the Shared Responsibility model described by AWS.

Product security

Data Infrastructure Insights follows a development lifecycle in line with Agile principles, thus allowing us to
address any security-oriented software defects more rapidly, compared to longer release cycle development
methodologies. Using continuous integration methodologies, we are able to rapidly respond to both functional
and security changes. The change management procedures and policies define when and how changes occur
and help to maintain the stability of the production environment. Any impactful changes are formally
communicated, coordinated, properly reviewed, and approved prior to their release into the production
environment.

Network security

Network access to resources in the Data Infrastructure Insights environment is controlled by host-based
firewalls. Each resource (such as a load balancer or virtual machine instance) has a host-based firewall that
restricts inbound traffic to only the ports needed for that resource to perform its function.

Data Infrastructure Insights uses various mechanisms including intrusion detection services to monitor the
production environment for security anomalies.

Risk Assessment

Data Infrastructure Insights team follows a formalized Risk Assessment process to provide a systematic,
repeatable way to identify and assess the risks so that they can be appropriately managed through a Risk
Treatment Plan.

Data protection

The Data Infrastructure Insights production environment is set up in a highly redundant infrastructure utilizing
multiple availability zones for all services and components. Along with utilizing a highly available and redundant
compute infrastructure, critical data is backed up at regular intervals and restores are periodically tested.
Formal backup policies and procedures minimize the impact of interruptions of business activities and protects
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business processes against the effects of failures of information systems or disasters and ensures their timely
and adequate resumption.

Authentication and access management

All customer access to Data Infrastructure Insights is done via browser Ul interactions over https.
Authentication is accomplished via the 3rd party service, AuthO. NetApp has centralized on this as the
authentication layer for all Cloud Data services.

Data Infrastructure Insights follows industry best practices including “Least Privilege” and “Role-based access
control” around logical access to the Data Infrastructure Insights production environment. Access is controlled
on a strict need basis and is only granted for select authorized personnel using multi-factor authentication
mechanisms.

Collection and protection of customer data

All customer data is encrypted in transit across public networks and encrypted at rest. Data Infrastructure
Insights utilizes encryption at various points in the system to protect customer data using technologies that
includes Transport Layer Security (TLS) and the industry-standard AES-256 algorithm.

Customer deprovisioning

Email notifications are sent out at various intervals to inform the customer their subscription is expiring. Once
the subscription has expired, the Ul is restricted and a grace period begins for data collection. The customer is
then notified via email. Trial subscriptions have a 14-day grace period and paid subscription accounts have a
28-day grace period. After the grace period has expired, the customer is notified via email that the account will
be deleted in 2 days. A paid customer can also request directly to be off the service.

Expired tenants and all associated customer data are deleted by the Data Infrastructure Insights Operations
(SRE) team at the end of the grace period or upon confirmation of a customer’s request to terminate their
account. In either case, the SRE team runs an API call to delete the account. The API call deletes the tenant
instance and all customer data. Customer deletion is verified by calling the same API and verifying that the
customer tenant status is “DELETED.”

Security incident management

Data Infrastructure Insights is integrated with NetApp’s Product Security Incident Response Team (PSIRT)
process to find, assess, and resolve known vulnerabilities. PSIRT intakes vulnerability information from multiple
channels including customer reports, internal engineering, and widely recognized sources such as the CVE
database.

If an issue is detected by the Data Infrastructure Insights engineering team, the team will initiate the PSIRT
process, assess, and potentially remediate the issue.

It is also possible that a Data Infrastructure Insights customer or researcher may identify a security issue with
the Data Infrastructure Insights product and report the issue to Technical Support or directly to NetApp’s
incident response team. In these cases, the Data Infrastructure Insights team will initiate the PSIRT process,
assess, and potentially remediate the issue.

Vulnerability and Penetration testing

Data Infrastructure Insights follows industry best practices and performs regular vulnerability and penetration
testing using internal and external security professionals and companies.
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Security awareness training

All Data Infrastructure Insights personnel undergo security training, developed for individual roles, to make
sure each employee is equipped to handle the specific security-oriented challenges of their roles.

Compliance

Data Infrastructure Insights performs independent third-party Audit and validations from external Licensed CPA
firm of its security, processes, and services, including completion of the SOC 2 Audit.

NetApp Security Advisories

You can view NetApp’s available security advisories here.

Information and Region

NetApp takes the security of customer information very seriously. Here is how and where
Data Infrastructure Insights stores your information.
What information does Data Infrastructure Insights store?
Data Infrastructure Insights stores the following information:
* Performance data

Performance data is time-series data providing information about the performance of the monitored
device/source. This includes, for example, the number of 10s delivered by a storage system, the
throughput of a FibreChannel port, the number of pages delivered by a web server, the response time of a
database, and more.

* Inventory data
Inventory data consists of metadata describing the monitored device/source and how it is configured. This
includes, for example, hardware and software versions installed, disks and LUNs in a storage system, CPU
cores, RAM and disks of a virtual machine, the tablespaces of a database, the number and type of ports on
a SAN switch, directory/file names (if Storage Workload Security is enabled), etc.

» Configuration data

This summarizes customer-provided configuration data used to manage customer inventory and
operations, e.g. hostnames or IP addresses of the monitored devices, polling intervals, timeout values, etc.

» Secrets
Secrets consist of the credentials used by the Data Infrastructure Insights Acquisition Unit to access
customer devices and services. These credentials are encrypted using strong asymmetric encryption, and
the private keys are stored only on the Acquisition Units and never leave the customer environment. Even
privileged Data Infrastructure Insights SREs are unable to access customer secrets in plain-text due to this
design.

¢ Functional Data

This is data generated as a result of NetApp providing the Cloud Data Service, which informs NetApp in the
development, deployment, operations, maintenance, and securing of the Cloud Data Service. Functional
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Data does not contain Customer Information or Personal Information.
» User Access data

Authentication and access information that allows NetApp BlueXP to communicate with regional Data
Infrastructure Insights sites, including data related to user Authorization.

» Storage Workload Security User Directory Data

In cases where the Workload Security functionality is enabled AND the customer chooses to enable the
User Directory collector, the system will store user display names, corporate email addresses, and other
information collected from Active Directory.

User Directory data refers to user directory information collected by the Workload Security User
Directory data collector, not to data about the users of Data Infrastructure Insights/Workload
Security themselves.

No explicit personal data is collected from infrastructure and services resources. Collected information
consists of performance metrics, configuration information and infrastructure metadata only, much like many
vendor phone-homes, including NetApp auto-support and ActivelQ. However, depending on a customer’s
naming conventions, data for shares, volumes, VMs, gtrees, applications, etc. may contain personally
identifiable information.

If Workload Security is enabled, the system additionally looks at file and directory names on SMB or other
shares, which may contain personally identifiable information. Where customers enable the Workload Security
User Directory Collector (which essentially maps Windows SIDs to usernames through Active Directory), the
display name, corporate email address and any additional attributes selected will be collected and stored by
Data Infrastructure Insights.

Additionally, access logs to Data Infrastructure Insights are maintained and contain users' IP and email
addresses used to log into the service.

Where is my information stored?

Data Infrastructure Insights stores information according to the region in which your environment is created.
The following information is stored in the host region:

» Telemetry and asset/object information, including counters and performance metrics

 Acquisition Unit information

* Functional data

 Audit information on user activities inside Data Infrastructure Insights

» Workload Security Active Directory information

» Workload Security Audit information
The following information resides in the United States, regardless of the region hosting your Data Infrastructure
Insights environment:

* Environment site (sometimes called "tenant") information such as site/account owner.

* Information that allows NetApp BlueXP to communicate with regional Data Infrastructure Insights sites,
including anything to do with user Authorization.
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* Information related to the relation between the Data Infrastructure Insights user and the tenant.

Host Regions

Host regions include:

* US: us-east-1
- EMEA: eu-central-1
* APAC: ap-southeast-2

More Information

You can read more about NetApp’s privacy and security at the following links:

* Trust Center

* Cross-Border Data Transfers

* Binding Corporate Rules

* Responding to Third-Party Data Requests
* NetApp Privacy Principles

SecurityAdmin Tool

Data Infrastructure Insights Includes security features that allow your environment to
operate with enhanced security. The features include improvements to encryption,
password hashing, and the ability to change internal user passwords as well as key pairs
that encrypt and decrypt passwords.

To protect sensitive data, NetApp recommends you change the default keys and the Acquisition user password
after an installation or upgrade.

Data source encrypted passwords are stored in Data Infrastructure Insights, which uses a a public key to
encrypt passwords when a user enters them in a data collector configuration page. Data Infrastructure Insights
does not have the private keys required to decrypt the data collector passwords; only Acquisition Units (AUs)
have the data collector private key required to decrypt data collector passwords.

Upgrade and installation considerations

When your Insight system contains non-default security configurations (i.e. you have rekeyed passwords), you
must back up your security configurations. Installing new software, or in some cases upgrading software,
reverts your system to a default security configuration. When your system reverts to the default configuration,
you must restore the non-default configuration in order for the system to operate correctly.

Managing security on the acquisition unit

The SecurityAdmin tool allows you to manage security options for Data Infrastructure Insights, and is run on
the acquisition unit system. Security management includes managing keys and passwords, saving and
restoring security configurations you create or restoring configurations to the default settings.
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Before you begin

* You must have admin privileges on the AU system in order to install the Acquisition Unit software (which
includes the SecurityAdmin tool).

* If you have non-admin users who will subsequently need to access the SecurityAdmin tool, they must be
added to the cisys group. The cisys group is created during AU installation.

After AU install, the SecurityAdmin tool is found on the acquisition unit system at either of these locations:

Windows - C:\Program Files\SANscreen\securityadmin\bin\securityadmin.bat

Linux - /bin/oci-securityadmin.sh

Using the SecurityAdmin Tool

Start the SecurityAdmin tool in interactive mode (-i).

@ It is recommended to use the SecurityAdmin tool in interactive mode, to avoid passing secrets
on the command line, which can be captured in logs.

The following options are displayed:

Bci-ga-xitij-cis2-28594linau bin]# ./securityadmin -1
t Action:

Backup

Restore

Register / lUpdate External Key Retrieval Script
- Rotate Encryption Keys

Reset to Default Keys

Change Truststore Password

Change Keystore Password

Encrypt Collector Password

Exit

Enter your choice: I

1. Backup

Creates a backup zip file of the vault containing all passwords and keys and places the file in a location
specified by the user, or in the following default locations:
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Windows - C:\Program Files\SANscreen\backup\vault
Linux - /var/log/netapp/oci/backup/vault

It is recommended that vault backups be kept secure, as they include sensitive information.
. Restore

Restores the zip backup of the vault that was created. Once restored, all passwords and keys are reverted
to values existing at the time of the backup creation.

Restore can be used to synchronize passwords and keys on multiple servers, for example using these
steps: 1) Change encryption keys on the AU. 2) Create a backup of the vault. 3) Restore the vault backup
to each of the AUs.

. Register / Update External Key Retrieval Script

Use an external script to register or change the AU encryption keys used to encrypt or decrypt device
passwords.

When you change encryption keys, you should back up your new security configuration so that you can
restore it after an upgrade or installation.

Note this option is only available on Linux.
When using your own key retrieval script with the SecurityAdmin tool, keep the following in mind:

o The current supported Algorithm is RSA with minimum 2048 bits.

o The script must return the private and public keys in plain text. The script must not return encrypted
private and public keys.

o The script should return raw, encoded contents (PEM format only).
o The external script must have execute permissions.

. Rotate Encryption Keys

Rotate your encryption keys (un-registers current keys and registers new keys). To use a key from an
external key management system, you must specify the public key id and private key id.

. Reset to Default Keys

Resets acquisition user password and acquisition user encryption keys to default values, Default values
are those provided during installation.

. Change Truststore Password
Change the password of the truststore.
. Change Keystore Password

Change the password of the keystore.

. Encrypt Collector Password
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Encrypt data collector password.
5. Exit

Exit the SecurityAdmin tool.
Chose the option you want to configure and follow the prompts.

Specifying a user to run the tool

If you are in a controlled, security-conscious environment, you may not have the cisys group but may still want
specific users to run the SecurityAdmin tool.

You can achieve this by manually installing the AU software and specifying the user/group for whom you want
access.
» Using the API, download the ClI Installer to the AU system and unzip it.

> You will need a one-time authorization token. See the APl Swagger documentation (Admin > AP/
Access and select the API Documentation link) and find the GET /au/oneTimeToken API section.

> Once you have the token, use the GET /au/installers/{platform}/{version} APl to download the installer
file. You will need to provide platform (Linux or Windows) as well as installer version.

» Copy the downloaded installer file to the AU system and unzip it.

» Navigate to the folder containing the files, and run the installer as root, specifying the user and group:

./cloudinsights—-install.sh <User> <Group>

If the specified user and/or group do not exist, they will be created. The user will have access to the
SecurityAdmin tool.

Updating or Removing Proxy

The SecurityAdmin tool can be used to set or remove proxy information for the Acquisition Unit by running the
tool with the -pr parameter:
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[root@ci-eng-linau binl]# ./securityadmin -pr
usage: securityadmin -pr -ap <arg> | -h | -rp | -upr <arg>

The purpose of this tool is to enable reconfiguration of security aspects
of the Acquisition Unit such as encryption keys, and proxy configuration,
etc. For more information about this tool, please check the Data
Infrastructure Insights

Documentation.

-ap, ——add-proxy <arg> add a proxy server. Arguments: ip=ip
port=port user=user password=password
domain=domain
(Note: Always use double quote (") or single
quote (') around user and password to escape
any special characters, e.g., <, >, ~, ~, 7,
!

For example: user="test" password="t'!<@1"
Note: domain is required if the proxy auth
scheme is NTLM.)

-h, --help

-rp, ——remove-proxy remove Proxy server

-upr, ——update-proxy <arg> update a proxy. Arguments: ip=ip port=port

user=user password=password domain=domain

(Note: Always use double quote (") or single
quote (') around user and password to escape
any special characters, e.g., <, >, ~, °, %,

|
For example: user="test" password="t'!<@l"

Note: domain is required if the proxy auth
scheme is NTLM.)

For example, to remove the proxy, run this command:

[root@ci-eng-linau binl# ./securityadmin -pr -rp

You must restart the Acquisition Unit after running the command.

To update a proxy, the command is

./securityadmin -pr -upr <arg>
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External Key Retrieval

If you provide a UNIX shell script, it can be executed by the acquisition unit to retrieve the private key and the
public key from your key management system.

To retrieve the key, Data Infrastructure Insights will execute the script, passing in two parameters: key id and
key type. Key id can be used to identify the key in your key management system. Key type is either "public" or
"private". When the key type is "public", the script must return the public key. When the key type is "private”,
the private key must be returned.

To send the key back to the acquisition unit, the script must print the key to standard output. The script must
print only the key to standard output; no other text must be printed to standard output. Once the requested key
is printed to the standard output, the script must exit with an exit code of 0; any other return code is considered
an error.

The script must be registered with the acquisition unit using the SecurityAdmin tool, which will execute the
script along with the acquisition unit. The script must have read and execute permission for the root and "cisys
user. If the shell script is modified after registering, the modified shell script must be re-registered with the
acquisition unit.

input parameter: key id Key identifier used to identify the key in the customers
key management system.

input parameter: key type public or private.

output The requested key must be printed to the standard

output. 2048 bit RSA key is currently supported. Keys
must be encoded and printed in the following format -

private key format - PEM, DER-encoded PKCS8
PrivateKeyInfo RFC 5958

public key format - PEM, DER-encoded X.509
SubjectPublicKeylnfo RFC 5280

exit code Exit code of zero for success. All other exit values are
considered failure.

script permissions Script must have read and execute permission for the
root and "cisys" user.

logs Script executions are logged. Logs can be found in -

/var/log/netapp/cloudinsights/securityadmin/securityad
min.log

Ivar/log/netapp/cloudinsights/acg/acq.log

Encrypting a Password for use in API
Option 8 allows you to encrypt a password, which you can then pass to a data collector via API.

Start the SecurityAdmin tool in interactive mode and select option 8: Encrypt Password.
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securityadmin.sh -i

You are prompted to enter the password you want to encrypt. Note that the characters you type are not shown
on screen. Re-enter the password when prompted.

Alternatively, if you will use the command in a script, on a command line use securityadmin.sh with the "-enc"
parameter, passing in your unencrypted password:

securityadmin -enc mypassword

[root@ci-eng-srivardh-learn bin]# securityadmin.sh -enc mypassword

Please copy paste the encrypted password below:

c1YJAMpdEncBsfc2PiXVBTappugSscDg3XF7Pw7/r5f00IL@mbSel6QA/umLrr8PzBnjcJUHHRwWrgf3jFio/2H3G tngIxSs7ATKiQwS5011uvxYiGftkzYaH2BKYHjkI1iD
M8BEZZhm7pmTKWWpvAxhJIbt jBrwlUK211M1GrnvaF1lVWeydvsUMiggOenyl/wxikodgddif1lYq6rmiadyzvuYNw6PppSk/Pwy+@Hu@voRT+gcalks80jQToAAOBGWSHZ fp71l
mMokM30af431V7eJZuMQ5RSqlciBtYVnTWjp@Rn@g2kBCDfOPpWYr SGEKzh@HKQRRWpBZNnQINPv1bgtP+0pUhS5Yd29RGX5Q==

The encrypted password is displayed on screen. Copy the entire string including any leading or trailing
symbols.

[root@ci-eng-srivardh-learn bin]# securityadmin.sh -i
Select Action:

Backup
Restore
Change Encryption Keys
Reset to Default Keys
Check for Default Encryption Keys
Change Truststore Password
Change Keystore Password
Encrypt Password
Exit
Enter your choice: 8

Please enter your password to encrypt:
Please confirm your password to encrypt:

Your Encrypted Password below

ciYJAMpdEncBsLQwF2gobbiER14Irwb7tLWOfYhuBdERGZZU3L+uWfcCXdANSXTWr6SFuumwsWVFib3h78vnMOs6vM7G/2k1Bd8gqliQ+tS/1ZkmI6XKgTDcf3LGn8UqgqzQy
RnOV53jIBGip6nCysrt9dapsEiRVHrMIVr8btGYbb4Zoz62qudMfW9uQdm3qyz SKbIYOLOAN8IYDPCOkDkaXreyL fpju0GSUmeZz1KGCTOaBTggri/JIYyyrdw2ZLnGOw21
LGMS9vor70GUOiKZYabLd+7LpsdCCB11eF86BCj2RkxX00f891sHN+E7zTvZEofdGVWepc7b/HNah5XiXgVklviCZ/WgkyQ==

To send the encrypted password to a data collector, you can use the Data Collection API. The swagger for this
API can be found at Admin > APl Access and click the "API Documentation” link. Select the "Data Collection"
API type. Under the data_collection.data_collector heading, choose the /collector/datasources POST API for
this example.
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data_collection.data_collector ~

POST /collector/datasources Creale a dala collector ~ B

Create a data collector

Parameters Try it out

Name Description

preEncrypted

boolean Optional, defaults to false. If preEncrypted query parameter set to true, directs server to treat all passed secret values as already encrypted
{guery)

Default value : false

Request body application/json ~

Example Value Schema

¢
{
"acquisitionUnit": {

"additionalPropl"”: "string",

If you set the preEncrypted option to True, any password you pass through the API command will be treated as
already encrypted; the API will not re-encrypt the password(s). When building your API, simply paste the
previously-encrypted password in the appropriate location.
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https://[<KTENANT URL>/rest/v1/collector/datasources?preEncrypted=true

{

"name": "cdot-aaaaa”,

||Yendp,ngde1!dll, " Il,
"packages": [

"id": "foundation",

"attributes™: {

"RELEASESTATUS": "OFFICIAL",

"enabled": true,

"ip": "10.62.219.30",

"user": "admin",

"password":
"J8bepjwz9oNknfs6mcqgbz3zuEThZQp1VyTk+1wE05gWwmmj1u0CB688nfOnB1xnIBVsAWyLmORxFAwW
vcDCvGbTraqp/+nT0k94L0827Q04I5KghHfTVINGUS4S4IVLWiMIFjBkSU4RhMvNNNg5Tarz0gJZhWR+
4RoNF+84R/uFFGwKeblrwfHXWZZMoW7pEJ2kzL FBtBzx2mUvRPOkn6AFbyS4+DM2YTPQkSk3W2Gzc
+nfPDDyH8TqB6AM5WsVCKgnZAa2Z1Y 1FxMkKT7iFt50iYnl93ka7 OrQimM9QAyPoyw/JTOnXHDuf683uE
K32yn9CgxNGXy5NcNzRurdFNbSw=="

}
}!
{

"attributes": {
"password": "this will not be encrypted on the server side"

}
}

]
h
"acquisitionUnit": {

id 1"
}

}

Encrypting a Password for use in API
Option 8 allows you to encrypt a password, which you can then pass to a data collector via API.

Start the SecurityAdmin tool in interactive mode and select option 8: Encrypt Password.

securityadmin.sh -i

You are prompted to enter the password you want to encrypt. Note that the characters you type are not shown
on screen. Re-enter the password when prompted.

Alternatively, if you will use the command in a script, on a command line use securityadmin.sh with the "-enc"
parameter, passing in your unencrypted password:

109



securityadmin -enc mypassword

[root@ci-eng-srivardh-learn bin]# securityadmin.sh -enc mypassword

Please copy paste the encrypted password below:

ciYJAMpdEncBsfc2PiXVBTappugSscDg3XF7Pw7/r5f00JL@mbSel6QA/umLrr8PzBnjcJUHHRWrgf3jFio/2H3GFtnqIxSs7ATKiQw5011uvxYiGftkzYaH2BKYHFKI1iD
M8BEZZhm7pmTKWWpvAxhIbtjBrwlUK211M1GrnvaF1VVeydvsUMiggOenyl/wxikodgddiflYq6rmiadyzvuYNw6PppSk/Pwy+@Hu@voRT+gcalks80jQToAAQGWSHZ fp71
mMokM30af431V7eJZuMQ5RSqlcjBtYVnTWjp@Rn@g2kBCDFOPpWYr SGEKzh@HKQRRWpBZNnQINPv1bgtP+0pUh5Yd29RGX50==

The encrypted password is displayed on screen. Copy the entire string including any leading or trailing
symbols.

[root@ci-eng-srivardh-learn bin]# securityadmin.sh -1
Select Action:

Backup
Restore
Change Encryption Keys
Reset to Default Keys
Check for Default Encryption Keys
Change Truststore Password
Change Keystore Password
Encrypt Password
- Exit
Enter your choice: &
Please enter your password to encrypt:

Please confirm your password to encrypt:

Your Encrypted Password below

ciYJAMpdEncBsLQwF2gobbiER14Irwb7tLWOfYhu@dERGZZU3L+ulWfcCXdANSXTWr6SFuumwsWVFib3h78vnMAs6vM7G/2k1Bd8gqliQ+tS/1ZkmI6XKgTDcf3LGn8UgzQy
RnOV53IBGip6nCysrt9dapsEiRVHrMIVr8btGYbb4Zoz62qudMfiW9uQdm3qyzSKbIYOLOAN8IyDPCOkDkaXreyL fpju0G5UmeZz1KGCTOaBTggri/JIYyyrdw2ZLnGOw21l
LGm59vor70GU0iKZYabLd+7LpsdCCBileF86BC]j2RkxX00f891sHN+E7zTvZEofdGVIWepc7b/HNah5XiXgVklviCZ/WakyQ==

To send the encrypted password to a data collector, you can use the Data Collection API. The swagger for this
API can be found at Admin > API Access and click the "API Documentation” link. Select the "Data Collection"
API type. Under the data_collection.data_collector heading, choose the /collector/datasources POST API for
this example.
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data_collection.data_collector ~

POST /collector/datasources Creale a dala collector ~ B

Create a data collector

Parameters Try it out

Name Description

preEncrypted

boolean Optional, defaults to false. If preEncrypted query parameter set to true, directs server to treat all passed secret values as already encrypted
{guery)

Default value : false

Request body application/json ~

Example Value Schema

¢
{
"acquisitionUnit": {

"additionalPropl"”: "string",

If you set the preEncrypted option to True, any password you pass through the API command will be treated as
already encrypted; the API will not re-encrypt the password(s). When building your API, simply paste the
previously-encrypted password in the appropriate location.
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https://[<KTENANT URL>/rest/v1/collector/datasources?preEncrypted=true

{

"name": "cdot-aaaaa”,

"vendorModelld": "1",
"packages”: [

"id": "foundation",

"attributes™: {
"RELEASESTATUS": "OFFICIAL",
"enabled": true,
"ip": "10.62.219.30",
"user": "admin",
"password":

"J8bepjwz9oNknfs6mcqgbz3zuEThZQp1VyTk+1wE05gWwmmj1u0CB688nfOnB1xnIBVsAWyLmORxFAwW
vcDCvGbTraqp/+nT0k94L0827Q04I5KghHfTVINGUS4S4IVLWiMIFjBkSU4RhMvNNNg5Tarz0gJZhWR+
4RoNF+84R/uFFGwKeblrwfHXWZZMoW7pEJ2kzL FBtBzx2mUvRPOkn6AFbyS4+DM2YTPQkSk3W2Gzc

+nfPDDyH8Tq6AM5SWsVCKgnZAa2ZlY 1FxMkKT7iFt50iYnl93ka7 OrQimMIQAyPoyw/JTOnXHDuf683uE
K32yn9CgxNGXy5NcNzRurdFNbSw=="

}
},
{

"isMandatory": false,
"attributes": {
"password": "this will not be encrypted on the server side"
}
}
]
13
"acquisitionUnit": {
4 To i
}
}
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Getting Started

Feature Tutorials

Data Infrastructure Insights is loaded with useful features that enable you to quickly and
easily find data, troubleshoot issues, and provide insights into your corporate
environment. Find data easily with powerful queries, visualize data in dashboards, and
send email alerts for data thresholds you set.

Data Infrastructure Insights includes a number of video tutorials to help you understand these features and
better implement your business insight strategies. Every user who has access to your Data Infrastructure
Insights environment can take advantage of these tutorials.

Introduction

Watch a brief tutorial explaining how Data Infrastructure Insights works.

P https://docs.netapp.com/us-en/cloudinsights//media/howTo.mp4 (video)

Checklist and Video Tutorials

The Startup Checklist displayed on your Data Infrastructure Insights site contains a list of several useful tasks
and concepts. Selecting an item in the checklist takes you to the appropriate Data Infrastructure Insights page
for that concept. For example, clicking on the Create a Dashboard item opens the Data Infrastructure Insights
Dashboards page.

Tutorial 209 Complets

(— Pl Getting Started »

Query Assets
tandard QA Main / Dashboards |
() Create a Dashboard
() Troubleshoot
() Resolve Devices
() Setup Cloud Secure
Den't show this again
At the top of the page is a link to a video tutorial showing how to create a dashboard. You can view the video

as many times as you like until you click the Got it! Don’t Show This Again link for that video. The video is
available every time you go to the Dashboards page, until you dismiss it.

G Learn How to Create a Dashboard Gotit! Don't show this again.

After watching the video at least once, the Create a Dashboard item in the checklist is checked off, indicating
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that you have completed the tutorial. You can then proceed to the next tutorial.

@ You can view the tutorials in any order you like, as many times as you like until dismissed.

Dismissing the Checklist

The Startup Checklist is displayed on your site until you click the Don’t Show This Again link at the bottom of
the checklist. Even after dismissing the checklist, the tutorials are still available on each appropriate Data
Infrastructure Insights page until you dismiss each one from the message header bar.

View the Tutorials

Querying Data

P https://docs.netapp.com/us-en/cloudinsights//media/Queries.mp4 (video)

Creating a Dashboard

P https://docs.netapp.com/us-en/cloudinsights//media/Dashboards.mp4 (video)

Troubleshooting

P https://docs.netapp.com/us-en/cloudinsights//media/Troubleshooting.mp4 (video)

Resolve Devices

P https://docs.netapp.com/us-en/cloudinsights//media/AHR_small.mp4 (video)

Collecting Data

Getting started gathering data

After you have signed up for Data Infrastructure Insights and log in to your environment
for the first time, you will be guided through the following steps in order to begin collecting
and managing data.

Data collectors discover information from your data sources, such as storage devices, network switches, and
virtual machines. The information gathered is used for analysis, validation, monitoring and troubleshooting.

Data Infrastructure Insights has available three types of data collectors:

* Infrastructure (storage devices, network switches, compute infrastructure)
* Operating Systems (such as VMware or Windows)

* Services (such as Kafka)

Select your first data collector from the supported vendors and models available. You can easily add additional
data collectors later.

Install an Acquisition Unit

If you selected an Infrastructure data collector, an Acquisition Unit is required to inject data into Data
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Infrastructure Insights. You will need to download and install the Acquisition Unit software on a server or VM on
the data center from which you will be collecting. A single Acquisition Unit can be used for multiple data
collectors.

M NetApp Install Acquisition Unit

ONTAP Data Cloud Insights collects device data via one or more Acquisition Units installed on local servers. Each Acquisition Unit can
Management host multiple Data Collectors, which send device metrics to Cloud Insights for analysis.
Software

What Operating System or Platform Are You Using?

D Linux v Linux Versions Supported €9  Production Best Practices €

Installation Instructions Need Help?

o Copy Installer Snippet

his snippet has a unique key valid for

E] Reveal Installer Snippet
o Paste the snippet into a bash shell to run the installer.

o +_¥ Waiting for Acquisition Unit to connect...

 Follow the instructions displayed to install your Acquisition Unit. Once the Acquisition Unit software is
installed, the Continue button is displayed and you can proceed to the next step.

o & New acquisition unit detected!

You may set up additional acquisition units later if needed. For example, you may want different Acquisition
Units collecting information from data centers in different regions.

Configure the Data Collector - Infrastructure

For Infrastructure data collectors, you will be asked to fill out the data collector fields presented:

* Give the data collector a unique and meaningful name.
* Enter the credentials (user name and password) to connect to the device, as appropriate.
* Fill in any other mandatory fields in Configuration and Advanced Configuration sections.

* Click Add Collector to save the data collector.

You will be able to configure additional data collectors later.

Configure the Data Collector - Operating Systems and Services
Operating System:
For Operating System data collectors, choose a platform (Linux, Windows) to install a Data Infrastructure

Insights Agent.
You must have at least one agent to collect data from Services.
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The agent also collects data from the host itself, for use in Data Infrastructure Insights. This data is categorized
as "Node" data in widgets, etc.

* Open a terminal or command window on the agent host or VM, and paste the displayed command to install
the agent.

* When installation is complete, click Complete Setup.

Services:

For Service data collectors, click on a tile to open the instructions page for that service.

* Choose a platform and an Agent Access Key.

« If you don’t have an agent installed on that platform, follow the instructions to install the agent.
+ Click Continue to open the data collector instruction page.

* Follow the instructions to configure the data collector.

* When configuration is complete, click Complete Setup.

Add Dashboards

Depending on the type of initial data collector you selected to configure (storage, switch, etc.), one or more
relevant dashboards will be imported. For example, if you configured a storage data collector, a set of storage-
related dashboards will be imported, and one will be set as your Data Infrastructure Insights Home Page. You
can change the home page from the Dashboards > Show All Dashboards list.

You can import additional dashboards later, or create your own.

That’s all there is to it

After you complete the initial setup process, your environment will begin to collect data.

If your initial setup process is interrupted (for example, if you close the browser window), you will need to follow
the steps manually:

» Choose a Data Collector

* Install an Agent or Acquisition Unit if prompted

» Configure the Data Collector

Useful definitions

The following definitions may be useful when talking about Data Infrastructure Insights data collectors or
features:
« Collector life cycle: A collector will belong to one of the following states in its life cycle:

> Preview: Available in a limited capacity or to a limited audience. Preview features and data collectors
are expected to become GA following the preview period. Preview periods vary based on audience or
functionality.

o GA: Afeature or data collector that is Generally Available to all customers, based on Edition or feature
set.

o Deprecated: Applies to data collectors that are, or are expected to become, no longer functionally
sustainable. Deprecated data collectors are often replaced with newer, functionally-updated data
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collectors.
> Deleted: A data collector that has been removed and is no longer available.

» Acquisition Unit: a computer dedicated to hosting data collectors, typically a Virtual Machine. This computer
is typically located in the same data center / VPC as the monitored items.

» Data Source: a module for communicating with a hardware or software stack. It consists of a configuration
and code that runs on the AU computer to communicate with the device.

Acquisition Unit Requirements

You must install an Acquisition Unit (AU) in order to acquire information from your
infrastructure data collectors (storage, VM, port, EC2, etc.). Before you install the
Acquisition Unit, you should ensure that your environment meets operating system, CPU,
memory, and disk space requirements.

Requirements

Component Linux Requirement Windows Requirement
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Operating system

CPU
Memory

Available disk space

118

A computer running a licensed
version of one of the following:

* Centos (64-bit): 7.2 through 7.9,
8.1 through 8.4, Stream 8, Stream
9

* AlmaLinux 9.3 and 9.4

* Debian (64-bit): 9 and 10

* OpenSUSE Leap 15.1 through
15.5

* Oracle Enterprise Linux (64-bit):
7.5 through 7.9, 8.1 through 8.8

* Red Hat Enterprise Linux (64-bit):
7.2 through 7.9, 8.1 through 8.10,
9.1 through 9.4

* Rocky 9.0 through 9.4

* SUSE Enterprise Linux Server 15,
15 SP2 through 15 SP5

* Ubuntu Server: 18.04, 20.04,
22.04 LTS

* SELinux on the above platforms

This computer should be running
no other application-level software.
A dedicated server is
recommended.

If you are running with SELinux, it is

recommended to execute the
following commands on the
acquisition unit system:

sudo semanage fcontext -a -t usr_t
"/opt/netapp/cloudinsights(/.*)?"
sudo restorecon -R
/opt/netapp/cloudinsights

2 CPU cores
8 GB RAM

50 GB (100 GB recommended)
For Linux, disk space should be
allocated in this manner:
/opt/netapp 10 GB (20 GB for large
environments)

/var/log/netapp 40 GB (80 GB for
large environments)

/tmp at least 1 GB available during
installation

A computer running a licensed
version of one of the following:

* Microsoft Windows 10 64-bit

* Microsoft Windows Server 2012
* Microsoft Windows Server 2012
R2

* Microsoft Windows Server 2016
* Microsoft Windows Server 2019
* Microsoft Windows Server 2022
* Microsoft Windows 11

This computer should be running
no other application-level software.
A dedicated server is
recommended.

Same
Same

50 GB



Network

Permissions

Virus Scan

Additional recommendations

100 Mbps/1 Gbps Ethernet Same
connection, static IP address, and
port 80 or 443 connectivity from
Acquisition Unit to
*.cloudinsights.netapp.com or your
Data Infrastructure Insights
environment (i.e.
https://<environment_id>.c01.cloudi
nsights.netapp.com) is required.
For requirements between
Acquisition Unit and each Data
Collector, please refer to
instructions for the Data Collector.

If your organization requires proxy
usage for internet access, you may
need to understand your
organization’s proxy behavior and
seek certain exceptions for Data
Infrastructure Insights to work. For
example, does your organization
block access by default, and only
allow access to specific web
sites/domains by exception? If so,
you will need to get the following
domain added to the exception list:

*.cloudinsights.netapp.com

For more information, read about
Proxies here (Linux) or here
(Windows).

Sudo permissions on the
Acquisition Unit server.

/tmp must be mounted with exec
capabilities.

Administrator permissions on the
Acquisition Unit server

During installation, you must
completely disable all virus
scanners. Following installation, the
paths used by the Acquisition Unit
software must be excluded from
virus scanning.

* For accurate audit and data reporting, it is strongly recommended to synchronize the time on the
Acquisition Unit machine using Network Time Protocol (NTP) or Simple Network Time Protocol

(SNTP).

Regarding Sizing

You can get started with a Data Infrastructure Insights Acquisition Unit with just 8GB memory and 50GB of disk
space, however, for larger environments you should ask yourself the following questions:
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Do you expect to:

 Discover more than 2500 virtual machines or 10 large (> 2 node) ONTAP clusters, Symmetrix, or HDS/HPE
VSP/XP arrays on this Acquisition Unit?

* Deploy 75 or more total data collectors on this Acquisition Unit?

For each "Yes" answer above, it is recommend to add 8 GB of memory and 50 GB of disk space to the AU. So
for example if you answered "Yes" to both, you should deploy a 24GB memory system with 150GB or more of
disk space. On Linux, the disk space to be added to the log location.

For additional sizing questions, contact NetApp Support.

Additional Federal Edition requirement

* For Acquisition Unit installations in Data Infrastructure Insights Federal Edition clusters, the underlying
operating system must have a good source of entropy. On Linux systems this is typically done by installing
rng-tools or by using hardware random number generation (RNG). It is the customer’s responsibility to
ensure this requirement is met on the Acquisition Unit machine.

Configuring Acquisition Units

Data Infrastructure Insights collects device data using one or more Acquisition Units
installed on local servers. Each Acquisition Unit can host multiple Data Collectors, which
send device metrics to Data Infrastructure Insights for analysis.

This topic describes how to add Acquisition Units and describes additional steps required when your
environment uses a proxy.

For accurate audit and data reporting, it is strongly recommended to synchronize the time on the
Acquisition Unit machine using Network Time Protocol (NTP) or Simple Network Time
Protocol (SNTP).

Read about Data Infrastructure Insights security here.

Adding a Linux Acquisition Unit

Before you begin

« If your system is using a proxy, you must set the proxy environment variables before the acquisition unit is
installed. For more information, see Setting proxy environment variables.

Steps for Linux Acquisition Unit Installation
1. Log in as Administrator or Account Owner to your Data Infrastructure Insights environment.

2. Click Observability > Collectors > Acquisition Units > +Acquisition Unit

The system displays the Install Acquisition Unit dialog. Choose Linux.
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M NetApp Install Acquisition Unit

ONTAP Data Cloud Insights collects device data via one or more Acquisition Units installed on local servers. Each Acquisition Unit can
Management host multiple Data Collectors, which send device metrics to Cloud Insights for analysis.
Software

What Operating System or Platform Are You Using?

i Linux v Linux Versions Supported €9  Production Best Practices ¥

Installation Instructions Need Help?

o Copy Installer Snippet

SMippeLl Nas g unique Key Vaiid ror 24 NoUrs for s ACqUISIton Ui oniy.

[#] Reveal Installer Snippet
o Paste the snippet into a bash shell to run the installer.

o £.¥ Waiting for Acquisition Unit to connect...

1. Verify that the server or VM hosting the Acquisition Unit meets the recommended system requirements.

2. Verify that the server is running a supported version of Linux. Click OS Versions Supported (i) for a list of
supported versions.

3. Copy the Installation command snippet in the dialog into a terminal window on the server or VM that will
host the Acquisition unit.

4. Paste and execute the command in the Bash shell.

After you finish
 Click Observability > Collectors > Acquisition units to check the status of Acquisition Units.

* You can access the Acquisition Unit logs at /var/log/netapp/cloudinsights/acq/acq.log
» Use the following script to control the Acquisition Unit:

o cloudinsights-service.sh (stop, start, restart, check the status)
» Use the following script to uninstall the Acquisition Unit:

o cloudinsights-uninstall.sh

Setting proxy environment variables

For environments that use a proxy, you must set the proxy environment variables before you add the
Acquisition Unit. The instructions for configuring the proxy are provided on the Add Acquisition Unit dialog.

1. Click + in Have a Proxy Server?

2. Copy the commands to a text editor and set your proxy variables as needed.

Note: Be aware of restrictions on special characters in proxy username and password fields: '%' and '!' are
allowed in the username field. "', '%', and "!" are allowed in the password field.

3. Run the edited command in a terminal using the Bash shell.

4. Install the Acquisition Unit software.
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Proxy Configuration

The Acquisition Unit uses 2-way/mutual authentication to connect to the Data Infrastructure Insights server.
The client certificate must be passed to the Data Infrastructure Insights server to be authenticated. To
accomplish this, the proxy must be set up to forward the https request to the Data Infrastructure Insights server
without decrypting the data.

The simplest way to do this is to specify wildcard configuration in your proxy/firewall to communicate with Data
Infrastructure Insights, for example:

*.cloudinsights.netapp.com

The use of an asterisk (*) for wildcard is common, but your proxy/firewall configuration may use
a different format. Check with your proxy documentation to ensure correct wildcard specification
in your environment.

More information on proxy configuration can be found in the NetApp Knowledgbase.

Viewing Proxy URLs

You can view your proxy endpoint URLs by clicking the Proxy Settings link when choosing a data collector
during onboarding, or the link under Proxy Settings on the Help > Support page. A table like the following is
displayed.

Proxy Settings X

If your organization requires proxy usage for internet access, you need to understand your organization's proxy behavior and
seek certain exceptions for Cloud Insights to work. The simplest way is to add the following domains to the exception list:

Hostname Port Protocol Methods Endpeint URL Purpose
gtrikso.proxyserver.cloudinsights-dev.netapp.com 443 https GET, POST, PATCH, PUT, DELETE Tenant
00b1100.1234.abcd.12bc.alb2c3ef56a7 . proxyserver.cloudinsights-dev 443 https GET, POST, PATCH, PUT, DELETE Acquisition Unit Ingestion
.netapp.com

aulogin.proxyserver.cloudinsights-dev.netapp.com 443 https GET, POST, PATCH, PUT, DELETE Acquisition Unit Authentication
portal.proxy.cloud.netapp.com 443 https GET, POST, PATCH, PUT, DELETE Gateway

Close

If you have Workload Security in your environment, the configured endpoint URLs will also be displayed in this
list.

Adding a Windows Acquisition Unit

Steps for Windows Acquisition Unit Installation
1. Log in to the Acquisition Unit server/VM as a user with Administrator permissions.

2. On that server, open a browser window and log in to your Data Infrastructure Insights environment as
Administrator or Account Owner.

3. Click Observability > Collectors > Acquisition Units > +Acquisition Unit .

The system displays the Install Acquisition Unit dialog. Choose Windows.
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Install Acquisition Unit

Cloud Insights collects device data via one or more Acquisition Units installed on local servers. Each Acguisition Unit can host multiple Data Collectars,
which send device metrics to Cloud Insights for analysis.

What Operating System or Platform Are You Using?

ER Windows b windows Versions Supported €  Production Best Practices @

Installation Instructions Need Help?

o‘ Download Installer (Windows 64-bit)

'o' Copy Access Key

This gccess kevis g paiaue kev valid far 24 hours for this Acouisition Unit anby
This access key is a unique key valid for 24 hours for this Acquisition Unit only.

Reveal Access Key

o Paste access key into installer when prompted.

o Please ensure you have copied and pasted the access key into the installer.

Have a Proxy Server?

1. Verify that the server or VM hosting the Acquisition Unit meets the recommended system requirements.

2. Verify that the server is running a supported version of Windows. Click OS Versions Supported (i) for a list
of supported versions.

. Click the Download Installer (Windows 64-bit) button.
. Copy the Access Key. You will need this during the Installation.
On the Acquisition Unit server/VM, execute the downloaded installer.

. Paste the Access Key into the installation wizard when prompted.

N~ o o A~ W

. During installation, you will be presented with the opportunity to provide your proxy server settings.

After you finish
« Click * > Observability > Collectors > Acquisition units* to check the status of Acquisition Units.
* You can access the Acquisition Unit log in <install dir>\Cloud Insights\Acquisition Unit\log\acq.log

« Use the following script to stop, start, restart, or check the status of the Acquisition Unit:

cloudinsights-service.sh

Proxy Configuration

The Acquisition Unit uses 2-way/mutual authentication to connect to the Data Infrastructure Insights server.
The client certificate must be passed to the Data Infrastructure Insights server to be authenticated. To
accomplish this, the proxy must be set up to forward the https request to the Data Infrastructure Insights server
without decrypting the data.

The simplest way to do this is to specify wildcard configuration in your proxy/firewall to communicate with Data
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Infrastructure Insights, for example:

*.cloudinsights.netapp.com

The use of an asterisk (*) for wildcard is common, but your proxy/firewall configuration may use
a different format. Check with your proxy documentation to ensure correct wildcard specification
in your environment.

More information on proxy configuration can be found in the NetApp Knowledgbase.

Viewing Proxy URLs

You can view your proxy endpoint URLs by clicking the Proxy Settings link when choosing a data collector
during onboarding, or the link under Proxy Settings on the Help > Support page. A table like the following is
displayed.

Proxy Settings X

If your organization requires proxy usage for internet access, you need to understand your organization's proxy behavior and
seek certain exceptions for Cloud Insights to work. The simplest way is to add the following domains to the exception list:

Hostname Port Protocol Methods Endpoint URL Purpose
qtrjkso.proxyserver.cloudinsights-dev.netapp.com 443 https GET, POST, PATCH, PUT, DELETE Tenant
00b1100.1234.abcd.12bc.alb2c3efsea7.proxyserver.cloudinsights-dev 443 https GET, POST, PATCH, PUT, DELETE Acquisition Unit Ingestion
.netapp.com

aulogin.proxyserver.cloudinsights-dev.netapp.com 443 https GET, POST, PATCH, PUT, DELETE Acquisition Unit Authentication
portal.proxy.cloud.netapp.com 443 https GET, POST, PATCH, PUT, DELETE Gateway

Close

If you have Workload Security in your environment, the configured endpoint URLs will also be displayed in this
list.

Uninstalling an Acquisition Unit

To uninstall the Acquisition Unit software, do the following:

Windows:
If you are uninstalling a Windows acquisition unit:

1. On the Acquisition Unit server/VM, open Control Panel and choose Uninstall a Program. Select the Data
Infrastructure Insights Acquisition Unit program for removal.

2. Click Uninstall and follow the prompts.

Linux:

If you are uninstalling a Linux acquisition unit:
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1. On the Acquisition Unit server/VM, run the following command:
sudo cloudinsights-uninstall.sh -p
2. For help with uninstall, run:

sudo cloudinsights-uninstall.sh --help

Windows and Linux:
After uninstalling the AU:

1. In Data Infrastructure Insights, go to Observability > Collectors and select the *Acquisition Units tab.

2. Click the Options button to the right of the Acquisition Unit you wish to uninstall, and select Delete. You can
delete an Acquisition Unit only if there are no data collectors assigned to it.

You cannot delete an Acquisition Unit (AU) that has data collectors connected to it. Move all of
@ the AU’s data collectors to another AU (edit the collector and simply select a different AU) before
deleting the original AU.

An Acquisition unit with a star next to it is being used for device resolution. Before removing this AU, you must
select another AU to use for Device Resolution. Hover over a different AU and open the "three dots" menu to
select "Use for Device Resolution".

cbe-cloudinsights-au & W 10.65.57.18

This Acquisition Unit is used for Device Resolution.

Reinstalling an Acquisition Unit

To re-install an Acquisition Unit on the same server/VM, you must follow these steps:

Before you begin

You must have a temporary Acquisition Unit configured on a separate server/VM before re-installing an
Acquisition Unit.

Steps
1. Log in to the Acquisition Unit server/VM and uninstall the AU software.
2. Log into your Data Infrastructure Insights environment and go to Observability > Collectors.
3. For each data collector, click the Options menu on the right and select Edit. Assign the data collector to the

temporary Acquisition Unit and click Save.

You can also select multiple data collectors of the same type and click the Bulk Actions button. Choose
Edit and assign the data collectors to the temporary Acquisition Unit.
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4. After all of the data collectors have been moved to the temporary Acquisition Unit, go to Observability >
Collectors and select the Acquisition Units tab.

5. Click the Options button to the right of the Acquisition Unit you wish to re-install, and select Delete. You can
delete an Acquisition Unit only if there are no data collectors assigned to it.

6. You can now re-install the Acquisition Unit software on the original server/VM. Click +Acquisition Unit and
follow the instructions above to install the Acquisition Unit.

7. Once the Acquisition Unit has been re-installed, assign your data collectors back to the Acquisition Unit.

Viewing AU Details

The Acquisition Unit (AU) detail page provides useful detail for an AU as well as information to help with
troubleshooting. The AU detail page contains the following sections:
« A summary section showing the following:
o Name and IP of the Acquisition Unit
o Current connection Status of the AU
o Last Reported successful data collector poll time
o The Operating System of the AU machine

> Any current Note for the AU. Use this field to enter a comment for the AU. The field displays the most
recently added note.

« Atable of the AU’s Data Collectors showing, for each data collector:
> Name - Click this link to drill down into the data collector’s detail page with additional information
o Status - Success or error information
> Type - Vendor/model
o |P address of the data collector
o Current Impact level

o Last Acquired time - when the data collector was last successfully polled

Acquisition Unit Summary

Name Connection Status Operating System Note
xp-linux OK - Need Help? Linux
Ip Last Reported
10.197.120.145 2 minutes ago
Data Collectors (3) <+ Data Collector

— Name T Status Type P Impact Last

= Acquired
foo @ Inventory failed NetApp Data ONTAP 7-Mode  foo Low Never
xp-cisco All successful Cisco MDS Fabric Switches 10.197.136.66 2 minutes ago
xpcdoi26 All successful NetApp ONTAP Data 10.197.136.26 8 minutes ago

Management Software p=

For each data collector, you can click on the "three dots" menu to Clone, Edit, Poll, or Delete the data collector.
You can also select multiple data collectors in this list to perform bulk actions on them.
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To restart the Acquisition Unit, click the Restart button at the top of the page. Drop down this button to attempt
to Restore Connection to the AU in the event of a connection problem.

Configuring an Agent to Collect Data (Windows/Linux)

Data Infrastructure Insights uses Telegraf as its agent for collection of integration data.
Telegraf is a plugin-driven server agent that can be used to collect and report metrics,
events, and logs. Input plugins are used to collect the desired information into the agent
by accessing the system/OS directly, by calling third-party APls, or by listening to
configured streams (i.e. Kafka, statsD, etc). Output plugins are used to send the collected
metrics, events, and logs from the agent to Data Infrastructure Insights.

The current Telegraf version for Data Infrastructure Insights is 1.24.0.

For information on installing on Kubernetes, see the NetApp Kubernetes Monitoring Operator page.

For accurate audit and data reporting, it is strongly recommended to synchronize the time on the
@ Agent machine using Network Time Protocol (NTP) or Simple Network Time Protocol
(SNTP).

@ If you want to verify the installation files before instaling the Agent, see the section below on
Verifying Checksums.

Installing an Agent

If you are installing a Service data collector and have not yet configured an Agent, you are prompted to first
install an Agent for the appropriate Operating System. This topic provides instructions for installing the Telegraf
agent on the following Operating Systems:

* Windows

* RHEL and CentOS

* Ubuntu and Debian
To install an agent, regardless of the platform you are using, you must first do the following:

1. Log into the host you will use for your agent.

2. Log in to your Data Infrastructure Insights environment and navigate to Observability > Collectors.
3. Click on +Data Collector and choose a data collector to install.

4. Choose the appropriate platform for your host (Windows, Linux)
5

. Follow the remaining steps for each platform.

@ Once you have installed an agent on a host, you do not need to install an agent again on that
host.

Once you have installed an agent on a server/VM, Data Infrastructure Insights collects metrics
from that system in addition to collecting from any data collectors you configure. These metrics
are gathered as "Node" metrics.
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@ If you are using a proxy, read the proxy instructions for your platform before installing the
Telegraf agent.

Log Locations

Telegraf log messages are redirected from stdout to the following log files be default:

* RHEL/CentOS: /var/log/telegraf/telegraf.log
« Ubuntu/Debian: /var/log/telegraf/telegraf.log
* Windows: C:\Program Files\telegraf\telegraf.log

Windows

Pre-requisites:

* PowerShell must be installed

* If you are behind a proxy, you must follow the instructions in the Configuring Proxy Support for
Windows section.

Configuring Proxy Support for Windows

(D If your environment uses a proxy, read this section before you install.

The steps below outline the actions needed to set the http_proxy/https_proxy environment
variables. For some proxy environments, users may also need to set the no_proxy environment
variable.

For systems residing behind a proxy, perform the following to set the https_proxy and/or http_proxy
environment variable(s) PRIOR to installing the Telegraf agent:

[System.Environment]::SetEnvironmentVariable (“https proxy”,
“<proxy server>:<proxy port>”",
[System.EnvironmentVariableTarget] ::Machine)

Installing the agent
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- Install Agent

Windows Quickly setup an agent in your environment and immediately start monitoring data

Select existing APl Access Token or create a new one

KEY1 (...Zqlk0c) v =+ API Access Token

Installation Instructions

=)

Need He

o Copy Agent Installer Snippet
This snippet has a unique key and is valid for 24 hours. Already have an agent in your environment? View Troubleshooting

I+ Reveal Agent Installer Snippet

o Open a PowerShell window as administrator and paste the snippet

o Complete Setup

Steps to install agent on Windows:
1. Choose an Agent Access Key.

2. Copy the command block from the agent installation dialog. You can click the clipboard icon to quickly copy
the command to the clipboard.

3. Open a PowerShell window
4. Paste the command into the PowerShell window and press Enter.

5. The command will download the appropriate agent installer, install it, and set a default configuration. When
finished, it will restart the agent service. The command has a unique key and is valid for 24 hours.

6. Click Finish or Continue

After the agent is installed, you can use the following commands to start/stop the service:

Start-Service telegraf
Stop-Service telegraf

Uninstalling the Agent

To uninstall the agent on Windows, do the following in a PowerShell window:

1. Stop and delete the Telegraf service:

Stop-Service telegraf
sc.exe delete telegraf

2. Remove the certificate from the trustore:
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cd Cert:\CurrentUser\Root
//rm ES5FB7B68C08B1CAS02708584C274F8EFC7BESARC
rm 1A918038E8E127BB5C87A202DF173B97A05B4996

3. Delete the C:\Program Files\telegraf folder to remove the binary, logs, and configuration files

4. Remove the SYSTEM\CurrentControlSet\Services\EventLog\Application\telegraf key from the registry
Upgrading the Agent
To upgrade the telegraf agent, do the following:

1. Stop and delete the telegraf service:

Stop-Service telegraf
sc.exe delete telegraf

2. Delete the SYSTEM\CurrentControlSet\Services\EventLog\Application\telegraf key from the registry
3. Delete C:\Program Files\telegraf\telegraf.conf
4. Delete C:\Program Files\telegraf\telegraf.exe

5. Install the new agent.
RHEL and CentOS

Pre-requisites:

* The following commands must be available: curl, sudo, ping, sha256sum, openssl, and dmidecode

* If you are behind a proxy, you must follow the instructions in the Configuring Proxy Support for
RHEL/CentOS section.

Configuring Proxy Support for RHEL/CentOS

@ If your environment uses a proxy, read this section before you install.

The steps below outline the actions needed to set the http_proxy/https _proxy environment
variables. For some proxy environments, users may also need to set the no_proxy environment
variable.

For systems residing behind a proxy, perform the following steps PRIOR to installing the Telegraf agent:

1. Set the https_proxy and/or http_proxy environment variable(s) for the current user:
export https proxy=<proxy server>:<proxy port>

2. Create /etc/default/telegraf, and insert definitions for the https_proxy and/or http_proxy variable(s):
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https proxy=<proxy server>:<proxy port>

Installing the agent

) Install Agent

RHEL & Cent0S Quickly setup an agent in your environment and immediately start monitoring data

Select existing APl Access Token or create a new one

default_ingestion_api_keyl (.. xEKVyK) v -+ APl Access Token Production Best Practices @

Installation Instructions Need Help?

For environments operating behind a proxy server, follow the instructions to configure proxy support to install and run
Telegraf.

o Copy Agent Installer Snippet
This snippet has a unique key and is valid for 24 hours. Already have an agent in your environment? View Troubleshooting

[ Reveal Agent Installer Snippet

o Open a terminal window and paste the snippet in a Bash shell (requires curl, sudo, ping, sha256sum, and dmidecode).

o Complete Setup

Steps to install agent on RHEL/CentOS:

1.
2.

Choose an Agent Access Key.

Copy the command block from the agent installation dialog. You can click the clipboard icon to quickly copy
the command to the clipboard.

3. Open a Bash window

. Paste the command into the Bash window and press Enter.

5. The command will download the appropriate agent installer, install it, and set a default configuration. When

6.

finished, it will restart the agent service. The command has a unique key and is valid for 24 hours.

Click Finish or Continue

After the agent is installed, you can use the following commands to start/stop the service:

If your operating system is using systemd (CentOS 7+ and RHEL 7+):

sudo systemctl start telegraf
sudo systemctl stop telegraf

If your operating system is not using systemd (CentOS 7+ and RHEL 7+):
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sudo service telegraf start
sudo service telegraf stop

Uninstalling the Agent

To uninstall the agent on RHEL/CentOS, in a Bash terminal, do the following:

1. Stop the Telegraf service:

systemctl stop telegraf (If your operating system is using systemd
(CentOS 7+ and RHEL 7+)
/etc/init.d/telegraf stop (for systems without systemd support)

2. Remove the Telegraf agent:

yum remove telegraf

3. Remove any configuration or log files that may be left behind:

rm -rf /etc/telegraf*
rm -rf /var/log/telegraf*

Upgrading the Agent

To upgrade the telegraf agent, do the following:

1. Stop the telegraf service:

systemctl stop telegraf (If your operating system is using systemd
(CentOS 7+ and RHEL 7+)
/etc/init.d/telegraf stop (for systems without systemd support)

2. Remove the previous telegraf agent:

yum remove telegraf

3. Install the new agent.

Ubuntu and Debian
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Pre-requisites:

» The following commands must be available: curl, sudo, ping, sha256sum, openssl, and dmidecode

* If you are behind a proxy, you must follow the instructions in the Configuring Proxy Support for
Ubuntu/Debian section.

Configuring Proxy Support for Ubuntu/Debian

@ If your environment uses a proxy, read this section before you install.

The steps below outline the actions needed to set the http_proxy/https _proxy environment
variables. For some proxy environments, users may also need to set the no_proxy environment
variable.

For systems residing behind a proxy, perform the following steps PRIOR to installing the Telegraf agent:

1. Set the https_proxy and/or http_proxy environment variable(s) for the current user:
export https proxy=<proxy server>:<proxy port>
2. Create /etc/default/telegraf, and insert definitions for the https_proxy and/or http_proxy variable(s):

https proxy=<proxy server>:<proxy port>

Installing the agent

) Install Agent

Ubuntu & Debian Quickly setup an agent in your environment and immediately start monitoring data

Select existing APl Access Token or create a new one

default_ingestion_api_keyl (.. xEKVyK) - -+ API Access Token Production Best Practices @

Installation Instructions Need Help?

For environments operating behind a proxy server, follow the instructions to configure proxy support to install and run
Telegraf.

o Copy Agent Installer Snippet
This snippet has a unique key and is valid for 24 hours. Already have an agent in your environment? View Troubleshooting

[ Reveal Agent Installer Snippet

o Open a terminal window and paste the snippet in a Bash shell (requires curl, sudo, ping, sha256sum, and dmidecode).

o Complete Setup
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Steps to install agent on Debian or Ubuntu:
1. Choose an Agent Access Key.

2. Copy the command block from the agent installation dialog. You can click the clipboard icon to quickly copy
the command to the clipboard.

3. Open a Bash window
4. Paste the command into the Bash window and press Enter.

5. The command will download the appropriate agent installer, install it, and set a default configuration. When
finished, it will restart the agent service. The command has a unique key and is valid for 24 hours.

6. Click Finish or Continue
After the agent is installed, you can use the following commands to start/stop the service:

If your operating system is using systemd:

sudo systemctl start telegraf
sudo systemctl stop telegraf

If your operating system is not using systemd:

sudo service telegraf start
sudo service telegraf stop

Uninstalling the Agent

To uninstall the agent on Ubuntu/Debian, in a Bash terminal, run the following:

1. Stop the Telegraf service:

systemctl stop telegraf (If your operating system is using systemd)
/etc/init.d/telegraf stop (for systems without systemd support)

2. Remove the Telegraf agent:

dpkg -r telegraf

3. Remove any configuration or log files that may be left behind:

rm -rf /etc/telegraf*
rm -rf /var/log/telegraf*
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Upgrading the Agent
To upgrade the telegraf agent, do the following:

1. Stop the telegraf service:

systemctl stop telegraf (If your operating system is using systemd)
/etc/init.d/telegraf stop (for systems without systemd support)

2. Remove the previous telegraf agent:
dpkg -r telegraf

3. Install the new agent.

Verifying Checksums

The Data Infrastructure Insights agent installer performs integrity checks, but some users may want to perform
their own verifications before installing or applying downloaded artifacts. This can be done by downloading the
installer and generating a checksum for the downloaded package, then comparing the checksum to the value
shown in the install instructions.

Download the installer package without installing

To perform a download-only operation (as opposed to the default download-and-install), users can edit the
agent installation command obtained from the Ul and remove the trailing “install” option.

Follow these steps:

—_

. Copy the Agent Installer snippet as directed.

. Instead of pasting the snippet into a command window, paste it into a text editor.

2
3. Remove the trailing “--install” (Linux) or “-install” (Windows) from the command.
4. Copy the entire command from the text editor.

5

. Now paste it into your command window (in a working directory) and run it.
Non-Windows (these examples are for Kubernetes; actual script names may vary):

* Download and install (default):

installerName=cloudinsights-kubernetes.sh .. && sudo -E -H
./$installerName --download —--install

* Download-only:

installerName=cloudinsights-kubernetes.sh .. && sudo -E -H
./$installerName --download

135


https://docs.netapp.com/us-en/cloudinsights/.html#ubuntu-and-debian

Windows:

» Download and install (default):

!$($installerName=".\cloudinsights-windows.psl") .. —and
S (&SinstallerName -download —-install)

* Download-only:

!$(SinstallerName=".\cloudinsights-windows.psl") .. —and
S(&$SinstallerName -download)

The download-only command will download all required artifacts from Data Infrastructure Insights to the
working directory. The artifacts include, but may not be limited to:

* an installation script

* an environment file

* YAML files

* a checksum file (ending in sha256.signed or sha256.ps1)

The installation script, environment file, and YAML files can be verified using visual inspection.

Generate checksum value

To generate the checksum value, perform the following command for your appropriate platform:

 RHEL/Ubuntu:

sha256sum <package name>

* Windows:

Get-FileHash telegraf.zip -Algorithm SHA256 | Format-List

Verify checksum

Extract the expected checksum from the checksum file

¢ Non-Windows:

openssl smime -verify -in telegraf*.sha256.signed -CAfile
netapp cert.pem -purpose any -nosigs -noverify

136



* Windows:

(Get-Content telegraf.zip.sha256.psl -First 1) .toUpper()

Install the downloaded package

Once all of the artifacts have been satisfactorily verified, the agent installation can be initiated by running:

Non-Windows:

sudo -E -H ./<installation script name> --install

Windows:

.\cloudinsights-windows.psl -install

Troubleshooting

Some things to try if you encounter problems setting up an agent:

Problem:

After configuring a new plugin and restarting Telegraf,
Telegraf fails to start up. The logs indicate that an
error resembling the following:

"[telegraf] Error running agent: Error loading config file
/etcltelegrafi/telegraf.d/cloudinsights-default.conf:
plugin outputs.http: line <linenumber>: configuration
specified the fields ["use_system_proxy"], but they
weren’t used"

| ran the installer script on an old installation and now
the agent isn’t sending data

| already installed an agent using Data Infrastructure
Insights

| already have an agent installed but not by using the
Data Infrastructure Insights installer

Try this:

The installed Telegraf version is outdated. Follow the
steps on this page to Upgrade the Agent for your
appropriate platform.

Uninstall the telegraf agent and then re-run the
installation script. Follow the Upgrade the Agent
steps on this page for your appropriate platform.

If you have already installed an agent on your
host/VM, you do not need to install the agent again. In
this case, simply choose the appropriate Platform and
Key in the Agent Installation screen, and click on
Continue or Finish.

Remove the previous agent and run the Data
Infrastructure Insights Agent installation, to ensure
proper default configuration file settings. When
complete, click on Continue or Finish.

Additional information may be found from the Support page or in the Data Collector Support Matrix.
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Configuring Data Collectors

You configure Data Collectors in your Data Infrastructure Insights environment to collect
data from devices in the data center.

Before you begin
» You must have configured an Acquisition Unit before you can start collecting data.
* You need credentials for the devices from which you are collecting Data.
 Device network addresses, account information, and passwords are required for all devices you are
collecting data from.

Steps
1. From the Data Infrastructure Insights menu, click Observability > Collectors

The system displays the available Data Collectors arranged by vendor.
2. Click + Collector and select the data collector to configure.
In the dialog box you can configure the data collector and add an Acquisition Unit.

3. Enter a name for the data collector.

4. Click Advanced Configuration to add additional configuration fields. (Not all data collectors require
advanced configuration.)

5. Click Test Configuration to verify that the data collector is properly configured.
6. Click Add Collector to save the configuration and add the data collector to your Data Infrastructure
Insights tenant.

It may take up to two poll periods before data from the service is displayed in dashboards or available for
querying.

 1st inventory poll: immediately
« 1st performance data poll to establish a baseline: immediately after inventory poll

» 2nd performance poll: within 15 seconds after completion of 1st performance poll

Polling then proceeds according to the configured inventory and performance poll intervals.

Determining data collector acquisition status

Because data collectors are the primary source of information for Data Infrastructure
Insights, it is imperative that you ensure that they remain in a running state.

Data collector status is displayed in the upper right corner of any asset page as the message "Acquired N
minutes ago", where N indicates the most recent acquisition time of the asset’s data collector(s). The
acquisition time/date is also displayed.

Clicking on the message displays a table with data collector name, status, and last successful acquisition time.

If you are signed in as an Administrator, clicking on the data collector name link in the table takes you to detail
page for that data collector.
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Managing configured data collectors

The Installed Data Collectors page provides access to the data collectors that have been
configured for Data Infrastructure Insights. You can use this page to modify existing data
collectors.

Steps
1. In the Data Infrastructure Insights menu, click Observability > Collectors

The Available Data Collectors screen is displayed.
2. Click Installed Data Collectors

A list of all of the installed Data Collectors is displayed. The list provides collector
name, status, the IP address the collector is accessing, and when data was last acquired
from the a device. Action that can be performed on this screen include:

o Control polling

o Change data collector credentials

o Clone data collectors

Controlling Data Collector polling

After making a change to a data collector, you might want it to poll immediately to check
your changes, or you might want to postpone the data collection on a data collector for one,
three, or five days while you work on a problem.

Steps
1. In the Data Infrastructure Insights menu, click Observability > Collectors
2. Click Installed Data Collectors
3. Select the check box to the left of the Data Collector you want to change
4. Click Bulk Actions and select the polling action you want to take.

Bulk actions can be performed simultaneously on multiple Data Collectors. Select the data
collectors, and chose the action to perform from the Bulk Action menu.

Editing data collector information

You can edit existing data collector setup information.

To edit a single data collector:

1. In the Data Infrastructure Insights menu, click Observability > Collectors to open the list of installed Data
Collectors.

2. In the options menu to the right of the data collector you want to modify, click Edit.
The Edit Collector dialog is opened.

3. Enter the changes and click Test Configuration to test the new configuration or click Save to save the
configuration.
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You can also edit multiple data collectors:

1. Select the check box to the left of each data collector you want to change.
2. Click the Bulk Actions button and choose Edit to open the Edit data Collector dialog.
3. Modify the fields as above.

@ The data collectors selected must be the same vendor and model, and reside on the same
Acquisition Unit.

When editing multiple data collectors, the Data Collector Name field shows “Mixed” and cannot be edited.
Other fields such as user name and password show “Mixed” and can be edited. Fields that share the same
value across the selected data collectors show the current values and can be edited.

When editing multiple data collectors, the Test Configuration button is not available.

Cloning data collectors

Using the clone facility, you can quickly add a data source that has the same credentials
and attributes as another data source. Cloning allows you to easily configure multiple
instances of the same device type.

Steps
1. In the Data Infrastructure Insights menu, click Observability > Collectors.
2. Click Installed Data Collectors.
3. Click the check box to the left of the data collector you want to copy.

4. In the options menu to the right of the selected data collector, click Clone.
The Clone Data Collector dialog is displayed.

5. Enter new information in the required fields.
6. Click Save.

After you finish
The clone operation copies all other attributes and settings to create the new data collector.

Performing bulk actions on data collectors

You can simultaneously edit some information for multiple data collectors. This feature allows you to initiate a
poll, postpone polling, and resume polling on multiple data collectors. In addition, you can delete multiple data
collectors.
Steps

1. In the Data Infrastructure Insights menu, click Observability > Collectors

2. Click Installed Data Collectors

3. Click the check box to the left of the data collectors you want to modify.

4. In the options menu to the right, click the option you want to perform.

After you finish
The operation you selected is performed on the data collectors. When you chose to delete data collectors, a
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dialog is displayed requiring you to conform the action.

Researching a failed data collector

If a data collector has failure message and a High or Medium Impact, you need to
research this problem using the data collector summary page with its linked information.

Use the following steps to determine the cause of failed data collectors. Data collector failure messages are
displayed on the Admin menu and on the Installed Data Collectors page.

Steps
1. Click Admin > Data Collectors > Installed Data Collectors.

2. Click the linked Name of the failing data collector to open the Summary page.

3. On the Summary page, check the Comments area to read any notes that might have been left by another
engineer who might also be investigating this failure.

4. Note any performance messages.
5. Move your mouse pointer over the segments of the Event Timeline graph to display additional information.
6. Select an error message for a Device and displayed below the Event Timeline and click the Error details

icon that displays to the right of the message.

The Error details include the text of the error message, most likely causes, information in use, and
suggestions of what can be tried to correct the problem.

7. In the Devices Reported By This Data Collector area, you might filter the list to display only devices of
interest, and you can click the linked Name of a device to display the asset page for that device.

8. When you return to the data collector summary page, check the Show Recent Changes area at the
bottom of the page to see if recent changes could have caused the problem.

Importing from the Dashboard Gallery

Data Infrastructure Insights provides a number of Recommended Dashboards to provide
business insights into your data. Each dashboard contains widgets designed to help
answer a particular question or solve a particular problem relevant to the data currently
being collected in your environment.

To import a dashboard from the gallery, do the following:

1. Select Dashboards > Dashboards

2. Click on +From Gallery
A list of Recommended Dashboards is displayed. Each dashboard is named with a particular question
the dashboard can help you solve. Dashboards are available to help answer questions around different
types of objects, including AWS, NetApp, Storage, VMware, and others

3. Select one or more dashboards from the list and click Add Dashboards. These dashboards now show in
your dashboard list.

In addition to the Recommended Dashboards, you can also choose to import Additional Dashboards that are
not relevant to your current data. For example, if you have no storage data collectors currently installed but are
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planning on configuring some in the future, you may still choose to import the storage-relevant dashboards.
These dashboards will be available for display but may not show any relevant data until at least one storage
data collector is configured.

Importing from the dashboard gallery is available to users with Administrator or Account Owner role.

User Accounts and Roles

Data Infrastructure Insights provides up to four user account roles: Account Owner,
Administrator, User, and Guest. Each account is assigned specific permission levels as
noted in the table below. Users are either invited to Data Infrastructure Insights and
assigned a specific role, or can sign in via Single Sign-On (SSO) Authorization with a
default role. SSO Authorization is available as a feature in Data Infrastructure Insights

Premium Edition.

Permission levels

You use an account that has Administrator privileges to create or modify user accounts. Each user account is
assigned a role for each Data Infrastructure Insights feature from the following permission levels.

Role

Account Owner

Administrator
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Observability

Same as
Administrator

Can perform all
Observability
functions, as well as
management of data
collectors.

Workload Security

Same as
Administrator

Can perform all
Security functions,
including those for
Alerts, Forensics,
data collectors,
automated response
policies, and API
tokens for Security.
An Administrator can
also invite other
users but can only
assign Security
roles.

Reporting

Same as
Administrator

Can perform all
User/Author
functions including
managing Reporting
API tokens, as well
as all administrative
tasks such as
configuration of
reports, and the
shutdown and restart
of reporting tasks.
An Administrator can
also invite other
users but can only
assign Reporting
roles.

Admin

Same as
Administrator, as
well as manage SSO
Authentication and
Identity Federation
configuration. Can
also assign
additional owners.

Can invite other
users but can only
assign Observability
roles. Can view but
not modify SSO
configuration. Can
create and manage
API access tokens.
Can view audit
information. Can
view subscription
information, usage,
and history. Can
manage global alert
notification and
subscription
notification recipient
lists.


https://docs.netapp.com/us-en/cloudinsights/.html#creating-accounts-by-inviting-users
https://docs.netapp.com/us-en/cloudinsights/.html#single-sign-on-sso-and-identity-federation

Role

User

Guest

Observability

Can view and modify
dashboards, queries,
alerts, annotations,
annotation rules, and
applications, and
manage device
resolution.

Has read-only
access to asset
pages, dashboards,
alerts, and can view
and run queries.

Workload Security

Can view and
manage Alerts and
view Forensics. User
role can change alert
status, add a note,
take snapshots
manually, and
manage restrict user
access.

Can view Alerts and
Forensics. Guest
role cannot change
alert status, add a
note, take snapshots
manually, or restrict
user access.

Reporting

Can perform all
Guest/Consumer
functions as well as
create and manage
reports and
dashboards.

Can view, schedule,
and run reports and
set personal

preferences such as

those for languages
and time zones.
Guests/Consumers
cannot create
reports or perform

administrative tasks.

Admin

Not available

Not available

Best practice is to limit the number of users with Administrator permissions. The greatest number of accounts
should be user or guest accounts.

Data Infrastructure Insights Permissions by User Role

The following table shows the Data Infrastructure Insights permissions granted to each user role.

Feature

Acquisition Units:
Add/Modify/Delete

Alerts™:
Create/Modify/Delete

Alerts*: View

Annotation Rules:

Administrator/
Account Owner

Y

Y

Create/Run/Modify/Delete

Annotations:

Create/Modify/Assign/Vie

w/Remove/Delete

API Access*:

Create/Rename/Disable/R

evoke

Applications:

Create/View/Modify/Delet

e

Asset Pages: Modify

User

Guest
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Asset Pages: View Y Y Y
Audit: View Y N N
Cloud Cost Y N N
Security Y N N
Dashboards: Y Y N
Create/Modify/Delete

Dashboards: View Y

Data Collectors:

Add/Modify/Poll/Delete

Notifications: View Y

Notifications: Modify Y N

Queries: Y Y

Create/Modify/Delete

Queries: View/Run Y Y Y
Device Resolution Y Y N
Reports*: View/Run Y Y Y
Reports™: Y Y N
Create/Modify/Delete/Sch

edule

Subscription: View/Modify 'Y N
User Management: Y N N
Invite/Add/Modify/Deactiv

ate

*Requires Premium Edition

Creating Accounts by Inviting Users

Creating a new user account is achieved through BlueXP. A user can respond to the invitation sent through
email, but if the user does not have an account with BlueXP, the user needs to sign up with BlueXP so that
they can accept the invitation.

Before you begin
* The user name is the email address of the invitation.

* Understand the user roles you will be assigning.

» Passwords are defined by the user during the sign up process.

Steps
1. Log into Data Infrastructure Insights

2. In the menu, click Admin > User Management

The User Management screen is displayed. The screen contains a list of all of the accounts on the system.
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3. Click + User
The Invite User screen is displayed.
4. Enter an email address or multiple addresses for invitations.

Note: When you enter multiple addresses, they are all created with the same role. You can only set
multiple users to the same role.

1. Select the user’s role for each feature of Data Infrastructure Insights.

The features and roles you can choose from depend on which features you have access to

@ in your particular Administrator role. For example, if you have Admin role only for Reporting,
you will be able to assign users to any role in Reporting, but will not be able to assign roles
for Observability or Security.

Invite Users X
You can Invite people to join by sending them an invitation link. Inviting users is the sasiest
way to get your team to coilaborate. Invitations expire after 14 days

test@net.com ¥

Monitor & Optimize Role

Cloud Secure Role

Administrator -

2. Click Invite

The invitation is sent to the user. Users will have 14 days to accept the invitation. Once a user accepts the
invitation, they will be taken to the NetApp Cloud Portal, where they will sign up using the email address in
the invitation. If they have an existing account for that email address, they can simply sign in and will then
be able to access their Data Infrastructure Insights environment.
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Modifying an existing user’s role
To modify an existing user’s role, including adding them as a secondary account owner, follow these steps.

1. Click Admin > User Management. The screen displays a list of all of the accounts on the system.
2. Click the user name of the account you want to change.
3. Modify the user’s role in each Data Infrastructure Insights feature set as needed.

4. Click Save Changes.

To assign a Secondary Account Owner

You must be logged in as an account owner for Observability in order to assign the account owner role to
another user.

1. Click Admin > User Management.

2. Click the user name of the account you want to change.

3. In the User dialog, click on Assign as Owner.

4. Save the changes.

Daniel X
Email Last Login
user.name@netapp.com a‘year ago

Learn about the permissions provided by each role [

Owner Role

Assign as Owner

Maonitor & Optimize Role

Administrator -
Cloud Secure Role
Administrator -
Delete User Cancel

You can have as many account owners as you wish, but best practice is to limit the owner role to only select
people.
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Deleting Users

A user with the Administrator role can delete a user (for example, someone no longer with the company) by
clicking on the user’s name and clicking Delete User in the dialog. The user will be removed from the Data
Infrastructure Insights environment.

Note that any dashboards, queries, etc. that were created by the user will remain available in the Data
Infrastructure Insights environment even after the user is removed.

Single Sign-On (SSO) and Identity Federation

What is Identity Federation?
With Identity Federation:

 Authentication is delegated to the customer’s identity management system, using the customer’s
credentials from your corporate directory, and automatization policies such as Multi-Factor Authentication
(MFA).

» Users log in once to all NetApp BlueXP Services (Single Sign On).

User accounts are managed in NetApp BlueXP for all Cloud Services. By default, authentication is done using
a BlueXP local user profile. Below is a simplified overview of that process:

Authentication
Using BlueXP Local User Credentials

BlueXP Identity
Provider

If registered BlueXP
user, then authenticate

2 3.
\ J
User 1. > NetApp 4. ». | MetApp Cloud Insights, BlueXP
user{@customer.com BluexP o products

However, some customers would like to use their own identity provider to authenticate their users for Data
Infrastructure Insights and their other NetApp BlueXP Services. With Identity Federation, NetApp BlueXP
accounts are authenticated using credentials from your corporate directory.
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The following is a simplified example of that process:

Authentication Through
Identity Federation
< > BlueXP Identity
[+ p
|denuﬁ‘%ﬁ?der Provider
{mem:,:;ne 4. > If user@customer.com
passwd) pass to Customer
Identity Provider for
uthentication
A
2 5.
Y
User 1. > NetApp 6. B NetApp Cloud Insights, BlueXP
user@customer.com BlueXP products

In the above diagram, when a user accesses Data Infrastructure Insights, that user is directed to the
customer’s identity management system for authentication. Once the account is authenticated, the user is
directed to the Data Infrastructure Insights tenant URL.

Enabling Identity Federation

BlueXP uses AuthO to implement Identity Federation and integrate with services like Active Directory
Federation Services (ADFS) and Microsoft Azure Active Directory (AD). To configure Identity Federation, see
the BlueXP Federation instructions.

@ You must configure BlueXP Identity Federation before you can use SSO with Data Infrastructure
Insights.

It is important to understand that changing identity federation in BlueXP will apply not only to Data
Infrastructure Insights but to all NetApp BlueXP Services. The customer should discuss this change with the
NetApp team of each BlueXP product they own to make sure the configuration they are using will work with
Identity Federation or if adjustments need to be made on any accounts. The customer will need to involve their
internal SSO team in the change to identity federation as well.

It is also important to realize that once identity federation is enabled, that any changes to the company’s
identity provider (such moving from SAML to Microsoft AD) will likely require troubleshooting/changes/attention
in BlueXP to update the profiles of the users.

For this or any other federation issues, you can open a support ticket at https://mysupport.netapp.com/site/help
and select the category “bluexp.netapp.com > Federation issues”.
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Single Sign-On (SSO) User Auto-Provisioning

In addition to inviting users, administrators can enable Single Sign-On (SSO) User Auto-Provisioning
access to Data Infrastructure Insights for all users in their corporate domain, without having to invite them
individually. With SSO enabled, any user with the same domain email address can log into Data Infrastructure
Insights using their corporate credentials.

SSO User Auto-Provisioning is available in Data Infrastructure Insights Premium Edition, and
must be configured before it can be enabled for Data Infrastructure Insights. SSO User Auto-

@ Provisioning configuration includes Identity Federation through NetApp BlueXP as described in
the section above. Federation allows single sign-on users to access your NetApp BlueXP
accounts using credentials from your corporate directory, using open standards such as Security
Assertion Markup Language 2.0 (SAML) and OpenlID Connect (OIDC).

To configure SSO User Auto-Provisioning, on the Admin > User Management page, You must first have set
up BlueXP Identity Federation. Select the Set Up Federation link in the banner to proceed to BlueXP
Federation. Once that is configured, Data Infrastructure Insights administrators can then enable SSO user
login. When an administrator enables SSO User Auto-Provisioning, they choose a default role for all SSO
users (such as Guest or User). Users who log in through SSO will have that default role.

{3} Set up Identity Federation to sign in using your organization credentials. m Set Up Federation [}

Occasionally, an administrator will want to promote a single user out of the default SSO role (for example, to
make them an administrator). They can accomplish this on the Admin > User Management page by clicking
on the right-side menu for the user and selecting Assign Role. Users who are assigned an explicit role in this
way continue to have access to Data Infrastructure Insights even if SSO User Auto-Provisioning is
subsequently disabled.

If the user no longer requires the elevated role, you can click the menu to Remove User. The user will be
removed from the list. If SSO User Auto-Provisioning is enabled, the user can continue log in to Data
Infrastructure Insights through SSO, with the default role.

You can choose to hide SSO users by unchecking the Show SSO Users checkbox.

However, do not enable SSO User Auto-Provisioning if either of these are true:

* Your organization has more than one Data Infrastructure Insights tenant

* Your organization does not want any/every user in the federated domain to have some level of automatic
access to the Data Infrastructure Insights tenant. At this point in time, we do not have the ability to use
groups to control role access with this option.

Restricting Access by Domain

Data Infrastructure Insights can restrict user access to only the domains you specify. On the Admin > User
Management page, select "Restrict Domains".

You are presented with these choices:

* No restrictions: Data Infrastructure Insights remains accessible to users regardless of their domain.

« Limit access to default domains: default domains are those used by your Data Infrastructure Insights
environment account owners. These domains are always accessible.

149


https://services.cloud.netapp.com/misc/federation-support

« Limit access to defaults plus domains you specify. List any domains you want to have access to your Data
Infrastructure Insights environment, in addition to the default domains.

Access Restricted to:

acme.coim,

Access Restricted to 5 Domains JERAREIEIUN
netapp.com,

Restrict Domains
legal.acme.com,

anvils.acme.com

'ole
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Data Infrastructure Insights Data Collector List

Data Infrastructure Insights supports a variety of Data Collectors from many vendors and

services.

Data Collectors are categorized by these types:

* Infrastructure: Acquired from vendor devices such as storage arrays, switches, hypervisors, or backup

devices.

« Service: Acquired from services such as Kubernetes or Docker. Also called Integration.

Alphabetical list of Data Collectors supported by Data Infrastructure Insights:

Data Collector

Amazon EC2 and EBS

AWS S3 as Storage

Amazon FSx for NetApp ONTAP
Apache

Azure NetApp Files

Azure VMs and VHD

Brocade Network Advisor (BNA)
Brocade Fibre Channel Switches
Brocade FOS REST

Cisco MDS Fabric Switches

Consul

Couchbase

CouchDB

Cohesity SmartFiles

Dell EMC Data Domain

Dell EMC ECS

Dell EMC PowerScale (previously Isilon)
Dell EMC Isilon / PowerScale REST
Dell EMC PowerStore

Dell EMC Recoverpoint

Dell EMC ScalelO/PowerFlex

Dell EMC Unity

Dell EMC Unisphere REST

Dell EMC VMAX/PowerMax Family of Devices

Type
Infrastructure
Infrastrusture
Infrastructure
Service
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Service
Service
Service
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure

Infrastructure
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Data Collector

Dell EMC VNX Block Storage
Dell EMC VNX File

Dell EMC VNX Unified

Dell EMC VPLEX

Dell EMC XtremIO

Dell XC Series

Docker

Elasticsearch

Flink

Fujitsu ETERNUS DX

Google Compute and Storage
Hadoop

HAProxy

Hitachi Content Platform (HCP)
Hitachi Vantara Command Suite
Hitachi Vantara NAS Platform
Hitachi Ops Center

HP Enterprise Alletra 6000 (previously Nimble)
Storage

HP Enterprise Alletra 9000 / Primera (previously
3PAR) Storage

HP Enterprise Command View
Huawei OceanStor and Dorado Devices
IBM Cleversafe

IBM CS Series

IBM PowerVM

IBM SAN Volume Controller (SVC)
IBM System Storage DS8000 Series
IBM XIV and A9000 Storages
Infinidat InfiniBox

Java

Kafka

Kapacitor

Kibana
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Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Service
Service
Service
Infrastructure
Infrastructure
Service
Service
Infrastructure
Infrastructure
Infrastructure
Infrastructure

Infrastructure

Infrastructure

Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Service

Service

Service

Service
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Data Collector

Kubernetes

Lenovo HX Series

Memcached

Microsoft Azure NetApp Files
Microsoft Hyper-V

MongoDB

MySQL

NetApp Cloud Volumes ONTAP
NetApp Cloud Volumes Services for AWS
NetApp Cloud Connection for ONTAP 9.9+
NetApp Data ONTAP 7-Mode
NetApp E-Series

NetApp E-Series REST
Amazon FSx for NetApp ONTAP
NetApp HCI Virtual Center
NetApp ONTAP Data Management Software
NetApp ONTAP REST collector
NetApp ONTAP Select

NetApp SolidFire All-Flash Array
NetApp StorageGRID

Netstat

Nginx

Node

Nutanix NX Series

OpenStack

OpenZFS

Oracle ZFS Storage Appliance
PostgreSQL

Puppet Agent

Pure Storage FlashArray

Red Hat Virtualization

Redis

RethinkDB

Type

Service
Infrastructure
Service
Infrastructure
Infrastructure
Service
Service
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure
Service
Service
Service
Infrastructure
Infrastructure
Service
Infrastructure
Service
Service
Infrastructure
Infrastructure
Service

Service

153


https://docs.netapp.com/us-en/cloudinsights/task_dc_na_cloud_connection.html
https://docs.netapp.com/us-en/cloudinsights/task_config_telegraf_openzfs.html
https://docs.netapp.com/us-en/cloudinsights/task_config_telegraf_rethinkdb.html

Data Collector
RHEL & CentOS
Rubrik CDM Storage
Ubuntu & Debian
VMware vSphere
Windows

ZooKeeper
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Service
Infrastructure
Service
Infrastructure
Service

Service


https://docs.netapp.com/us-en/cloudinsights/task_config_telegraf_zookeeper.html

Subscribing to Data Infrastructure Insights

Getting started with Data Infrastructure Insights is as easy as three simple steps:

« Sign up for an account on NetApp BlueXP to get access to all of NetApp’s Cloud offerings.

* Register for a free trial of Data Infrastructure Insights to explore the features available.

» Subscribe to Data Infrastructure Insights for on-going, uninterrupted access to your data via NetApp Sales
direct or AWS Marketplace.

During the registration process, you can choose the global region to host your Data Infrastructure Insights
environment.
For more information, read about Data Infrastructure Insights Information and Region.

For a full comparison of the features available in Data Infrastructure Insights Basic and Premium Editions, see
the Data Infrastructure Insights Pricing page.

Inactive Data Infrastructure Insights Basic Edition environments are deleted and their resources
are reclaimed. An environment is considered inactive if there is no user activity for 30

@ consecutive days, of if there is no data ingested for 7 consecutive days. Data Infrastructure
Insights will send a notification and provide a grace period of four days before an environment is
deleted.

While using Data Infrastructure Insights, if you see a padlock icon E it means the feature is not available in
your current Subscription, or is available in a limited form. Subscribe to that feature for full access. Some
features are available as a Module Evaluation prior to subscribing.

Trial Edition

When you sign up for Data Infrastructure Insights and your environment is active, you enter into a free, 30-day
trial of Data Infrastructure Insights. During this trial you can explore the features that Data Infrastructure
Insights has to offer, in your own environment.

At any time during your trial period, you can subscribe to Data Infrastructure Insights. Subscribing to Data
Infrastructure Insights ensures uninterrupted access to your data as well as extended product support
options.

Data Infrastructure Insights displays a banner when your free trial is nearing its end. Within that banner is a

View Subscription link, which opens the Admin — Subscription page. Non-Admin users will see the banner
but will not be able to go to the Subscription page.

If you need additional time to evaluate Data Infrastructure Insights and your trial is set to expire
in 4 days or less, you can extend your trial for an additional 30 days. You can extend the trial
only once. You cannot extend if your trial has expired.

Trial through AWS Marketplace

You may also sign up for a free trial through the AWS Marketplace. The AWS Marketplace free trial gives you
access to Data Infrastructure Insights for a trial period of 33 days, and allows up to 499 Managed Units (MUs).

Note: If you configure more than 499 MUs, you will enter "breached" state. While your trial is in breached state,
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you will lose access to some Data Infrastructure Insights functionality until the breach is resolved, either by
reducing the number of MUs configured, or by subscribing to Data Infrastructure Insights.

The AWS Marketplace free trial cannot be extended. At any time during your trial, you can downgrade to a
Data Infrastructure Insights Basic Edition subscription or change to a paid Data Infrastructure Insights
subscription by visiting the Admin — Subscription page.

What if My Trial has Expired?

If your free trial has expired and you have not yet subscribed to Data Infrastructure Insights, you will have
limited functionality until you subscribe. Data ingestion may cease, and after a few weeks, your data will be
deleted per our data retention policy.

What if my Subscription has expired?

If you have a subscription to Data Infrastructure Insights, but that subscription has expired, you will have a
grace period of five days in order to renew your subscription. All Data Infrastructure Insights functionality will
remain active during this grace period.

After the grace period has elapsed, Data Infrastructure Insights functionality is suspended until you renew. To
renew, see the Admin > Subscription page, or contact NetApp Sales.

Your Data Infrastructure Insights data collected through the end of the grace period remains
intact for 30 days following the grace period. If you renew your subscription within this time, all of
your data up until the time the grace period elapsed will be available to you.

What if my Subscription has expired?

If you have a subscription to Data Infrastructure Insights, but that subscription has expired, you will have a
grace period of five days in order to renew your subscription. All Data Infrastructure Insights functionality will
remain active during this grace period.

After the grace period has elapsed, Data Infrastructure Insights functionality is suspended until you renew. To
renew, see the Admin > Subscription page, or contact NetApp Sales.

Your Data Infrastructure Insights data remains intact for 30 days following the grace period. If
you renew your subscription within this time, all of your data up until the time the grace period
elapsed will be available to you.

Module Evaluation

You may also take advantage of Module Evaluations. For example, if you are already subscribed to
Infrastructure Observability but are adding Kubernetes to your environment, you will automatically enter into a
30-day evaluation of Kubernetes Observability, starting from when you install the NetApp Kubernetes
Monitoring Operator. You will only be charged for your Kubernetes Observability managed unit usage at the
end of the evaluation period.

Keep in mind that you will be charged for new managed unit (MU) usage following the
evaluation, so be sure to plan accordingly. When your module evaluation is ending, you will be
notified if you will need to add more MUs to avoid service interruption.
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You can monitor your managed unit usage on the Admin > Subscription page in the Usage tab.

Summary Usage

Total Usage and Entitlement Usage By Module
20/30 Managsd Units Usad 5% Lised B W Ivfiptructispe Obseirymtl [y 15
e B Eubemetes Observability 5
o & 15 3 n 3 3 = =% o B Workload Secuxity a
Intrastructure Obsservability Kubernetes Observability
Installed Data Collectors (2) @ Bulk &ctions = | = Filter.,
1 Name Type Hosts Haw Storage Select Object Meterad Managed Units Consumed Managed 1
Capacity (TiB) Storage Managed Units Adjustment Units
Capacity (Tig)
rip-sa-ef340-02 Methpp E-Series O 40 [} 10 o) 10
CDS-User-01 AmazonEC2and & ] [ 5 o 5

EBS

A Module Evaluation is not a Trial - we use the term trial when we provide customers a free trial
period of using the Data Infrastructure Insights service to confirm fit and enable purchase. A
module evaluation is different - this is when we allow a paid customer to try out a module of

@ Data Infrastructure Insights that they have not used in recent months of their paid subscription.
When evaluation is active, charges for just the newly configured module are waived. The
customers working environment is still under subscription and has not reverted to free trial. The
subscription has not changed.

Estimator
During a module evaluation, you are not changed MU usage for resources consumed for the module, but you
can open the Estimator (on the Summary tab) to see how MUs will be charged following the evaluation, as

well as play with "What if* scenarios with the number of MUs you may need in the future. Reset the numbers
by exiting the Estimator.

Managed Unit (MU) Usage

aill Infrastructure Observability @ 20 Hasts 20 | RawTiB 0 | ObjectTiB  Corrent Usage Managed Units =15

'@‘ Kubernetes Observability @ 40 vCPUs.  Cument Usage Managed Units = 10

Select the checkbox next to a module to add or remove the entire module’s MU’s from the estimated cost.
The Estimator also allow you to see how the numbers stack up for either an Add On - where you keep your
current subscription term and increase the number of managed units licensed - or a Renew option for a the
renewal subscription you would purchase when your current subscription term ends.

Note that customers are only eligible for a module evaluation once per subscription.
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Subscription Options

To subscribe, go to Admin — Subscription. In addition to the Subscribe buttons, you will be able to see your
installed data collectors and calculate your estimated metering. For a typical environment, you can click the
self-serve AWS Marketplace button. If your environment includes or is expected to include 1,000 or more
Managed Units, you are eligible for Volume Pricing.

Observability Metering

Data Infrastructure Insights Infrastructure Observability and Kubernetes Observability are metered per
Managed Unit. Usage of your Managed Units is calculated based on the number of hosts or virtual
machines and amount of unformatted capacity being managed in your infrastructure environment.

* 1 Managed Unit = 2 hosts (any virtual or physical machine)

» 1 Managed Unit = 4 TiB of unformatted capacity of physical or virtual disks

* 1 Managed Unit = 40 TiB of unformatted capacity of select secondary storage: AWS S3, Cohesity
SmartFiles, Dell EMC Data Domain, Dell EMC ECS, Hitachi Content Platform, IBM Cleversafe, NetApp
StorageGRID, Rubrik.

* 1 Managed Unit = 4 vCPUs of Kuberentes.

> 1 Managed Unit K8s Adjustment = 2 Nodes or Hosts also monitored by infrastructure.

If your environment includes or is expected to include 1,000 or more Managed Units, you are eligible for
Volume Pricing and will be prompted to Contact NetApp Sales to subscribe. See below for more details.

Workload Security Metering

Workload Security is metered by Cluster using the same approach as Observability metering.

You can view your Workload Security usage in the Admin > Subscription page on the Workload Security
tab.

Admin / Subscription

Summary Usage History

Total Usage and Entitlement Usage by Module
3,182/36,000 Managed Units Used 8.84% Used W Infrastructure Observability 315127
I M Kubernetes Observability 30

fl— B Workload Security 0
o o ok 1ok 2K 2% 3K S5k ADK o 500 1000 1500 2000 2500 3000 3500

Infrastructure Observability Kubernetes Observability Workload Security

Lastupdated 07/18/2024 %:11:11 AM

Installed Data Collectors (17) @ = Filte xR

Name T Type High-end Mid-range Entry-level Software Unknown Metered MUs MUs Billed MUs

node node node ONTAP node Adjustment

CI_CIFS_SVM ONTAP SVM 0 1 ] 0 0 40.00 (40.00) 0.00

CI_SVM ONTAP SVM 0 1 0 0 0 40.00 (40.00) 0.00

cluster11 ONTAP SVM 1 0 0 0 0 80.00 (80.00) 0.00

cluster_demo Cloud Volumes ONTAP 0 0 0 1 0 10.00 (10.00) 0.00
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Existing Workload Security subscriptions have their MU usage adjusted so that node usage
does not consume managed units. Data Infrastructure Insights meters usage to ensure
compliance with licensed usage.

How Do | Subscribe?

If your Managed Unit count is less than 1,000, you can subscribe via NetApp Sales, or self-subscribe via AWS
Marketplace.

Subscribe through NetApp Sales direct

If your expected Managed Unit count is 1,000 or greater, click on the Contact Sales button to subscribe
though the NetApp Sales Team.

You must provide your Data Infrastructure Insights Serial Number to your NetApp sales representative so that
your paid subscription can be applied to your Data Infrastructure Insights environment. The Serial Number
uniquely identifies your Data Infrastructure Insights trial environment and can be found on the Admin >
Subscription page.

Self-Subscribe through AWS Marketplace

You must be an Account Owner or Administrator in order to apply an AWS Marketplace
@ subscription to your existing Data Infrastructure Insights trial account. Additionally, you must
have an Amazon Web Services (AWS) account.

Clicking on the Amazon Marketplace link opens the AWS Data Infrastructure Insights subscription page, where
you can complete your subscription. Note that values you entered in the calculator are not populated in the
AWS subscription page; you will need to enter the total Managed Units count on this page.

After you have entered the total Managed Units count and chosen either 12-month or 36-month subscription
term, click on Set Up Your Account to finish the subscription process.

Once the AWS subscription process is complete, you will be taken back to your Data Infrastructure Insights
environment. Or, if the environment is no longer active (for example, you have logged out), you will be taken to
the NetAPp BlueXP sign-in page. When you sign in to Data Infrastructure Insights again, your subscription will
be active.

After clicking on Set Up Your account on the AWS Marketplace page, you must complete the
AWS subscription process within one hour. If you do not complete it within one hour, you will
need to click on Set Up Your Account again to complete the process.

If there is a problem and the subscription process fails to complete correctly, you will still see the "Trial Version"
banner when you log into your environment. In this event, you can go to Admin > Subscription and repeat the
subscription process.

View Your Subscription Status

Once your subscription is active, you can view your subscription status and Managed Unit usage from the
Admin > Subscription page.

The Subscription Summary tab displays things like the following:
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* Current Edition
» Subscription Serial Number

» Current MU entitlement
The Usage tab shows you your current MU usage and how that usage breaks down by data collector.

Summary Usage History

Total Usage and Entitlement Usage by Module
1,476/36,000 Managed Units Used 4.10% Used eSS B Infrastructure Observability 1,473.08
- B Kubernetes Observability 2
0 Sk 10k 15k 20k 25k 30k 35k 40k 0 500 1000 1500

Infrastructure Observability Kubernetes Observability

Last updated 04/11/2024 2:25:33 PM

Installed Data Collectors (90) @ = F

Select Secondary

Name Type Hosts Rawr Storage

Capacity (TiB) St_orage Capacity Metered MUs MUs Adjustmer
(TiB)
mucchc_vcenter01 VMware vSphere 310 0.00 0.00 155.00 (0.00)

The History tab gives you insight into your MU usage over the past 7 to 90 days. Hovering over a column in
the chart gives you a breakdown by module (i.e. Observability, Kubernetes).

Summary Usage History

Last 14 days v

Consumption by Module @

Managed Units Current MU Entitlement: 36,000

4k
3k
2k
a E R R R EBRRRERER R B
0
Mar 28 Mar 29 Mar 30 Mar 31 Apr 1 Apr4 Apr 5 Apr 6 Apr 7 Apr 8 Apr 9 Apr 10
Legend
04/10/2024

[l nfrastructure Observability — 2,939.53
I Kubernetes Observability 11.00

Total Metered MUs

(rounded) 2,951

View your Usage Management

The Usage Management tab shows an overview of Managed Unit usage, as well as tabs breaking down
Managed Unit consumption by collector or Kubernetes Cluster.
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@ The Unformatted Capacity Managed Unit count reflects a sum of the total raw capacity in the
environment and is rounded up to the nearest Managed Unit.

The sum of Managed Units may differ slightly from the Data Collectors count in the summary
section. This is because Managed Unit counts are rounded up to the nearest Managed Unit. The

@ sum of these numbers in the Data Collectors list may be slightly higher than the total Managed
Units in the status section. The summary section reflects your actual Managed Unit count for
your subscription.

In the event that your usage is nearing or exceeding your subscribed amount, you can reduce usage by
deleting data collectors or stopping monitoring of Kubernetes Clusters. Delete an item in this list by clicking on
the "three dots" menu and selecting Delete.

What Happens if | Exceed My Subscribed Usage?

Warnings are displayed when your Managed Unit usage exceeds 80%, 90%, and 100% of your total
subscribed amount:

When usage exceeds: This happens / Recommended action:

80% An informational banner is displayed. No action is
necessary.

90% A warning banner is displayed. You may want to

increase your subscribed Managed Unit count.

100% An error banner is displayed until you do one of the
following:

* Remove Data Collectors so that your Managed
Unit usage is at or below your subscribed amount

» Modify your subscription to increase the
subscribed Managed Unit count

Subscribe Directly and Skip the Trial

You can also subscribe to Data Infrastructure Insights directly from the AWS Marketplace, without first creating
a trial environment. Once your subscription is complete and your environment is set up, you will immediately
be subscribed.

Adding an Entitlement ID

If you own a valid NetApp product that is bundled with Data Infrastructure Insights, you can add that product
serial number to your existing Data Infrastructure Insights subscription. For example, if you have purchased
NetApp Astra Control Center, the Astra Control Center license serial number can be used to identify the
subscription in Data Infrastructure Insights. Data Infrastructure Insights refers to this an Entitlement ID.

To add an entitlement ID to your Data Infrastructure Insights subscription, on the Admin > Subscription page,
click +Entitlement ID.
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Subscription Summary

Usage and Entitlement

5,122 out of 18,000 Managed Units

0 18,000

Hosts: 1,388 Managed Units (2,776 Hosts)
Unformatted Capacity: 3,734 Managed Units {14,934 TB)
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Observability
Creating Dashboards

Dashboards Overview

Data Infrastructure Insights provides users the flexibility to create operational views of
infrastructure data, by allowing you to create custom dashboards with a variety of
widgets, each of which provides extensive flexibility in displaying and charting your data.

The examples in these sections are for explanation purposes only and do not cover every
possible scenario. The concepts and steps herein can be used to create your own dashboards
to highlight the data specific to your particular needs.

Creating a Dashboard

You create a new dashboard in one of two places:

* Dashboards > [+New dashboard]

* Dashboards > Show all dashboards > click the [+Dashboard] button

Dashboard Controls

The Dashboard screen has several controls:

* Time selector: allows you to view dashboard data for a range of time from the last 15 minutes to the last
30 days, or a custom time range of up to 31 days. You can choose to override this global time range in
individual widgets.

« Edit button: Selecting this will enable Edit mode, which allows you to make changes to the dashboard.
New dashboards open in Edit mode by default.

« Save button: Allows you to save or delete the dashboard.

You can rename the current dashboard by typing a new name before clicking Save.

+ Add Widget button, which allows you to add any number of tables, charts, or other widgets to the
dashboard.

Widgets can be resized and relocated to different positions within the dashboard, to give you the best view
of your data according to your current needs.

Widget types

You can choose from the following widget types:

» Table widget: A table displaying data according to filters and columns you choose. Table data can be
combined in groups that can be collapsed and expanded.
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GroupBy Date < 1h

4 items found in 2 groups
[=] Active Date Storage Node 1 Cache Hit Ratio - Total (%) 10PS - Total (10...  10PS-Write (... Latency
B 06/01/2020 (1} ocinanegal-01 N/A N/A N/A N/A
06/01/2020 ocinanegal-0l N/A MN/A N/A N/A
N/A (3) - N/A N/A N/A N/A

* Line, Spline, Area, Stacked Area Charts: These are time-series chart widgets on which you can display
performance and other data over time.

« Single Value widget: A widget allowing you to display a single value that can be derived either directly
from a counter or calculated using a query or expression. You can define color formatting thresholds to
show whether the value is in expected, warning, or critical range.

Single Value Widget : Single-Value widget with formatting

1 0-0561 373.54IO/5

Average User CPU Usage IOPS - Total

+ Gauge widget: Displays single-value data in a traditional (solid) gauge or bullet gauge, with colors based
on "Warning" or "Critical" values you customize.

« Bar, Column Charts: Displays top or bottom N values, for example, Top 10 storages by capacity or bottom
5 volumes by IOPS.

Bar Chart Column Chart

IOPS - Read fItVs)
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* Box Plot Chart: A plot of the min, max, median, and the range between lower and upper quartile of data in
a single chart.
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Box Plot
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« Scatter Plot Chart: Plots related data as points, for example, IOPS and latency. In this example, you can
quickly locate assets with high throughput and low IOPS.

Scatter Plot

Throughput - Total (MB/s]
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» Pie Chart: a traditional pie chart to display data as a piece of the total.

Pie Chart

m XI03_HMARKOZT... w X421_FAL12450A... m X421_HCOBE450...
X3IT3_HVPBFZ238... W X422 HCOBDG0D... w Others

* Note widget: Up to 1000 characters of free text.
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MNote Widget {with link)
This is 3@ note. You can gype any text you like in here,

for example. 1o give details about the purpose of 2
particular dashboard.

You cam also include finks in your note.

 Alerts Table: Displays up to the last 1,000 alerts.

For more detailed explanations of these and other Dashboard Features, click here.

Setting a Dashboard as your Home Page

You can choose which dashboard to set as your environment’s home page using either of the following
methods:

* Go to Dashboards > Show All Dashboards to display the list of dashboards in your environment. Click on
the options menu to the right of the desired dashboard and select Set as Home Page.

* Click on a dashboard from the list to open the dashboard. Click the drop-down menu in the upper corner
and select Set as Home Page.

Dashboard Features

Dashboards and widgets allow great flexibility in how data is displayed. Here are some
concepts to help you get the most from your custom dashboards.

Widget Naming

Widgets are automatically named based on the object, metric, or attribute selected for the first widget query. If
you also choose a grouping for the widget, the "Group by" attributes are included in the automatic naming
(aggregation method and metric).

Maximum cputime_active by agent_node_ip Cancel m

C B A

B4 A)Query ChartType: BarChart ¥ ChartColor: [ v DecimalPlaces: 2 ¥ Convert to Expression
Object  agent.node ¥ Metric cpu.time_active ¥ Display Unit: cpu.time_active (None)

B
Display Last24Hours ¥ Aggregated by = Last v Save Reset
Filter by Attribute
Filter by Metric
Group by | agent_node_ip X v aggregated by Maximum w Apply f(x) = Rank Top v 10

A C

Selecting a new object or grouping attribute updates the automatic name.
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If you do not want to use the automatic widget name, you can simply type a new name.

Widget Placement and Size

All dashboard widgets can be positioned and sized according to your needs for each particular dashboard.

Duplicating a Widget

In dashboard Edit mode, click the menu on the widget and select Duplicate. The widget editor is launched,
pre-filled with the original widget’s configuration and with a “copy” suffix in the widget name. You can easily
make any necessary changes and Save the new widget. The widget will be placed at the bottom of your
dashboard, and you can position it as needed. Remember to Save your dashboard when all changes are
complete.

Displaying Widget Legends

Most widgets on dashboards can be displayed with or without legends. Legends in widgets can be turned on or
off on a dashboard by either of the following methods:

* When displaying the dashboard, click the Options button on the widget and select Show Legends in the
menu.

As the data displayed in the widget changes, the legend for that widget is updated dynamically.

When legends are displayed, if the landing page of the asset indicated by the legend can be navigated to, the
legend will display as a link to that asset page. If the legend displays "all", clicking the link will display a query
page corresponding to the first query in the widget.

Transforming Metrics

Data Infrastructure Insights provides different transform options for certain metrics in widgets (specifically,
those metrics called "Custom" or Integration Metrics, such as from Kubernetes, ONTAP Advanced Data,
Telegraf plugins, etc.), allowing you to display the data in a number of ways. When adding transformable
metrics to a widget, you are presented with a drop-down giving the following transform choices:

None
Data is displayed as is, with no manipulation.

Rate
Current value divided by the time range since the previous observation.

Cumulative
The accumulation of the sum of previous values and the current value.

Delta
The difference between the previous observation value and the current value.

Delta rate
Delta value divided by the time range since the previous observation.

Cumulative Rate
Cumulative value divided by the time range since the previous observation.

Note that transforming metrics does not change the underlying data itself, but only the way that data is
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displayed.

Dashboard widget queries and filters

Queries

The Query in a dashboard widget is a powerful tool for managing the display of your data. Here are some
things to note about widget queries.

Some widgets can have up to five queries. Each query will plot its own set of lines or graphs in the widget.
Setting rollup, grouping, top/bottom results, etc. on one query does not affect any other queries for the widget.

You can click on the eye icon to temporarily hide a query. The widget display updates automatically when you
hide or show a query. This allows you to check your displayed data for individual queries as you build your
widget.

The following widget types can have multiple queries:

 Area chart
 Stacked area chart
¢ Line chart

* Spline chart

 Single value widget
The remaining widget types can have only a single query:

» Table

» Bar chart

* Box plot

» Scatter plot

Filtering in dashboard widget queries

Here are some things you can do to get the most out of your filters.

Exact Match Filtering

If you enclose a filter string in double quotes, Insight treats everything between the first and last quote as an
exact match. Any special characters or operators inside the quotes will be treated as literals. For example,
filtering for "*" will return results that are a literal asterisk; the asterisk will not be treated as a wildcard in this
case. The operators AND, OR, and NOT will also be treated as literal strings when enclosed in double quotes.

You can use exact match filters to find specific resources, for example hostname. If you want to find only the
hostname 'marketing' but exclude 'marketing01', 'marketing-boston’, etc., simply enclose the name "marketing"
in double quotes.

Wildcards and Expressions

When you are filtering for text or list values in queries or dashboard widgets, as you begin typing you are
presented with the option to create a wildcard filter based on the current text. Selecting this option will return
all results that match the wildcard expression. You can also create expressions using NOT or OR, or you can
select the "None" option to filter for null values in the field.
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kubernetes.pod v

Filter By =~ pod_name | ingest v X 9

Group pod_name x Create wildcard containing "ingest”
ci-service-datalake-ingestion-85bsbdfded-2gbwr

service-foundation-ingest-767dfd5sbfc-vxd5p

71 items found
None

Filters based on wildcards or expressions (e.g. NOT, OR, "None", etc.) display in dark blue in the filter field.
Items that you select directly from the list are displayed in light blue.

kubernetes.pod v

FillerBy = pod_name ci-service-audit-5f775dd975-bride X X v |X [ @

Group pod_name X v

3 items found

pod_name
ci-service-audit-5f775dd975-bridc
ci-service-datalake-ingestion-85b5bdfded-2gbwr

service-foundation-ingest-767dfd5bfc-vxd5p

Note that Wildcard and Expression filtering works with text or lists but not with numerics, dates or booleans.

Advanced Text Filtering with Contextual Type-Ahead Suggestions

Filtering in widget queries is contextual, when you select a filter value or values for a field, the other filters for

that query will show values relevant to that filter.
For example, when setting a filter for a specific object Name, the field to filter for Model will only show values

relevant to that object Name.

Contextual filtering also applies to dashboard page variables (text-type attributes or annotations only). When
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you select a filer value for one variable, any other variables using related objects will only show possible filter
values based on the context of those related variables.

Note that only Text filters will show contextual type-ahead suggestions. Date, Enum (list), etc. will not show
type-ahead suggestions. That said, you can set a filter on an Enum (i.e. list) field and have other text fields be
filtered in context. For example, selecting a value in an Enum field like Data Center, then other filters will show
only the models/names in that data center), but not vice-versa.

The selected time range will also provide context for the data shown in filters.

Choosing the filter units

As you type a value in a filter field, you can select the units in which to display the values on the chart. For
example, you can filter on raw capacity and choose to display in the deafult GiB, or select another format such
as TiB. This is useful if you have a number of charts on your dashboard showing values in TiB and you want all
your charts to show consistent values.

capacity.raw by Storage

A)Query | Storage.performance.capacity.raw -

Filter By - capacity.raw | 100 X | To
Group || by @ Storage gibibyte (GiE) - default ‘ﬂ:up
Display: LineChart « Units 1ln:
bit (b)
kibibyte (KiB)

capacity.raw (TiB)
30623 mebibyte (MiB)

34170688 gibibyte (GiB) —

tahibeda (TiE]
292 BEITE

Mone
244 14083
185.3125
145 45438
7-:00 PM 7:00 AM (3. Dec) 700 PM

Additional Filtering Refinements

The following can be used to further refine your filters.

» An asterisk enables you to search for everything. For example,

vol*rhel

displays all resources that start with "vol" and end with "rhel".
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* The question mark enables you to search for a specific number of characters. For example,

BOS-PRD??-S12

displays BOS-PRD12-S12, BOS-PRD13-S12, and so on.

* The OR operator enables you to specify multiple entities. For example,

FAS2240 OR CX600 OR FAS3270

finds multiple storage models.

* The NOT operator allows you to exclude text from the search results. For example,

NOT EMC*

finds everything that does not start with "EMC". You can use

NOT *

to display fields that contain no value.

Identifying objects returned by queries and filters

The objects returned by queries and filters look similar to those shown in the following illustration. Objects with

'tags' assigned to them are annotations while the objects without tags are performance counters or object
attributes.

Filter By (7]
Group [ ¢ [ IOF ]
Display: Attributes

QOS5 I0OPS_max

\OPS - Total(t0]  MeTIES
L IOPS - Max
IOPS - Other
1.6k
IOPS - Read -
—
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Grouping and Aggregation

Grouping (Rolling Up)

Data displayed in a widget is grouped (sometimes called rolled-up) from the underlying data points collected
during acquisition. For example, if you have a line chart widget showing Storage IOPS over time, you might
want to see a separate line for each of your data centers, for a quick comparison. You can choose to group this
data in one of several ways:

» Average: displays each line as the average of the underlying data.

* Maximum: displays each line as the maximum of the underlying data.

* Minimum: displays each line as the minimum of the underlying data.

« Sum: displays each line as the sum of the underlying data.

» Count: displays a count of objects that have reported data within the specified time frame. You can choose

the Entire Time Window as determined by the dashboard time range.

Steps
To set the grouping method, do the following.

1. In your widget’s query, choose an asset type and metric (for example, Storage) and metric (such as
Performance IOPS Total).

2. For Group, choose a roll up method (such as Average) and select the attributes or metrics by which to roll
up the data (for example, Data Center).

The widget updates automatically and shows data for each of your data centers.

You can also choose to group all of the underlying data into the chart or table. In this case, you will get a single
line for each query in the widget, which will show the average, min, max, sum, or count of the chosen metric or
metrics for all of the underlying assets.

Clicking the legend for any widget whose data is grouped by "All" opens a query page showing the results of
the first query used in the widget.

If you have set a filter for the query, the data is grouped based on the filtered data.

Note that when you choose to group a widget by any field (for example, Model), you will still need to Filter by
that field in order to properly display the data for that field on the chart or table.

Aggregating data

You can further align your time-series charts (line, area, etc.) by aggregating data points into minute, hour, or
day buckets before that data is subsequently rolled up by attribute (if chosen). You can choose to aggregate
data points according to their Average, Maximum, Minimum, Sum, or Count.

A small interval combined with a long time range may result in an "Aggregation interval resulted in too many
data points." warning. You might see this if you have a small interval and increase the dashboard time frame to

7 days. In this case, Insight will temporarily increase the aggregation interval until you select a smaller time
frame.

You can also aggregate data in the bar chart widget and single-value widget.

Most asset counters aggregate to Average by default. Some counters aggregate to Max, Min, or Sum by
default. For example, port errors aggregate to Sum by default, where storage IOPS aggregate to Average.
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Showing Top/Bottom Results

In a chart widget, you can show either the Top or Bottom results for rolled up data, and choose the number of
results shown from the drop-down list provided. In a table widget, you can sort by any column.

Chart widget top/bottom

In a chart widget, when you choose to rollup data by a specific attribute, you have the option of viewing either
the top N or bottom N results. Note that you cannot choose the top or bottom results when you choose to rollup
by all attributes.

You can choose which results to display by choosing either Top or Bottom in the query’s Show field, and
selecting a value from the list provided.

Table widget show entries

In a table widget, you can select the number of results shown in the table results. You are not given the option
to choose top or bottom results because the table allows you to sort ascending or descending by any column
on demand.

You can choose the number of results to show in the table on the dashboard by selecting a value from the
query’s Show entries field.

Grouping in Table Widget

Data in a table widget can be grouped by any available attribute, allowing you to see an overview of your data,
and to drill-down into it for more detail. Metrics in the table are rolled up for easy viewing in each collapsed row.

Table widgets allow you to group your data based on the attributes you set. For example, you might want your
table to show total storage IOPS grouped by the data centers in which those storages live. Or you might want
to display a table of virtual machines grouped according to the hypervisor that hosts them. From the list, you
can expand each group to view the assets in that group.

Grouping is only available in the Table widget type.

Grouping example (with rollup explained)

Table widgets allow you to group data for easier display.

In this example, we will create a table widget showing all VMs grouped by Data Center.

Steps

1. Create or open a dashboard, and add a Table widget.

2. Select Virtual Machine as the asset type for this widget.

3. Click on the Column Selector and choose Hypervisor name and IOPS - Total.
Those columns are now displayed in the table.

4. Let's disregard any VM’s with no IOPS, and include only VMs that have total IOPS greater than 1. Click the
Filter by [+] button and select IOPS - Total. Click on Any, and in the from field, type 1. Leave the to field
empty. Hit Enter ot click off the filter field to apply the filter.

The table now shows all VMs with Total IOPS greater than or equal to 1. Notice that there is no grouping in
the table. All VMs are shown.
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5. Click the Group by [+] button.
You can group by any attribute or annotation shown. Choose All to display all VMs in a single group.

Any column header for a performance metric displays a "three dot" menu containing a Roll up option. The
default roll up method is Average. This means that the number shown for the group is the average of all the
Total IOPS reported for each VM inside the group. You can choose to roll this column up by Average, Sum,
Minimum or Maximum. Any column that you display that contains performance metrics can be rolled up
individually.

G
IO Density - Total B
Foem I P

Roll Up by Avg -

Avg
238.15 Wl
20,44

Min
.44

Sum

6. Click All and select Hypervisor name.
The VM list is now grouped by Hypervisor. You can expand each hypervisor to view the VMs hosted by it.

7. Click Save to save the table to the dashboard. You can resize or move the widget as desired.

8. Click Save to save the dashboard.

Performance data roll up

If you include a column for performance data (for example, /OPS - Total) in a table widget, when you choose to
group the data you can then choose a roll up method for that column. The default roll up method is to display
the average (avg) of the underlying data in the group row. You can also choose to display the sum, minimum,
or maximum of the data.

Dashboard time range selector

You can select the time range for your dashboard data. Only data relevant to the selected time range will be
displayed in widgets on the dashboard. You can select from the following time ranges:

 Last 15 Minutes

* Last 30 Minutes

 Last 60 Minutes

e Last 2 Hours
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 Last 3 Hours (this is the default)

 Last 6 Hours

» Last 12 Hours

 Last 24 Hours

* Last 2 Days

* Last 3 Days

* Last 7 Days

» Last 30 Days

» Custom time range
The Custom time range allows you to select up to 31 consecutive days. You can also set the Start Time
and End Time of day for this range. The default Start Time is 12:00 AM on the first day selected and the

default End Time is 11:59 PM on the last day selected. Clicking Apply will apply the custom time range to
the dashboard.

Overriding Dashboard Time in Individual widgets

You can override the main dashboard time range setting in individual widgets. These widgets will display data
based on their set time frame, not the dashboard time frame.

To override the dashboard time and force a widget to use its own time frame, in the widget’s edit mode choose
the deisired time range, and Save the widget to the dashboard.

The widget will display its data according to the time frame set for it, regardless of the time frame you select on
the dashboard itself.

The time frame you set for one widget will not affect any other widgets on the dashboard.

Jashb... (O Last 3 Hours v

C 10m :
Set to ONE_DAY

IN /e

Primary and Secondary Axis

Different metrics use different units of measurements for the data they report in a chart. For example, when
looking at IOPS, the unit of measurement is the number of 1/0 operations per second of time (IO/s), while
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Latency is purely a measure of time (milliseconds, microseconds, seconds, etc.). When charting both metrics
on a single line chart using a single set a values for the Y-Axis, the latency numbers (typically a handful of
milliseconds) are charted on the same scale with the IOPS (typically numbering in the thousands), and the
latency line gets lost at that scale.

But it is possible to chart both sets of data on a single meaningful graph, by setting one unit of measurement
on the primary (left-side) Y-axis, and the other unit of measurement on the secondary (right-side) Y-axis. Each
metric is charted at its own scale.

Steps
This example illustrates the concept of Primary and Secondary axes in a chart widget.

1. Create or open a dashboard. Add a line chart, spline chart, area chart or stacked area chart widget to the
dashboard.

2. Select an asset type (for example Storage) and choose /OPS - Total for your first metric. Set any filters you
like, and choose a roll-up method if desired.

The IOPS line is displayed on the chart, with its scale shown on the left.
3. Click [+Query] to add a second line to the chart. For this line, choose Latency - Total for the metric.

Notice that the line is displayed flat at the bottom of the chart. This is because it is being drawn at the same
scale as the I0PS line.

4. In the Latency query, select Y-Axis: Secondary.

The Latency line is now drawn at its own scale, which is displayed on the right side of the chart.

iiij
R
E

IOPS vs Latency (Axis Example)

Expressions in widgets

In a dashboard, any time series widget (line, spline, area, stacked area) bar chart, column chart, pie chart, or
table widget allows you to build expressions from metrics you choose, and show the result of those
expressions in a single graph (or column in the case of the table widget). The following examples use
expressions to solve specific problems. In the first example, we want to show Read IOPS as a percentage of
Total IOPS for all storage assets in our environment. The second example gives visibility into the "system" or
"overhead" IOPS that occur in your environment—those IOPS that are not directly from reading or writing data.

You can use variables in expressions (for example, $Var1 * 100)
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Expressions Example: Read IOPS percentage

In this example, we want to show Read IOPS as a percentage of Total IOPS. You can think of this as the
following formula:

Read Percentage = (Read IOPS / Total IOPS) x 100

This data can be shown in a line graph on your dashboard. To do this, follow these steps:

Steps
1. Create a new dashboard, or open an existing dashboard in edit mode.
2. Add a widget to the dashboard. Choose Area chart.

The widget opens in edit mode. By default, a query is displayed showing /IOPS - Total for Storage assets. If
desired, select a different asset type.

3. Click the Convert to Expression link on the right.

The current query is converted to Expression mode. Notice that you cannot change the asset type while in

Expression mode. While you are in Expression mode, the link changes to Revert to Query. Click this if you
wish to switch back to Query mode at any time. Be aware that switching between modes will reset fields to

their defaults.

For now, stay in Expression mode.

4. The IOPS - Total metric is now in the alphabetic variable field "a". In the "b" variable field, click Select and
choose IOPS - Read.

You can add up to a total of five alphabetic variables for your expression by clicking the + button following
the variable fields. For our Read Percentage example, we only need Total IOPS ("a") and Read IOPS ("b").

5. In the Expression field, you use the letters corresponding to each variable to build your expression. We
know that Read Percentage = (Read IOPS / Total IOPS) x 100, so we would write this expression as:

(b / a) * 100

6. The Label field identifies the expression. Change the label to "Read Percentage", or something equally
meaningful for you.

7. Change the Units field to "%" or "Percent".

The chart displays the IOPS Read percentage over time for the chosen storage devices. If desired, you can
set afilter, or choose a different rollup method. Be aware that if you select Sum as the rollup method, all
percentage values are added together, which potentially may go higher than 100%.

8. Click Save to save the chart to your dashboard.

Expressions example: "System" 1/0

Example 2: Among the metrics collected from data sources are read, write, and total IOPS. However, the total
number of IOPS reported by a data source sometimes includes "system" IOPS, which are those IO operations
that are not a direct part of data reading or writing. This system I/O can also be thought of as "overhead" /O,
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necessary for proper system operation but not directly related to data operations.
To show these system I/Os, you can subtract read and write IOPS from the total IOPS reported from
acquisition. The formula might look like this:

System IOPS = Total IOPS - (Read IOPS + Write IOPS)

This data can then be shown in a line graph on your dashboard. To do this, follow these steps:

Steps
1. Create a new dashboard, or open an existing dashboard in edit mode.

2. Add a widget to the dashboard. Choose Line chart.

The widget opens in edit mode. By default, a query is displayed showing /IOPS - Total for Storage assets. If
desired, select a different asset type.

3. In the Roll Up field, choose Sum by All.
The Chart displays a line showing the sum of total IOPS.

4. Click the Duplicate this Query icon to create a copy of the query.
A duplicate of the query is added below the original.

5. In the second query, click the Convert to Expression button.

The current query is converted to Expression mode. Click Revert to Query if you wish to switch back to
Query mode at any time. Be aware that switching between modes will reset fields to their defaults.

For now, stay in Expression mode.

6. The IOPS - Total metric is now in the alphabetic variable field "a". Click on /OPS - Total and change it to
IOPS - Read.

7. In the "b" variable field, click Select and choose /OPS - Write.

8. In the Expression field, you use the letters corresponding to each variable to build your expression. We
would write our expression simply as:

In the Display section, choose Area chart for this expression.

9. The Label field identifies the expression. Change the label to "System IOPS", or something equally
meaningful for you.

The chart displays the total IOPS as a line chart, with an area chart showing the combination of read and
write IOPS below that. The gap between the two shows the IOPS that are not directly related to data read
or write operations. These are your "system" IOPS.

10. Click Save to save the chart to your dashboard.
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To use a variable in an expression, simply type the variable name, for example, $var? * 100. Only numeric
variables can be used in expressions.

Expressions in a Table Widget

Table widgets handle expressions a little differently. You can have up to five expressions in a single table
widget, each of which is added as a new column to the table. Each expression can include up to five values on
which to perform its calculation. You can easily name the column something meaningful.

A) Expression

ﬂ iops.total A “ iops.read v X Bl Expression | b/a Celumn Label = Read 10Ps aver Total

Variables

Variables allow you to change the data displayed in some or all widgets on a dashboard at once. By setting
one or more widgets to use a common variable, changes made in one place cause the data displayed in each
widget to update automatically.

Dashboard variables come in several types, can be used across different fields, and must follow rules for
naming. These concepts are explained here.

Variable types

A variable can be one the following types:

« Attribute: Use an object’s attributes or metrics to filter

* Annotation: Use a pre-defined Annotation to filter widget data.

» Text: An alphanumeric string.

* Numerical: A number value. Use by itself, or as a "from" or "to" value, depending on your widget field.

» Boolean: Use for fields with values of True/False, Yes/No, etc. For the boolean variable, the choices are
Yes, No, None, Any.

» Date: A date value. Use as a "from" or "to" value, depending on your widget’s configuration.
|
+ variables

Aftribute

Annotation

Text

Number

Boolean

Date
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Attribute variables

Selecting an Attribute type variable allows you to filter for widget data containing the specified attribute value or
values. The example below shows a line widget displaying free memory trends for Agent nodes. We have
created a variable for Agent Node IPs, currently set to show all IPs:

All b
Widget 1 C 2h
13bn
10bn
3bn
mem

T LA A e v

21 Jun 29 Jun 7. dul 15. Jul

But if you temporarily want to see only nodes on individual subnets in your environment, you can set or change
the variable to a specific Agent Node IP or IPs. Here we are viewing only the nodes on the "123" subnet:
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*123* X X v

Widget 1 C 2h
12bn

10bn

obn

4bn

2bn L—LF_W-P-'L’

Obn

21, Jun 29 Jun 7. dul 15. Jul

You can also set a variable to filter on all objects with a particular attribute regardless of object type, for
example objects with an attribute of "vendor", by specifying *.vendor in the variable field. You do not need to
type the "*."; Data Infrastructure Insights will supply this if you select the wildcard option.

Attribute bt

vendor b

Objects containing "vendor”
Dizk.vendor
GenericDevicevendor
Storage.vendor
StoragePoolvendorTier
Switch.vendor

Tape.vendor
InternalVolume.storagevendor

netapp_ontap.disk_constituentvender

When you drop-down the list of choices for the variable value, the results are filtered so show only the
available vendors based on the objects on your dashboard.
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Attribute *

*wendor b

All hd

vendor

Filter automatically . NETAPP
MetApp

PLIANT
SEAGATE

Unknown

Mone

If you edit a widget on your dashboard where the attribute filter is relevant (meaning, the widget’s objects
contain any *.vendor attribute), it shows you that the attribute filter is automatically applied.
Count of Storages

« Al Query  Storage performande.iops tatal -

FtarBy - nams | Al v B venger Ngiaps Be

Group Count - More Dptions Thes 1 @ AR RaTCa by SOEEiad Tnee It om
danhbriart wadlabiay

Fermatting: lfvalucils = - dk Waming: Gplonal s wndjor i Critieal | Cptona W0ys Showing & In Range a3 green

Description | = g Total OPL Calculation & Recet Defaults

Decimal Places: O *  Undts Displayed in:  Whele Humber *

14

Applying variables is as easy as changing the attribute data of your choice.

Annotation variables

Choosing an Annotation variable allows you to filter for objects associated with that annotation, for example,
those belonging to the same Data Center.
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Annotation X

Data Center v
Data Center All v
Filter automatically Boston
London
Mone

Text, Number, Date, or Boolean variable

You can create generic variables that are not associated with a particular attribute by selecting a variable type
of Text, Number, Boolean, or Date. Once the variable has been created, you can select it in a widget filter field.
When setting a filter in a widget, in addition to specific values that you can select for the filter, any variables that
have been created for the dashboard are displayed in the list—these are grouped under the "Variables" section
in the drop-down and have names starting with "$". Choosing a variable in this filter will allow you to search for

values that you enter in the variable field on the dashboard itself. Any widgets using that variable in a filter will
be updated dynamically.

Disk v
FilterBy - Mame | All b X-
0a.16
0a.17
324 items found 0a.18
0a.15
Disk 03.20
0a.16 0a.21
0a.22
-
0a.17 0a.23 .
0a.18 Variables
0a.18 Sagent_node_ip
Swvarl
0a.1%
Mane

Variable Filter Scope

When you add an Annotation or Attribute variable to your dashboard, the variable can be applied to all widgets
on the dashboard, meaning that all widgets on your dashboard will display results filtered according to the
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value you set in the variable.

Annotation x
Division v
Division All v

Filter automatically o (70 Automatically filter all widgets in the dashboard using this variable

Note that only Attribute and Annotation variables can be filtered automatically like this. Non-Annotation or
-Attribute variables cannot be automatically filtered. Individual widgets must each be configured to use
variables of these types.

To disable automatic filtering so that the variable only applies to the widgets where you have specifically set it,
click the "Filter automatically" slider to disable it.

To set a variable in an individual widget, open the widget in edit mode and select the specific annotation or
attribute in the Filter By field. With an Annotation variable, you can select one or more specific values, or select
the Variable name (indicated by the leading "$") to allow typing in the variable at the dashboard level. The
same applies to Attribute variables. Only those widgets for which you set the variable will show the filtered
results.

Filtering in variables is contextual, when you select a filter value or values for a variable, the other variables on
your page will show only values relevant to that filter.

For example, when setting a variable filter to a specific storage Model, any variables set to filter for storage
Name will only show values relevant to that Model.

To use a variable in an expression, simply type the variable name as part of the expression, for example, $var?
*100. Only Numeric variables can be used in expressions. You cannot use numeric Annotation or Attribute
variables in expressions.

Filtering in variables is contextual; when you select a filter value or values for a variable, the other variables on
your page will show only values relevant to that filter.

For example, when setting a variable filter to a specific storage Model, any variables set to filter for storage
Name will only show values relevant to that Model.

Variable naming
Variables names:

* Must include only the letters a-z, the digits 0-9, period (.), underscore (_), and space ().
« Cannot be longer than 20 characters.

« Are case-sensitive: $CityName and $cityname are different variables.

» Cannot be the same as an existing variable name.

» Cannot be empty.

Formatting Gauge Widgets

The Solid and Bullet Gauge widgets allow you to set thresholds for Warning and/or Critical levels, providing
clear representation of the data you specify.
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Widget 12 Ovemride Dashboard Time ; A x

v A) Query Storage.performance.iops.total it (=

Filter By

Group -~ Avg v Time aggregateby  Avg ¥  Less Options

Formatting: lfvalusis = - A Waming 500 10/s and/or @ Critical 1000 i0/s Showing @ In Range as green
Description  10PS-Total Calculation A MinValue OCptions MaxValue 1200
Display: BulletGauge ¥ DecimalPlaces: 2 ¥ Color K Units Displayed In: Auto Format «
= -
904.21 10/s
200 450 500 800 tk =
Cancel Save

To set formatting for these widgets, follow these steps:
1. Choose whether you want to highlight values greater than (>) or less than (<) your thresholds. In this
example, we will highlight values greater than (>) the threshold levels.

2. Choose a value for the "Warning" threshold. When the widget displays values greater than this level, it
displays the gauge in orange.

3. Choose a value for the "Critical" threshold. Values greater than this level will cause the gauge to display in
red.

You can optionally choose a minimum and maximum value for the gauge. Values below minimum will not
display the gauge. Values above maximum will display a full gauge. If you do not choose minimum or
maximum values, the widget selects optimal min and max based on the widget’s value.

Traditional Gauge widget

&

439.09i0/=
oH 600

MOPS - Toal
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Bullet Gauge widget

— b
509.09|0/=

200 L) 400 300

Formatting Single-Value Widget

in the Single-Value widget, in addition to setting Warning (orange) and Critical (red) thresholds, you can choose
to have "In Range" values (those below Warning level) shown with either green or white background.

Single Value Widget : Single-Value widget with formatting

1 0-0561 373.54IO/5

Average User CPU Usage IOPS - Total

Clicking the link in either a single-value widget or a gauge widget will display a query page corresponding to
the first query in the widget.

Formatting Table Widgets

Like single-value and gauge widgets, you can set conditional formatting in table widgets, allowing you to
highlight data with colors and/or special icons.

(D Conditional Formatting is not currently available in Data Infrastructure Insights Federal Edition.

Conditional Formatting allows you to set and highlight Warning-level and Critical-level thresholds in table
widgets, bringing instant visibility to outliers and exceptional data points.
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14 items found in 1 group

Table Row Grouping Expandad Detsil Metiics & Attributes

= Storage Pool capacityRatio.used (%) n capacity.provisioned (GiB)
All (14)
@ At I .
= rip-sa-cl06-02:aggr_datal_rtp_sa_cl06_02 0.79
> Unit Display
- rtp-sa-cl06-01:aggr_datal_rtp_sa_cl06_01 2.45
 Conditienal Formatting Reset
- rtp-sa-cl08-02:aggr0_rtp_sa_cl06_02_root
Ifvalueis > {Greaterthan) v
- rtp-sa-cl06-01:3ggr0_rtp_sa_cl06_01_root
A\ Warning 70 %
© critical El %

Formatting: Show Expanded Details ~ Coenditional Formatting  Background Color + lcon v @ [ ] show © InRange as green

? Rename Column

Conditional formatting is set separately for each column in a table. For example, you can choose one set of
thresholds for a capacity column, and another set for a throughput column.

If you change the Unit Display for a column, the conditional formatting remains and reflects the change in
values. The images below show the same conditional formatting even though the display unit is different.

capacity.used (GiB) 1 n throughput.total (MiB/s)

? Agzregation

? Unit Display

* Conditional Formatting Reset
If value is = (Greater than) hd
667172
A Warning 8000 GiB
O Critical 10000 GiB

» Rename Column
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capacity.used (TiB) n throughput.total (MiB/s)

> Aggregation

“ Unit Display

Basze Unit gibibyte (GiB)

Displayed In tebibyte (TiB) v

BILNDYLE 1OIny

“ Conditional Formatt  3830yte (GE)

Ifvalue iz tebibyte (Tig)

A Warning terabyte (TE)

© Critical pebibyte (FiB)
petabyte (PE)

— izl L fTarh
? Rename Column

You can choose whether to display condition formatting as color, icons, or both.

Choosing the Unit for Displaying Data

Most widgets on a dashboard allow you to specify the Units in which to display values, for example Megabytes,
Thousands, Percentage, Milliseconds (ms), etc. In many cases, Data Infrastructure Insights knows the best

format for the data being acquired. In cases where the best format is not known, you can set the format you
want.

In the line chart example below, the data selected for the widget is known to be in bytes (the base IEC Data
unit: see the table below), so the Base Unit is automatically selected as 'byte (B)'. However, the data values are
large enough to be presented as gibibytes (GiB), so Data Infrastructure Insights by default auto-formats the

values as GiB. The Y-axis on the graph shows 'GiB' as the display unit, and all values are displayed in terms of
that unit.

A) Query | agent.node.mem.used.total '|

Transform None ~ @  FilterBy

Group ~ Avg v by| node.name X ¥ | Show Bottom ¥ 5 ¥  More Options Reset Defat

Display: LineChart ¥  Y-axis: FPrimary ¥  Units Displayed In: Auto Format ¥

mem.used.total (GiB)

2 DisplayedIn  Auto Format v

et e i S

2

Base Unit ‘ byte (B) v ’

1:15 AM 11:20 AM 11:25 AM 11:30 AM 11:35 AM 11:40 AM 11:45 AM
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If you want to display the graph in a different unit, you can choose another format in which to display the
values. Since the base unit in this example is byte, you can choose from among the supported "byte-based"
formats: bit (b), byte (B), kibibyte (KiB), mebibyte (MiB), gibibyte (GiB). The Y-Axis label and values change
according to the format you choose.

A) Query agent.node.mem.used.total ¥

Transform  None ~ @  FilterBy

Group - Avg ¥ by | node.name X v | Show Top v |5 v  More Options Reset Default
Display: LineChart ¥  Y-axis: Units Displayed In:  Auto Format ¥

Base Unit byte (B) v

mem.used.total (GiB)
20 DisplayedIn  Auto Format v

Auto Format

bit (b)
10 byte (B)
kibibyte (KiB)
’ 9:30 AM 9:45 AM 10:00 AM 10:15 AM 10:30An  Mebibyte (MiB) 11:00 AM
— node.name=ip-10-30-2 — node.n:  gibibyte (GiB) 2zip-10-30-2 -
0-206.ec2.internal 0-14.ecz.umernan v-r1o.eczriternal

In cases where the base unit is not known, you can assign a unit from among the available units, or type in
your own. Once you assign a base unit, you can then select to display the data in one of the appropriate
supported formats.

Auto Format +

Base Unit ‘ |bit/sec (b/s) v ’

Displayed In Data Rate (IEC)

bit/sec (b/s)

byte/sec (B/s)

kibibyte/sec (KiB/s)

mebibyte/sec (MiB/s) | —

gibibyte/sec (GiB/s)

10:30 AM 11:00 A

To clear out your settings and start again, click on Reset Defaults.

A word about Auto-Format

Most metrics are reported by data collectors in the smallest unit, for example as a whole number such as
1,234,567,890 bytes. By default, Data Infrastructure Insights will automatically format the value for the most

readable display. For example a data value of 1,234,567,890 bytes would be auto formatted to 1.23 Gibibytes.

You can choose to display it in another format, such as Mebibytes. The value will display accordingly.
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@ Data Infrastructure Insights uses American English number naming standards. American
"billion" is equivalent to "thousand million".

Widgets with multiple queries

If you have a time-series widget (i.e. line, spline, area, stacked area) that has two queries where both are
plotted the primary Y-Axis, the base unit is not shown at the top of the Y-Axis. However, if your widget has a
query on the primary Y-Axis and a query on the secondary Y-Axis, the base units for each are shown.

If your widget has three or more queries, base units are not shown on the Y-Axis.

Available Units

The following table shows all the available units by category.

Category Units

Currency cent
dollar

Data(IEC) bit
byte
kibibyte
mebibyte
gibibyte
tebibyte
pebibyte
exbibyte

DataRate(IEC) bit/sec
byte/sec
kibibyte/sec
mebibyte/sec
gibibyte/sec
tebibyte/sec
pebibyte/sec

Data(Metric) kilobyte
megabyte
gigabyte
terabyte
petabyte
exabyte
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DataRate(Metric)

IEC

Decimal

Percentage

Time

Temperature

Frequency

CPU

Throughput

kilobyte/sec
megabyte/sec
gigabyte/sec
terabyte/sec
petabyte/sec
exabyte/sec

kibi
mebi
gibi
tebi
pebi
exbi

whole number
thousand
million

bilion

trillion
percentage

nanosecond
microsecond
millisecond
second
minute

hour

celsius
fahrenheit

hertz
kilohertz
megahertz
gigahertz

nanocores
microcores
millicores
cores
kilocores
megacores
gigacores
teracores
petacores
exacores

I/O ops/sec
ops/sec
requests/sec
reads/sec
writes/sec
ops/min
reads/min
writes/min
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TV Mode and Auto-Refresh

Data in widgets on Dashboards and Asset Landing Pages auto-refresh according a refresh interval determined
by the Dashboard Time Range selected. The refresh interval is based on whether the widget is time-series
(line, spline, area, stacked area chart) or non-time-series (all other charts).

Dashboard Time Range Time-Series Refresh Interval Non-Time-Series Refresh Interval
Last 15 Minutes 10 Seconds 1 Minute
Last 30 Minutes 15 Seconds 1 Minute
Last 60 Minutes 15 Seconds 1 Minute
Last 2 Hours 30 Seconds 5 Minutes
Last 3 Hours 30 Seconds 5 Minutes
Last 6 Hours 1 Minute 5 Minutes
Last 12 Hours 5 Minutes 10 Minutes
Last 24 Hours 5 Minutes 10 Minutes
Last 2 Days 10 Minutes 10 Minutes
Last 3 Days 15 Minutes 15 Minutes
Last 7 Days 1 Hour 1 Hour
Last 30 Days 2 Hours 2 Hours

Each widget displays its auto-refresh interval in the upper-right corner of the widget.
Auto-refresh is not available for Custom dashboard time range.

When combined with TV Mode, auto-refresh allows for near-real-time display of data on a dashboard or asset
page. TV Mode provides an uncluttered display; the navigation menu is hidden, providing more screen real
estate for your data display, as is the Edit button. TV Mode ignores typical Data Infrastructure Insights
timeouts, leaving the display live until logged out manually or automatically by authorization security protocols.

Because NetApp BlueXP has its own user login timeout of 7 days, Data Infrastructure Insights
must log out with that event as well. You can simply log in again and your dashboard will
continue to display.

+ To activate TV Mode, click the TV Mode button.
» To disable TV Mode, click the Exit button in the upper left of the screen.

You can temporarily suspend auto-refresh by clicking the Pause button in the upper right corner. While paused,
the dashboard time range field will display the paused data’s active time range. Your data is still being acquired
and updated while auto-refresh is paused. Click the Resume button to continue auto-refreshing of data.

m Feb 24,2020-Feb 25,2020 o
3:42 Pl

2
M 342 PM

Dashboard Groups

Grouping allows you to view and manage related dashboards. For example, you can have a dashboard group
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dedicated to the storage in your environment. Dashboard groups are managed on the Dashboards > Show
All Dashboards page.

Dashboard Groups (3) 4 Dashboards (7)

Q, search groups.. Name T
All Dashboards {60 Dashboard - Storage Cost

Dashboard - Storage 10 Detail
My Dashboards (11

Dashboard - Storage Overview
Storage Group (7)
Gauges Storage Performance
Storage Admin - Which nodes are in high demand?

Storage Admin - Which pools are in high demand?

Storage I0Ps

Two groups are shown by default:

« All Dashboards lists all the dashboards that have been created, regardless of owner.

* My Dashboards lists only those dashboards created by the current user.
The number of dashboards contained in each group is shown next to the group name.

To create a new group, click the "+" Create New Dashboard Group button. Enter a name for the group and
click Create Group. An empty group is created with that name.

To add dashboards to the group, click the All Dashboards group to show all dashboards in your environment,
of click My Dashboards if you only want to see the dashboards you own, and do one of the following:

» To add a single dashboard, click the menu to the right of the dashboard and select Add to Group.

« To add multiple dashboards to a group, select them by clicking the checkbox next to each dashboard, then
click the Bulk Actions button and select Add to Group.

Remove dashboards from the current group in the same manner by selecting Remove From Group. You can
not remove dashboards from the All Dashboards or My Dashboards group.

Removing a dashboard from a group does not delete the dashboard from Data Infrastructure
Insights. To completely remove a dashboard, select the dashboard and click Delete. This
removes it from any groups to which it belonged and it is no longer available to any user.

Pin your Favorite Dashboards

You can further manage your dashboards by pinning favorite ones to the top of your dashboard list. To pin a
dashboard, simply click the thumbtack button displayed when you hover over a dashboard in any list.

Dashboard pin/unpin is an individual user preference and independent of the group (or groups) to which the
dashboard belongs.
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Dashboards (7)

Mame T

« Dashboard - Storage COverview
«  Storage Admin - Which nodes are in high demand?
« Storage IOPs

Dashboard - Storage Cost

Dashboard - Storage 10 Detail

Gauges Storage Performance

Storage Admin - Which pools are in high demand?

Dark Theme

You can choose to display Data Infrastructure Insights using either a light theme (the default), which displays
most screens using a light background with dark text, or a dark theme which displays most screens using a
dark background with light text.

To switch between light and dark themes, click the username button in the upper right corner of the screen and
choose the desired theme.

Switch to Dark Mode

Log Out

Dark Theme Dashboard view:
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Cloud Insights (mal) (C—)  Getting Staried ¥

pik2gis / Dashboards / ONTAP FAS/AFF - Capacity Utilization

ONTAP FAS/AFF Raw Capacity Total Z2h Raw Capacity by ONTAP FAS/AFF Top 10

399.12. N NN

Total Capacity - Raw

Apgregate Capacity Usage - Ratio 2 Ageregate Capacity Free 2 Apgregate Capacity Top 5

& aomin
CLOUD SECURE 191.17 B

CapacityFree

o= =
. Aggregate Capacdity Total

245.01+

CapacityFree

FlexVol Capacity Usage - Ratio 2 FlexVol Capacity Free 2 FlexVol Capacity Top 5

155.13w

Capacity Free

FlexVol Capacity Total

Light Theme Dashboard view:

pikZes | Dashboards / ONTAP FAS/AFF - Capacity Utilization (® tss30Days = 0O 76w -

ONTAP FAS/AFF Raw Capacity Total S Raw Capacity by ONTAP FAS/AFF Top 10 < 2h
© Dpasusosros

oo 399.12,, . N

ALERTS

B aroms @ Total Capacity - Raw
X manas
Aggregate Capacity Usage - Ratio =2 Aggregate Capacity Free T Aggregate Capacity Top 5 = 2h
43 oM 2]
CLOUD SECURE a8 191.18TB
@ ce _ o [
- _ S Aggregate Capacity Total z
245.01n .
FlexVol Capacity Usage - Ratio o3 FlexVol Capacity Free Tz FlexVol Capacity Top 5 Zih
155.13
4 nimize Capacity Free
: . sl FlexVol Capacity Total = an
@ Some screen areas, such as certain widget charts, still show light backgrounds even while
viewed in dark theme.

Line Chart interpolation

Different data collectors often poll their data at different intervals. For example, data collector A may poll every
15 minutes while data collector B polls every five minutes. When a line chart widget (also spline, area, and

stacked area charts) is aggregating this data from multiple data collectors into a single line (for example, when
the widget is grouping by "all"), and refreshing the line every five minutes, data from collector B may be shown
accurately while data from collector A may have gaps, thus affecting the aggregate until collector A polls again.
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To alleviate this, Data Infrastructure Insights interpolates data when aggregating, using the surrounding data
points to take a "best guess" at data until data collectors poll again. You can always view each data collector’s
object data individually by adjusting the widget’s grouping.

Interpolation Methods

When creating or modifying a line chart (or spline, area, or stacked area chart), you can set the interpolation
method to one of three types. In the "Group by" section, choose the desired Interpolation.

Group by | All ¥ | aggregated by | Average - Apply fix) - Interpolation Llinear -

Mone
Linear

Stair

* None: Do nothing, i.e. do not generate points in between.

Mo Interpolation

ED

40

S:00:00 AR 9:05:00 AR 210000 A8 91500 AN 9:20000 AM 9:25:00 AM 2:30:00 AR 9:35:00 AM 9:40:00 AM 94500 A0 9:50:00 AM 95500 AN 10:00:00
AR

e T 1

« Stair: A point is generated from the value of previous point. In a straight line, this would display as a typical
"stair" layout.
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Stair Interpalation

900 00 AM 9:05:00 AM 210000 AN 9:15:00 AM 92000 AR 2:25:00 AM 9:30:00 AM 93500 AM 9:40:00 AM 9:45:00 A 350000 AM 9:55:00 AM  10:00:00
Al

e i Ui 1

* Linear: a point is generated as the value in between connecting the two points. Generates a line that looks
like the line connecting the two points, but with additional (interpolated) data points.

Linear Interpolation

a0
70
&0
50
40
30
20
10

i}
SO000 AN 90500 AN 2210000 A3 91500 AM 920000 AR 9:25:00 AM 23000 AN 3500 AM 94000 AM 94500 AM 95000 AM 9:55:00 AN 10:00:00
B

e W lume 4

Sample Dashboards

Dashboard Example: Virtual Machine Performance

There are many challenges facing IT operations today. Administrators are being asked to
do more with less, and having full visibility into your dynamic data centers is a must. In
this example, we will show you how to create a dashboard with widgets that give you
operational insights into the virtual machine (VM) performance in your environment. By
following this example, and creating widgets to target your own specific needs, you can
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do things like visualizing backend storage performance compared to frontend virtual
machine performance, or viewing VM latency versus |/O demand.

About this task
Here we will create a Virtual Machine Performance dashboard containing the following:

+ atable listing VM names and performance data

* a chart comparing VM Latency to Storage Latency

* a chart showing Read, Write and Total IOPS for VMs
« a chart showing Max Throughput for your VMs

This is just a basic example. You can customize your dashboard to highlight and compare any performance
data you choose, in order to target for your own operational best practices.

Steps
1. Log in to Insight as a user with administrative permissions.

2. From the Dashboards menu, select [+New dashboard].
The New dashboard page opens.

3. At the top of the page, enter a unique name for the dashboard, for example "VM Performance by
Application”.

4. Click Save to save the dashboard with the new name.

5. Let’s start adding our widgets. If necessary, click the Edit icon to enable Edit mode.

6. Click the Add Widget icon and select Table to add a new table widget to the dashboard.

The Edit Widget dialog opens. The default data displayed is for all storages in your environment.

Table Widget < 10m
[=] Hypervisor Name T Virtual Machine Capacity - Total (GB) 10PS-Total (10/s) Latency - Total (ms)
[H 10.197.143.33{9) = 1,6%0.58 1.80 12.04
M 10.197.143.54(7) - 1,707.60 482 12.69
[H 10.197.143.57 (11) = 1,508.94 114 1.15
[H 10.197.143.58{10) = 1,818.34 3.83 257
[+ AzureComputeDefaultAvailabilitySet (363 - N/A N/A NfA
[+l anandh9162020113520-rz-avset.anandh9162021 — N/A N/A N/A
[#l anandh916202013287-rg-avset.anandh2162020. — NfA NfA NfA
4l anandh91720201288-rg-avset.anandh81720201 - NfA NfA NfA
[+ anjalivingrund8-rg-avset.anjalivingrund8-rg.308: — N/A N/A NfA
[+ anjalivingrun50-rg-avset.anjalivingrun30-rg.388: — NfA NfA NfA
[+ batutiscanaryHAS7a-rg-avseLbatutiscanaryhad? - NfA NfA NfA
i+ hatutiscanarvHASTh-re-avset hatufiscanarvha®l  — NIA M L B il

1. We can customize this widget. In the Name field at the top, delete "Widget 1" and enter "Virtual Machine
Performance table".

2. Click the asset type drop-down and change Storage to Virtual Machine.
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The table data changes to show all virtual machines in your environment.

3. Let's add a few columns to the table. Click the Gear icon on the right and select Hypervisor name, IOPS -
Total, and Latency - Total. You can also try typing the name into the search to quickly display the desired
field.

These columns are now displayed in the table. You can sort the table by any of these columns. Note that
the columns are displayed in the order in which they were added to the widget.

4. For this exercise we will exclude VMs that are not actively in use, so let’s filter out anything with less than
10 total IOPS. Click the [+] button next to Filter by and select IOPS - Total. Click on Any and enter "10" in
the from field. Leave the to field empty. Click outsude the filter field or press Enter to set the filter.

The table now shows only VMs with 10 or more total IOPS.

5. We can further collapse the table by grouping results. Click the [+] button next to Group by and select a
field to group by, such as Application or Hypervisor name. Grouping is automatically applied.

The table rows are now grouped according to your setting. You can expand and collapse the groups as
needed. Grouped rows show rolled up data for each of the columns. Some columns allow you to choose
the roll up method for that column.

Virtual Machine Performance Table Override dashboard time X
Viriual Machine =
Filter by || 10PS - Total (10/5) | >=10 Group by || Hypervisor name «
181 items found in 4 groups Q}
[F] Hypervisor name | Name Hypervisor name IOPS - Total m Latency - Total
e (ms)
us-east-1d (62) us-sast-1d RollUpby | Avg v 1,94
us-east-1c (20) us-east-1c 0.80
us-zazt-1b (1) TEDemoEnv us-zast-1b 32.66 0.70
us-east-1a (38) us-sast-1a 121.22 0.81
= -

1. When you have customized the table widget to your satisfaction, click the [Save] button.

The table widget is saved to the dashboard.

You can resize the widget on the dashboard by dragging the lower-right corner. Make the widget wider to show
all the columns clearly. Click Save to save the current dashboard.

Next we will add some charts to show our VM Performance. Let’s create a line chart comparing VM latency
with VMDK latency.

1. If necessary, click the Edit icon on the dashboard to enable Edit mode.
2. Click the [Add widget] icon and select Line Chart to add a new line chart widget to the dashboard.
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3. The Edit Widget dialog opens. Name this widget "VM / VMDK Max Latency"

4. Select Virtual Machine and choose Latency - Max. Set any filters you wish, or leave Filter by empty. For
Roll up, choose Sum by All. Display this data as a Line Chart, and leave Y-Axis as Primary.

5. Click the [+Query] button to add a second data line. For this line, select VMDK and Latency - Max. Set any
filters you wish, or leave Filter by empty. For Roll up, choose Sum by All. Display this data as a Line
Chart, and leave Y-Axis as Primary.

6. Click [Save] to add this widget to the dashboard.

| VM /WMDK Max Latency | i K X

A) Query Virtual Machine « Convert to Expression [} E

Latency - Max = Filrer by |

Rollup | sum v | by | Al v B4 More options
Display: | Line chart « Y-axis: Color: W *
B) Query VMDK ~ Convert to Expression [0 E

Latency - Max = | | Filer by :

Rollup | Sum v | by | Al » B4 More options
Display: | Line chart « Y-axis: | Primary « Colon W ~
~+ Query
15k
e /\_/—\/\/V\H\A
12:00 PM 2:00 PM 4:00 P 600 PM 8:00 PM 10:00 PM 25 Jul 2:00 AM 4:00 AM 600 AM 8:00 AM 10:00 AM

Caﬂ cel E

Next we will add a chart showing VM Read, Write and Total IOPS in a single chart.

1. Click the [Add widget] icon and select Area Chart to add a new area chart widget to the dashboard.
2. The Edit Widget dialog opens. Name this widget "VM IOPS"

3. Select Virtual Machine and choose /OPS - Total. Set any filters you wish, or leave Filter by empty. for
Roll up, choose Sum by All. Display this data as an Area Chart, and leave Y-Axis as Primary.

4. Click the [+Query] button to add a second data line. For this line, select Virtual Machine and choose /OPS
- Read.

5. Click the [+Query] button to add a third data line. For this line, select Virtual Machine and choose /OPS -
Write.

6. Click Show legend to display a legend for this widget on the dashboard.
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i VM IOPS | Show legend 24 v b4

() Query ‘ = Virtual Machine | Convert to Expression [l E

[ 1oPs-wiite = | | Filrerby |

| Roll up ii Avg v | by | All - B More options

Display: | Areachart « Y-axis: | Primary « Color: | W v

D) Query | =~ Virtual Machine = | Convert to Expression [l @

| 10PS -Read + | | Filter by_|

I Roll up !! Avg b | by | All - g More options
Dispiay: | Areachart v Y-axis: | Primary = Color: | v
100
L k-1
i}
|all

= all

—————

12:00 PM 3:00 PM 6:00 PM S:00PM 25_Jul 3200 AM 600 AM 5:00 AM

| Cancel

1. Click [Save] to add this widget to the dashboard.

Next we will add a chart showing VM Throughput for each Application associated with the VM. We will use the
Roll Up feature for this.

1. Click the [Add widget] icon and select Line Chart to add a new line chart widget to the dashboard.
2. The Edit Widget dialog opens. Name this widget "VM Throughput by Application"

3. Select Virtual Machine and choose Throughput - Total. Set any filters you wish, or leave Filter by empty.
For Roll up, choose "Max" and select by "Application" or "Name". Show the Top 10 applications. Display
this data as a Line Chart, and leave Y-Axis as Primary.

4. Click [Save] to add this widget to the dashboard.

You can move widgets on the dashboard by holding down the mouse button anywhere in the top of the widget
and dragging it to a new location.

You can resize widgets by dragging the lower-right corner.
Be sure to [Save] the dashboard after you make your changes.

Your final VM Performance Dashboard will look something like this:
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VM / VMDK Total Max Latency VM IOPS VM Throughput Top 10 by Application

20k 60k 150

12:00 PM E:00 PM 1. AUz 600 AM 12:00PM E:00 PM 1. Aug 6:00 AM 12:00 PM E:00 P

VM Performance Table

Hypervisor name Name T Hypervisor name HOPS - Tatal (IO/s) Latency - Tatal (ms)

B o

us-east-1¢ {65) us-gast-ic 185.84 204

+] us-east-1d (51) us-east-Td 5000

&

us-gast-13 (30) us-2ast-13 8684 1.00

[

Best Practices for Dashboards and Widgets

Tips and tricks to help you get the most out of the powerful features of dashboards and
widgets.

Finding the Right Metric

Data Infrastructure Insights acquires counters and metrics using names that sometimes differ from data
collector to data collector.

When searching for the right metric or counter for your dashboard widget, keep in mind that the metric you
want could be under a different name from the one you are thinking of. While drop-down lists in Data
Infrastructure Insights are usually alphabetical, sometimes a term may not show up in the list where you think it
should. For example, terms like "raw capacity" and "used capacity" do not appear together in most lists.

Best practice: Use the search feature in fields such as Filter by or places like the column selector to find what
you are looking for. For example, searching for "cap" will show all metrics with "capacity” in their names, no
matter where they occur in the list. You can then easily select the metrics you want from that shorter list.

Here are a few alternative phrases you can try when searching for metrics:

When you want to find: Try also searching for:
CPU Processor
Capacity Used capacity

Raw capacity

Provisioned capacity
Storage pools capacity
<other asset type> capacity
Written capacity

Disk Speed Lowest disk speed
Least performing disk type
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Host

Hypervisor

Microcode

Name

Read / Write

Virtual Machine

This is not a comprehensive list. These are examples of possible search terms only.

Finding the Right Assets

The assets you can reference in widget filters and searches vary from asset type to asset type.

In dashboards and asset pages, the asset type around which you are building your widget determines the
other asset type counters for which you can filter or add a column. Keep the following in mind when building

your widget:

This asset type / counter:
Virtual Machine

Datastore(s)

Hypervisor

Host(s)

Fabric

This is not a comprehensive list.

Hypervisor
Hosts

Host
Is hypervisor

Firmware

Alias

Hypervisor name
Storage name

<other asset type> name
Simple name

Resource name

Fabric Alias

Partial R/'W

Pending writes

IOPS - Write

Written capacity
Latency - Read

Cache utilization - read

VM
Is virtual

Can be filtered for under these assets:

VMDK

Internal Volume
VMDK

Virtual Machine
Volume

Virtual Machine
Is hypervisor
Host

Internal Volume
Volume

Cluster Host
Virtual Machine

Port
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Best practice: If you are filtering for a particular asset type that does not appear in the list, try building your
query around an alternate asset type.

Scatter Plot Example: Knowing your Axis

Changing the order of counters in a scatter plot widget changes the axes on which the data is displayed.

About this task

This example will create a scatter plot that will allow you to see under-performing VMs that have high latency
compared to low IOPS.

Steps
1. Create or open a dashboard in edit mode and add a Scatter Plot Chart widget.

2. Select an asset type, for example, Virtual Machine.

3. Select the first counter you wish to plot. For this example, select Latency - Total.
Latency - Total is charted along the X-axis of the chart.

4. Select the second counter you wish to plot. For this example, select IOPS - Total.
IOPS - Total is charted along the Y-axis in the chart. VMs with higher latency display on the right side of the
chart. Only the top 100 highest-latency VMs are displayed, because the Top by X-axis setting is current.

VM Latency vs IOPS X

... VMirtual Machine = |
Latency - Total = | | IOPS-Total * | | Fiiter By .

Roll Un - Show | Top by X-axis = | 50 -

Color: W~

OPS - Tozal {I04s)

™
-]
50
25 ®
& L ]
& [ ]
[ ]
®
-] @ ® L
- -
8E% e © ® ®® B
6] 5 0 15 20 a5 30 35 40

Latency - Total (ms})

= -

5. Now reverse the order of the counters by setting the first counter to /OPS - Total and the second to Latency
- Total.
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Latency- Total is now charted along the Y-axis in the chart, and /OPS - Total along the X-axis. VMs with
higher IOPS now display on the right side of the chart.

Note that because we haven’t changed the Top by X-Axis setting, the widget now displays the top 100
highest-IOPS VMs, since this is what is currently plotted along the X-axis.

VM Latency vs IOPS X
Virtual Machine -

IOPS - Total = Latency - Total = Filter By .

Roll Up . Show | Top by X-axis = | 50 -
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You can choose for the chart to display the Top N by X-axis, Top N by Y-axis, Bottom N by X-axis, or Bottom N
by Y-axis. In our final example, the chart is displaying the Top 100 VMs that have the highest total IOPS. If we
change it to Top by Y-axis, the chart will once again display the top 100 VMs that have the highest total
latency.

Note that in a scatter plot chart, you can click on a point to drill down to the asset page for that resource.

Working with Queries

Assets used in queries

Queries enable you to monitor and troubleshoot your network by searching the assets
and metrics in your environment at a granular level based on user-selected criteria (for
example, annotations).

Note that annotation rules, which automatically assign annotations to assets, require a query.

You can query the physical or virtual inventory assets (and their associated metrics) in your environment, or the
metrics provided with integration such as Kubernetes or ONTAP Advanced Data.
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Inventory Assets

The following asset types can be used in queries, dashboard widgets, and custom asset landing pages. The
fields and counters available for filters, expressions, and display will vary among asset types. Not all assets
can be used in all widget types.

* Application

» Datastore

* Disk

* Fabric

* Generic Device

* Host

* Internal Volume

* iISCSI Session

» iISCSI Network Portal

» Path

» Port

* Qtree

* Quota

» Share

» Storage

« Storage Node

+ Storage Pool

 Storage Virtual Machine (SVM)

» Switch

* Tape

* VMDK

* Virtual Machine

* Volume

« Zone

» Zone Member

Integration Metrics

In addition to querying for inventory assets and their associated performance metrics, you can query for
integration data metrics as well, such as those generated by Kubernetes or Docker, or provided with ONTAP
Advanced Metrics.
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Creating Queries

Queries enable you to search the assets in your environment at a granular level, allowing
to filter for the data you want and sort the results to your liking.

For example, you can create a query for volumes, add a filter to find particular storages associated with the
selected volumes, add another filter to find a particular annotation such as "Tier 1" on the selected storages,
and finally add another filter to find all storages with IOPS - Read (/0/s) greater than 25. When the results are
displayed, you can then sort the columns of information associated with the query in ascending or descending
order.

Note: When a new data collector is added which acquires assets, or any annotation or application assignments
are made, you can query for those new assets, annotations, or applications only after the queries are indexed.
Indexing occurs at a regularly scheduled interval or during certain events such as running annotation rules.

Creating a Query is very simple:
1. Navigate to Queries > *+New Query.

2. From the 'Select..." list, select the object type you want to query for. You can scroll through the list or you
can start typing to more quickly find what you’re searching for.

Scroll list:

awesome site [ All Queries /| New Query

|select... v

agent.node
agent.node_diskio
agent.node_fs
agent.node_net
Application
DataStore

Disk

Fabric

GenericDevice
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Type-to-Search:
on aggr b
neiapp_ontap.agoregate

netapp_onizp.resource_headroom_aggr

You can add filters to further narrow down your query by clicking the + button in the Filter By field.
Group rows by object or attribute. When working with integration data (Kubernetes, ONTAP Advanced Metrics,
etc.), you can group by multiple attributes, if desired.

netapp_ontap.aggregate v
FilterBy - cluster_name ci- x
Group aggr_name X v
5 items found 6]
AgEr_name cp_read_blocks cluster_name |
oci02satd 0.59 oci-phonehome
oci02satl 0.15 oci-phonehome
oci02sat2 212.64 oci-phonehome
oci0lsatd 0.3% oci-phonehome
oci0lsatl 48.85 oci-phonehome -

The query results list shows a number of default columns, depending on the object type searched for. To add,
remove, or change the columns, click the gear icon on the right of the table. The available columns variy based
on the asset/metric type.

netapp_ontap.aggregate A
Filter By
Group aggr_name X -
aggr_name cp_read_blocks agent_version T =
|_| show Selected Only
agar_optimus_02 172 Apache-HttpClien! K
agent_version
aggrl_optimus_02 408,84 Apache-HupClient
[ ] aggr_name
ocinaneqal_04_agerd 6.19 Apache-HttpClient =
|| cluster_location
ocinaneqgal_03_aggr0 5.48 Apache-HttpClient
cluster_name
oci0Zsatd 1.04 Apache-HttpClien

| | cluster_serial_number

[ ] cluster_version
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Choosing Aggregation, Units, Conditional Formatting

Aggregation and Units

For "value" columns, you can further refine your query results by choosing how the displayed values are
aggregated as well as selecting the units in which those values are displayed. These options are found by
selecting the "three dots" menu at the top corner of a column.

Units

You can select the units in which to display the values. For example, if the selected column shows raw capacity
and the values are shown in GiB, but you prefer to display them as TiB, simply select TiB from the Unit Display
drop-down.

Aggregation

By the same token, if the values shown are aggregated from the underlying data as "Average", but you prefer
to show the sum of all values, select "Sum" from either the Group by drop-down (if you want any grouped
values to show the sums) or from the Time Aggregate By drop-down (if you want the row values to show sums
of underlying data).

You can choose to aggregate grouped data points by Avg, Max, Min, or Sum.

You can aggregate individual row data by Average, Last data point acquired, Maximum, Minimum, or Sum.

Conditional Formatting

Conditional Formatting allows you to highlight Warning-level and Critical-level thresholds in the query results
list, bringing instant visibility to outliers and exceptional data points.

143 items found

Metrice & Attributss

agent.node_diskio T io_time (sec) E
nvmednl .
> Aggregation
nvmelnl
> Unit Display
nvmeldnl 4,642.68
V¥ Conditional Formatting Reset
ifvalue is > (Greater than) v

nvmednl
A Warning 10000 sec

nvrnednl
O critical 20000 sec

nvmelnl
nvmeinl

nvmednl

Conditional formatting is set separately for each column. For example, you can choose one set of thresholds
for a capacity column, and another set for a throughput column.

Rename Column

Renaming a column changes the displayed name on the Query results list. The new column name is also
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shown in the resulting file if you export the query list to .CSV.

Save
After you have configured your query to show you the results you want, you can click the Save button to save
the query for future use. Give it a meaningful and unique name.

More on Filtering

Wildcards and Expressions

When you are filtering for text or list values in queries or dashboard widgets, as you begin typing you are
presented with the option to create a wildcard filter based on the current text. Selecting this option will return
all results that match the wildcard expression. You can also create expressions using NOT or OR, or you can
select the "None" option to filter for null values in the field.

kubernetes.pod v
Filter By =~ pod_name | ingest v X 7]
Group pod_name x Create wildcard containing "ingest”

ci-service-datalake-ingestion-85bsbdfded-2gbwr

service-foundation-ingest-767dfd5sbfc-vxd5p

71 items found
None

Filters based on wildcards or expressions (e.g. NOT, OR, "None", etc.) display in dark blue in the filter field.
Items that you select directly from the list are displayed in light blue.
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kubernetes.pod v

Filter By = pod_name

ci-service-audit5f775dd975-bride X X ¥ | X ()

pod_name X v

Group

3 items found

pod_name

ci-service-audit-5f775dd975-brfdc

ci-service-datalake-ingestion-85bsbdfded-2qbwr

service-foundation-ingest-767dfd5bfc-vxdsp

Note that Wildcard and Expression filtering works with text or lists but not with numerics, dates or booleans.

Refining Filters

You can use the following to refine your filter:

Filter
* (Asterisk)

? (question mark)

OR

NOT

None

Not *

What it does

enables you to search for
everything

enables you to search for
a specific number of
characters

enables you to specify
multiple entities

allows you to exclude text
from the search results

searches for NULL values
in all fields

searches for NULL values
in text-only fields

Example

vol*rhel

BOS-PRD??7-S12

FAS2240 OR CX600 OR
FAS3270
NOT EMC*

None

Not *

Result

returns all resources that
start with "vol" and end
with "rhel"

returns BOS-PRD712-S12,
BOS-PRD23-S12, and so
on

returns any of FAS2440,
CX600, or FAS3270

returns everything that
does not start with "EMC"

returns results where the
target field is empty

returns results where the
target field is empty

If you enclose a filter string in double quotes, Insight treats everything between the first and last quote as an
exact match. Any special characters or operators inside the quotes will be treated as literals. For example,
filtering for "*" will return results that are a literal asterisk; the asterisk will not be treated as a wildcard in this
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case. The operators OR and NOT will also be treated as literal strings when enclosed in double quotes.

What do | do now that | have query results?

Querying provides a simple place to add annotations or assign applications to assets. Note that you can only
assign applications or annotations to your inventory assets (Disk, Storage, etc.). Integration metrics cannot
take on annotation or application assignments.

To assign an annotation or application to the assets resulting from your query, sinply select the asset(s) using
the check box column on the left of the results table, then click the Bulk Actions button on the right. Choose
the desired action to apply to the selected assets.

Volume v
Filter By Name = Any X
Query Results (5) Bulk Actions ¥
Add Annotation
B Name T Storage Pools Capacity - Raw (GB) Mapped Ports
Remove Annotation
DmoESX_optimus:mc_Dm op N/A
Add Application
DmoSAN_optimus:hoffma... op N/A
Remove Application
DmoSAN_optimus:mc_D op N/A USIWINQOWS_ZUUs
0ci-3070-01:/vol/vfiler_lun... 0ci-3070-01:aggr5 N/A OS:windows
pectra mm ocinanega pectraagg N/A OS:linux

Annotation Rules require query

If you are configuring Annotation Rules, each rule must have an underlying query to work with. But as you've
seen above, queries can be made as broad or as narrow as you need.

Viewing queries

You can view your queries to monitor your assets and change how your queries display
the data related to your assets.

Steps
1. Log in to your Data Infrastructure Insights tenant.

2. Click Queries and select Show all queries.
You can change how queries display by doing any of the following:

3. You can enter text in the filter box to search to display specific queries.

4. You can change the sort order of the columns in the table of queries to either ascending (up arrow) or
descending (down arrow) by clicking the arrow in the column header.

5. To resize a column, hover the mouse over the column header until a blue bar appears. Place the mouse
over the bar and drag it right or left.

6. To move a column, click on the column header and drag it right or left.

When scrolling through the query results, be aware that the results may change as Data Infrastructure Insights
automatically polls your data collectors. This may result in some items being missing, or some items appearing

212



out of order depending on how they are sorted.

Exporting query results to a .CSV file

You can export the results of any query to a .CSV file, which will allow you to analyze the
data or import it into another application.

Steps
1. Log in to Data Infrastructure Insights.

2. Click Queries and select Show all queries.
The Queries page is displayed.

3. Click a query.
4. Click 7 to export the query results to a .CSV file.

@ Export to .CSV is also available in the "three dots" menu in dashboard table widgets as well as
most landing page tables.

The exported data will reflect the current filtering, columns, and column names displayed.

Note: When a comma appears in an asset name, the export encloses the name in quotes, preserving the asset
name and the proper .csv format.

When opening an exported .CSV file with Excel, if you have an object name or other field that is in the format
NN:NN (two digits followed by a colon followed by two more digits), Excel will sometimes interpret that name as
a Time format, instead of Text format. This can result in Excel displaying incorrect values in those columns. For
example, an object named "81:45" would show in Excel as "81:45:00".

To work around this, import the .CSV into Excel using the following steps:

1. Open a new sheet in Excel.

. On the "Data" tab, choose "From Text".

. Locate the desired .CSV file and click "Import".

. In the Import wizard, choose "Delimited" and click Next.

Choose "Comma" for the delimiter and click Next.

Select the desired columns and choose "Text" for the column data format.
Click Finish.

N o o s W N

Your objects should show in Excel in the proper format.

Modifying or Deleting a Query

You can change the criteria that are associated with a query when you want to change
the search criteria for the assets that you are querying.
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Modifying a Query

Steps
1. Click Explore and select All Metric Queries.

The Queries page is displayed.

2. Click the query name

3. To add a criteria to the query, click Columns icon and select a metric or attribute from the list.
When you have made all necessary changes, do one of the following:

* Click the Save button to save the query with the name that was used initially.

* Click the drop-down next to the Save button and select Save As to save the query with another name. This
does not overwrite the original query.

+ Click the drop-down next to the Save button and select Rename to change the query name that you had
used initially. This overwrites the original query.

* Click the drop-down next to the Save button and select Discard Changes to revert the query back to the
last saved changes.

Deleting a Query

To delete a query, click Queries and select Show all queries, and do one of the following:

1. Click on the "three dot" menu to the right of the query and click Delete.

2. Click on the query name and select Delete from the Save drop-down menu.

Copying table values

You can copy values in tables to the clipboard for use in search boxes or other
applications.

About this task
There are two methods you can use to copy values from tables or query results to the clipboard.

Steps

1. Method 1: Highlight the desired text with the mouse, copy it, and paste it into search fields or other
applications.

2. Method 2: For single-value fields, hover over the field and click the clipboard icon that appears. The value
is copied to the clipboard for use in search fields or other applications.

Note that only values that are links to assets can be copied using this method. Only fields that include
single values (i.e. non-lists) have the copy icon.
Log Explorer

The Data Infrastructure Insights Log Explorer is a powerful tool for querying system logs.
In addition to helping with investigations, you can also save a log query in a Monitor to
provide alerts when those particular log triggers are activated.
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To begin exploring logs, click Log Queries > +New Log Query.

Select an available log from the list.

|select...

logs.kubernetes

logs.kubernetezevents

logs.netapp.ems

logs.ontapems

logs.syslog

@ The types of logs available for querying may vary based on your environment. Additional log
types may be added over time.

You can set filters to further refine the results of the query. For example, to find all log messages showing a
failure, set a filter for Messages containing the word "failed".

You can begin typing the desired text in the filter field; Data Infrastructure Insights will prompt
you to create a wildcard search containing the string as you type.

The results are displayed in a graph showing the number of log instances in each time period shown. Below
the graph are the log entries temselves. The graph and the entries refresh automatically based on the selected

time range.

logs.netapp.ems

Filter By - message

a

Log Entries
timestamp

10/21/2021 10:55:39 AM
10/21/2021 10:55:39 AM

10/21/2021 10:54:40 AM

/ All Log Queries /

-

source

agent:EmsCollector;cluster:add
561f7-7a66-112-9699-
123478563412;n0de:885d3681-
T9d0-11e2-85a3-811faf325091;

agent:EmsCollector;cluster:add
561f7-7a66-112-5695-
123478563412;node:880d3681-
79d0-11e2-85a3-811faf325001;

agent:EmsCollector;cluster:add
561f7-7a66-112-9699-
123478563412;node:9zc4fbd1-
79d0-11e2-b141-
417dR3ecf407:

@© Last3Hours - 0O m

v X @ Create a Log Monitor

Bucket: 5 minutes

Last updated 10/21/2021 11:04:56 AM {"}
message

monitor.chassisPowerSupply.degraded: Chassis power supply 1 1s degraded: PSU1 Power Output has failed
menitor.chassisPowerSupply.degraded: Chassis power supply 11s degraded: PSUL has failed

monitor.chassisPowerSupply.degraded: Chassis power supply 11s degraded: PSU1 Power Output has failed
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Filtering

Include / Exclude

When filtering the logs, you can choose to include (i.e. "Filter to") or exclude the strings you type. Excluded
strings are displayed in the completed filter as "NOT <string>".

logs.netapp.ems v
Filter By - ems.ems_message_type | |All v X
N _ N | DFilterto @ Exclude e
y MR L
app.log.info '
Chart: Group By - All app.log.notice
arw.vserver.state
4k

Filters based on wildcards or expressions (e.g. NOT, OR, "None", etc.) display in dark blue in the filter field.
Items that you select directly from the list are displayed in light blue.

@ At any point, you can click on Create a Log Monitor to create a new Monitor based on the
current filter.

Advanced Filtering

When you are filtering for text or list values in queries or dashboard widgets, as you begin typing you are
presented with the option to create a wildcard filter based on the current text. Selecting this option will return
all results that match the wildcard expression. You can also create expressions using NOT, AND, or OR, or you
can select the "None" option to filter for null values.

@ Be sure to Save your query early and often as you build your filtering. Advanced Querying is
"free-form" string entry, and parsing mistakes may occur as you build.

Take a look at this screen image showing filtered results for an advanced query of the logs.kubernetes.event
log. There is a lot going on in this page, which is explained below the image:
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Aug 25,2023 -Aug 26, 2023

321 AM 10:15 AM

Customer-System [ Observability / All Log Queries |/ Advanced Query Example @© B Save | -

logs.kubernetes.event ¥ Create a Log Monitor

Filter By @ Need Help?

(reason:™failed™ AND MOT reason:FailedMount} AND [metadata.namespacermonitoring® AND NOT {metadata.namespace:"cm-monitoring” OR X X

metadata.namespace:"eg-monitoring”}) ;.

Chart; Group By source X v | | Show Top v 10 v Show Others
@ Reset Zoom | Bucket: 30 minutes
B
4 -
. N - N I
| | | | |
| | | |
4:00 AM  5:00AM 3:00 AM T0:00 12:00PM 2:00PM  4:00PM &00PM  B:0GPM 10:00 PM  Aug 26 2:00 AM  4:00 AM 600 AM  B:00AM  T10:00
A Al
Legend
Log Entries @ Last updated 08/20/2023 9:54:13 AM (&)
timestamp source message metadata.namespace T reason
08/26/2023 8:40:28 AM kubernetes_clusterieg- Error: context deadline k3s-cm-monitoring Failed =
stream;namespace:33594- excesded
monitoring;pod_name:event-
exporter-5db&7db9%5-bxmki;
08/26/2023 8:40:28 AM kubernetes_clusterieg- Error: context deadline k3s-cm-monitoring Failed
stream;namespace:ph- excesded
monitoring:pod_name:event-
exporter-c4446976c-jxrdc;
NAMARINIZ R-AN-20 AM kihernetes rlistereo- Frenes failad tn recene k3s-rm-mnnitnring Failer

1. This advanced query string filters for the following:

o Filter for log entries with a reason that includes the word "failed", but not anything with the specific
reason of "FailedMount".

o Include any of those entries that also include a metadata.namespace including the word "monitoring”,
but exclude the specific namespaces of "cm-monitoring" or "eg-monitoring".

Note that in the case above, since both "cm-monitoring" and "eg-monitoring" contain a dash ("-"), the
strings must be included in double-quotes or a parsing error will be displayed. Strings that do not
include dashes, spaces, etc. do not need to be enclosed in quotes. If in doubt, try putting the string in
quotes.

2. The results of the current filter, including any "Filter By" values AND the Advanced Query filter, are
displayed in the results list. The list can be sorted by any displayed columns. To display additional columns,
select the "gear" icon.

3. The graph has been zoomed in to show only log results that occurred within a specific time frame. The time
range shown here reflects the current zoom level. Select the Reset Zoom button to set the zoom level back
to the current Data Infrastructure Insights time range.

4. The chart results have been Grouped By the source field. The chart shows results in each column grouped
into colors. Hovering over a column in the chart will display some details about the specific entries.
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900 10:00 1100  12:00 1:00 2:00 3:00 4:00 5
AM AM AM P PM P P P

Friday 08/25/2023 08:51:00 AM

. kubernetes_clustervanillaZza;namespaceidocker- 1 33.33%
monitoring;pod_name:event-exporter-
Td465bbf3b-8bzqt:

. kubernetes_clusterivanillaZs:namespace:es- 1 33.33%
monitoring;pod_name:event-exporter-
Tcdchaa6da-xdImb:
kubernetes_clustervanillaZs:namespaceioc-k3s- 1 33.33%
monitoring;pod_name:event-exporter-
99d5fcfds-lbgaa;
Total 3

Refining Filters

You can use the following to refine your filter:

Filter What it does

* (Asterisk) enables you to search for everything

? (question mark) enables you to search for a specific number of
characters

OR enables you to specify multiple entities

NOT allows you to exclude text from the search results

None searches for NULL values in all fields

Not * searches for NULL values in text-only fields

If you enclose a filter string in double quotes, Insight treats everything between the first and last quote as an
exact match. Any special characters or operators inside the quotes will be treated as literals. For example,
filtering for "*" will return results that are a literal asterisk; the asterisk will not be treated as a wildcard in this
case. The operators OR and NOT will also be treated as literal strings when enclosed in double quotes.

You can combine a simple filter with an advanced query filter; the resulting filter is an "AND" of the two.

The Chart Legend

The Legend below the chart has a few surprises as well. For each result (based on the current filter) shown in
the Legend, you have an option to display only results for that line (Add Filter), or to display any results NOT
for that line (Add Exclude Filter). The chart and the Log Entries list update to show results based on your
selection. To remove this filtering, open the Legend again and select the [X] to clear the Legend-based filter.
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Legend

B kubernetes_cluster:vanil

la25;namespace:docker-
monitoring;pod_name:e
vent-exporter-
Td468bbfsb-8bzqt;

kubernetes_clustervanil
laZ5;namespaceieg-
monitoring;pod_name:e
vent-exporter-
Tocdcbsgede-xd9mbs;

kubernetes_cluster:vanil
la25;namespaceroc-k3s-
monitoring;pod_name:e

Y Y el

Log Details

Clicking anywhere in a log entry in the list will open a detail pane for that entry. Here you can explore more

information about the event.

- = 5 27.78% =
Add Filter

= = 5 27.78%

- = 3 16.67%

Click on "Add Filter" to add the selected field to the current filter. The log entry list will update based on the new

filter.
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Log Details X

timestamp
09/20/2021 2:03:36 PM
message

2021-09-20T15:33:36Z E! [processors.execd] stderr: "Total time to process
mountstats file: /hostfs/proc/1/mountstats, was: 05"

id: 22T814532095936T7T0

nede_name: :i-nutn-dsa:q-in:i;ht:-.‘l..:hudin:ighum
dev.netapp.com E

source: telegraf-ds-dfcc5
type: logs.kubernetes

=] Kubernetes

kubernetes.anno  telegraf-hostaccess
tations.openshift
JO_SCC:

kubernetes.cont ci-

ainer_hash: registry.nane.openenglab.netapp.com:
M3 talooraf@chad BR-NNhARaTr TR

Troubleshooting

Here you will find suggestions for troubleshooting problems with Log Queries.

Problem: Try this:

| don’t see "debug" messages in my log query Debug log messaging is not collected. To capture
messages you want, change the relevant message
severity to informational, error, alert, emergency, or
notice level.

Insights

Insights

Insights allow you to look into things like resource usage and how it affects other
resources, or time-to-full analyses.

A number of Insights are available. Navigate to Dashboards > Insights to start diving in. You can view active

Insights (Insights that are currently occurring) on the main tab, or inactive Insights on the /nactive Insights tab.
Inactive Insights are those that were previously active but are no longer occurring.
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Insight Types

Shared Resources Under Stress

High-impact workloads can reduce the performance of other workloads in a shared resource. This puts the
shared resource under stress. Data Infrastructure Insights provides tools to help you investigate resource
saturation and impact in your environment. Learn More

Kubernetes Namespaces Running Out of Space

The Kubernetes Namespaces Running Out of Space Insight gives you a view into workloads on your
Kubernetes namespaces that are at risk of running out of space, with an estimate for the number of days
remaining before each space becomes full. Learn More

Reclaim ONTAP Cold Storage

The Reclaim ONTAP Cold Storage Insight provides data about cold capacity, potential cost/power savings and
recommended action items for volumes on ONTAP systems. Learn More

@ This is a Preview feature and may change over time as improvements are made. Learn more
about Data Infrastructure Insights Preview features.

Insights: Shared Resources Under Stress

High-impact workloads can reduce the performance of other workloads in a shared
resource. This puts the shared resource under stress. Data Infrastructure Insights
provides tools to help you investigate resource saturation and impact in your
environment.

Terminology

When talking about workload or resource impact, the following definitions are useful.

A Demanding Workload is a workload that is currently identified as impacting other resources in the shared
storage pool. These workloads drive higher IOPS (for example), reducing IOPS in the Impacted Workloads.
Demanding workloads are sometimes called high-consuming workloads.

An Impacted Workload is a workload that is affected by a high-consuming workload in the shared Storage
Pool. These workloads are experiencing reduced IOPS and/or higher latency, caused by the Demanding
Workloads.

Note that if Data Infrastructure Insights has not discovered the leading compute workload, the volume or
internal volume itself will be recognized as the workload. This applies to both demanding and impacted
workloads.

Shared Resource Saturation is the ratio of impacting IOPS to baseline.

Baseline is defined as the maximum reported data point for each workload in the hour immediately preceding
the detected saturation.

A Contention or Saturation occurs when IOPS are determined to be affecting other resources or workloads in
the shared storage pool.
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Demanding Workloads

To start looking into Demanding and impacted workloads in your shared resources, click on Dashboards >
Insights and select the Shared Resources Under Stress Insight.

Dashboards Dashboards
Queries + Mew Dazhboard
Alerts

Insights
Reports o
Manage Kubernetes Explorer

Data Infrastructure Insights displays a list of any workloads where a saturation has been detected. Note that
Data Infrastructure Insights will show workloads where at least one demanding resource or impacted resource

has been detected.

Click on a workload to view the details page for it. The top chart shows the activity on the shared resource (for
example, a storage pool) on which the contention/saturation is occurring.

The 10PS of 1 workload had saturated the shared resource sp-444 and wers impacting the performance of 1 other workload,

¥ Shared resource sp-444 was under stress
)
|

Shared Resource = sp-444 @
Utilization (=)

insight Detected @ | | End of Evm

—sped4

Below that are two charts showing the demanding workloads and the workloads that are impacted by those
demanding workloads.

Demanding Workloads (1) @
Potentially impacted the shared resource and other related workloads

Contributing IOPS «

lopstotal (10ys)

Insight Detected O | -End of Evend

Workload Cusrent Contributing 10PS (10/s] } Change Since Detection (10/s]

[ | L intemat-volume-331 500.00 +150.00
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Impacted Workloads (1) @

Impacted by changed workloads on the shared resource

Latency =

latencytotal (ms)
100

Workload Current Latercy (ms) 4 Change Since Detection (ms)

. m nternal-volume-332 200.00 #110.00

Below each table is a list of workloads and/or resources affecting or affected by the contention. Clicking on a
resource (for example, a VM) opens a detail page for that resource. Clicking on a workload opens a query
page showing the pods involved. Note that if the link opens an empty query, it may be because the affected
pod is no longer part of the active contention. You can modify the query’s time range to view the pod list in
greater or more focused time range.

What do | do to resolve saturation?

There are a number of steps you can take to reduce or eliminate the chance of saturation in your environment.
These are shown by expanding the +Show Recommendations link on the page. Here are a few things you
can try.

* Move high-IOPS consumers

Move the "greedy" workloads to less-saturated Storage Pools. It is recommended to assess the tier and
capacity of these pools before moving the workloads, to avoid unnecessary costs or additional contentions.

* Implement a quality of service (QoS) policy

Implementing a QoS policy per workload to ensure enough free resources available will alleviate saturation
on the Storage Pool. This is a long-term solution.

¢ Add additional resources

If the shared resource (for example, Storage Pool) has reached the IOPS saturation point, adding more or
faster disks to the pool will ensure enough free resources available to alleviate saturation.

Finally, you can click the Copy Insight Link to copy the page url to the clipboard, to more easily share with
colleagues.

Insights: Kubernetes Namespaces Running out of Space

Running out of space in your environment is never a good situation. Data Infrastructure
Insights helps you predict the time you have before Kubernetes persistent volumes
become full.

The Kubernetes Namespaces Running Out of Space Insight gives you a view into workloads on your
Kubernetes namespaces that are at risk of running out of space, with an estimate for the number of days
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remaining before each persistent volume becomes full.

You can view this Insight by navigating to Dashboards > Insights.

Kubernetes Namespaces Running Out of Space (3)

Description Estimated Days to Full Workloads at Risk Detected
1 workload at risk ones 35 1 2 days ago
1 workload at risk on manager 24 1 2 days ago
2 workloads at risk on 1 2 2 days age

cloudinsights

Click on a workload to open a detail page for the Insight. On this page you will see a graph showing the
workload capacity trends as well as a table showing the following:

* Workload Name

* Persistent Volume affected

* Predicted Time-to-Full in days
* Persistent Volume capacity

» Backend Storage Resource affected, with current capacity used out of total capacity. Clicking this link will
opoen the detailed landing page for the backend volume.

Workloads at risk (2)

[E] Workloads Persistant Volume (pvClaim) Time to Full (Days) J Persistant Volume Capacity (GiB) Backend Storage Resource (Capacity Used)
FH multi (1) pvl (pvel) 1 4.00 internal-volume-601 60.00% (3.00/5.00 GiB)
[#] taskmanager (1) pvl (pvel) 1 4.00 internal-volume-601 60.00% (3.00/5.00 GiB)

What can | do if I’'m running out of space?

On the Insight page, click the +Show Recommendations to view possible solutions. The easiest option when
running out of space is always to add more capacity, and Data Infrastructure Insights shows you the optimal
capacity to add to increase time-to-full to a target 60-day prediction. Other recommendations are also shown.
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[l show Recommendations

° Get time to full back up te 60 days by adding more capacity to backend resources
Add to the following resources to bring time-to-full up to ideal capacity.

Backend Resource L Current Capacity (time to Recommended Capacity to Ideal Capacity (time to full)
full) Add
internal-volume-601 2,00 GiB I Days + 518,79 GiB =  520.79 GiB 60 Days

o Use NetApp Astra Trident with your K8s to automatically grow capacity
Astra Trident can keep your capacity lean without risk of running out of space.

| Learn more about @- Astra Trident

3 Copy Insight Link

It is here also that you can copy a convenient link to this Insight, to bookmark the page or to easily share with
your team.

Insights: Reclaim ONTAP Cold Storage

The Reclaim ONTAP Cold Storage Insight provides data about cold capacity, potential
cost/power savings and recommended action items for volumes on ONTAP systems.

To view these Insights, navigate to Dashboards > Insights and take a look at the Reclaim ONTAP Cold
Storage Insight. Note that this Insight will only list affected storages if Data Infrastructure Insights has detected
cold storage, otherwise you will see an "all clear" message.

Keep in mind that cold data less than 30 days old is not shown.

Reclaim ONTAP Cold Storage (3)

Description Cold data storage(TiB) Workloads with cold data Detected 1
0.30 TiB of cold data on storage rtp-sa-cl04 0.30 45 an hour ago
1.22 Tig of cold data on storage umeng- 1.22 84 16 days ago
aff300-01-02

11.62 TiB of cold data on storage rtp-sa-cl01  11.62 171 16 days ago

The Insight description gives a quick indication of the amount of data detected as "cold" and which storage that
data resides on. The table also provides a count of workloads with cold data.

Selecting an Insight from the list opens a page showing more details, including recommendations to move data
to the Cloud or cycle down unised disks, as well as estimated cost and power savings you could potentially
realize from implementing those recommendations. The page even provides a handy link to NetApp’'s TCO
Calculator so you can experiment with the numbers.
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(ACTIVE)
cold data. May 18,2023 10:05AM

L | You could lower costs 9.3% a year and reduce your carbon footprint by moving cold storage to the cloud.

r@ 150 Workloads on storage rtp-sa-cl01 contains a total of 9.5 TiB of Detected: 2 months ago, 9:21 AM

Move 9.5 TiB of data to the cloud

@ Current Storage (TiB) &

Hold or cycle down available storage

0 kWh
Estimated Yearly kwh Reduction
Cost Savings™ Yearly Savings™* 10 TiB of HDDs = 368.73 kWh per year **
$9,728.00 . 368.73 kWh
0
Opfimized
(Estimate)
9.1
*Visit the NetApp TCO Calculator [4 for your actual cost savings. "* Based on average disk power consumption

Goto Annotation Page [4] to edit the cloud tier cost in the tier annotation.

Recommendations

On the Insight page, expand the Recommendations to explore the following options:
* Move unused workloads (zombies) to a lower cost storage tier (HDD)
Utilizing the zombie flag, cold storage and number of days, find the coldest and largest amount of data and
move the workload to a lower cost storage tier (such as a storage pool using hard disk storage). A
workload is considered a "zombie" when is has not received any significant 10 requests for 30 days or
more.

* Delete unused workloads

Verify which workloads are not in use and consider archiving them or remove them from the storage
system.

» Consider NetApp’s Fabric Pool Solution

NetApp’s Fabric Pool Solution automatically tiers cold data to low cost cloud storage, thus increasing the
effiecency of your performance tier as well as providing remote data protection.

Visualize and Explore

The graphs and table provide additional trending information as well as allow you to drill into the individual
workloads.
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Cluster Cold Storage Trend show Details

Cold Data (TiB)
15

13. May 14. May 15. May 16. May 17. May

W HOD | sSD | Virtual Disk

Cold 5torage by Days Cold (TIB)
10

Cold = 120 days Cold = 90 days Cold = 60 days Cold = 30 days
0TIB 0TiB oTB 9.5TB
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Workloads with cold data (150) € viewallworkloads = Filter.,

Workloads # Days T Total Size Cold Data Percent Is Zombie ﬂ Disk Type
cold (GiB) Size (GiB) Cold (%)
SelectPool 31 8,1%2.00 1,714.21 20.93 NA SAS -
nj_UCS_VMw_Infrastruct 31 5,120.00 934.74 18.26 NA SAS
ure
Oracle_SAP_DS_220 31 2,048.00 B61.97 42.09 NA 55D
rtp_sa_workspace 31 13,000.00 741.32 5.70 A SAS
vc220_migrate 31 4,311.58 685.30 15.89 NA SAS
HO1_shared 31 998.25 646.55 64.77 NA S50
ProdSelectPool 31 8,1%2.00 555.30 6.78 NA SAS
vcenter_migrate 31 6,144.00 475,55 7.75 A SAS
rip_sa_mgmt_apps 31 4,096.00 440,26 10.97 NA SAS
SOFTWARE 31 600.00 365.34 60.92 NA SAS
DP_Migrate 31 7,168.00 347.20 4,84 NA SAS
4 3 .

Monitors and Alerts

Alerting with Monitors

You create monitors to set thresholds that trigger alerts to notify you about issues related
to the resources in your network. For example, you can create a monitor to alert for node
write latency for any of a multitude of protocols.

Monitors and Alerting is available in all Data Infrastructure Insights Editions, however, Basic

Edition is subject to the following:

* You may only have up to five custom monitors active at a time. Any monitors beyond five will
be created in or moved to Paused state.

* VMDK, Virtual Machine, Host, and DataStore metrics monitors are not supported. If you have

monitors created for these metrics, they will be paused and cannot be resumed when

downgrading to Basic Edition.

Monitors allow you to set thresholds on metrics generated by "infrastructure" objects such as storage, VM,
EC2, and ports, as well as for "integration" data such as those collected for Kubernetes, ONTAP advanced
metrics, and Telegraf plugins. These metric monitors alert you when warning-level or critical-level thresholds
are crossed.

You can also create monitors to trigger warning-, critical-, or informational-level alerts when specified log
events are detected.

Data Infrastructure Insights provides a number of System-Defined Monitors as well, based on your
environment.
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Security Best Practice

Data Infrastructure Insights alerts are designed to highlight data points and trends in your environment, and
Data Infrastructure Insights allows you to enter any valid email address as an alert recipient. If you are working
in a secure environment, be especially mindful of who is receiving the notification or otherwise has access to
the alert.

Metric or Log Monitor?
1. From the Data Infrastructure Insights menu, click Alerts > Manage Monitors
The Monitors list page is displayed, showing currently configured monitors.

2. To modify an existing monitor, click the monitor name in the list.

3. To add a monitor, Click + Monitor.

Metric Monitor A

Set the high and low S i // -0 Use when you know
v parameters that will ==\, @ A -\"a‘ A the upperand lower
trigger an alert if N = ~—  operatingrange
'y exceeded
5
Log Monitor o Use when you want
¥ Monitor logs and to trigger alerts in
' : A A

response to log

configure alerts :
O activity

When you add a new monitor, you are prompted to create a Metric Monitor or a Log Monitor.

o Metric monitors alert on infrastructure- or performance-related triggers
o Log monitors alert on log-related activity

After you choose your monitor type, the Monitor Configuration dialog is displayed. Configuration varies
depending on which type of monitor you are creating.

Metric Monitor

1. In the drop-down, search for and choose an object type and metric to monitor.

You can set filters to narrow down which object attributes or metrics to monitor.
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o Select a metric to monitor

netapp_ontap.aggregate.cp_reads

FilterBy B
Group k_

Metrics -
Unit Disple

cp_read_blocks

cp_reads
data_compaction_space_saved
data_compaction_space_saved_percent

size_total !

Ml

When working with integration data (Kubernetes, ONTAP Advanced Data, etc.), metric filtering removes the
individual/unmatched data points from the plotted data series, unlike infrastructure data (storage, VM, ports
etc.) where filters work on the aggregated value of the data series and potentially remove the entire object from
the chart.

To create a multi-condition monitor (e.g., IOPS > X and latency > Y), define the first condition as
a threshold and the second condition as a filter.

Define the Conditions of the Monitor.

1. After choosing the object and metric to monitor, set the Warning-level and/or Critical-level thresholds.

2. For the Warning level, enter 200 for our example. The dashed line indicating this Warning level displays in
the example graph.

3. For the Critical level, enter 400. The dashed line indicating this Critical level displays in the example graph.

The graph displays historical data. The Warning and Critical level lines on the graph are a visual
representation of the Monitor, so you can easily see when the Monitor might trigger an alert in each case.

4. For the occurence interval, choose Continuously for a period of 15 Minutes.
You can choose to trigger an alert the moment a threshold is breached, or wait until the threshold has been
in continuous breach for a period of time. In our example, we do not want to be alerted every time the Total

IOPS peaks above the Warning or Critical level, but only when a monitored object continuously exceeds
one of these levels for at least 15 minutes.
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Chart Displaying| Top + 10 v Overthe | Last24 Hours v

Define the alert resolution behavior

You can choose how a metric monitor alert is resolved. You are presented with two choices:

* Resolve when the metric returns to the acceptable range.

» Resolve when the metric is within the acceptable range for a specified amount of time, from 1 minute to 7
days.

Log Monitor

When creating a Log monitor, first choose which log to monitor from the available log list. You can then filter
based on the available attributes as above. You can also choose one or more "Group By" attributes.

@ The Log Monitor filter cannot be empty.

Define the alert Behavior

You can create the monitor to alert with a severity level of Critical, Warning, or Informational, when the
conditions you defined above occur once (i.e. immediately), or wait to alert until the conditions occur 2 times or
more.

Define the alert resolution behavior
You can choose how a log monitor alert is resolved. You are presented with three choices:
* Resolve instantly: The alert is immediately resolved with no further action needed

* Resolve based on time: The alert is resolved after the specified time has passed

* Resolve based on log entry: The alert is resolved when a subsequent log activity has occurred. For
example, when an object is logged as "available".
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(O Resolve instantly
(O Resolve based on time

(®) Resolve based on log entry

Log Source

Filter By = ems.ems_message_type |[Ramel-Ne el -ub's v X

Anomaly Detection Monitor
1. In the drop-down, search for and choose an object type and metric to monitor.

You can set filters to narrow down which object attributes or metrics to monitor.

o Select a metric anomaly to monitor

Object  Storage ¥  Metric | iops.total hd

Filter by Attribute (7]
Filter by Metric 7]

Group by  Storage v

Unit Displayed In | Whole Number +

Define the Conditions of the Monitor.

1. After choosing the object and metric to monitor, yous et the conditions under which an anomaly is detected.

o Choose whether to detect an anomaly when the chosen metric spikes above the predicted bounds,
drops below those bounds, or spikes above or drops below the bounds.

o Set the sensitivity of detection. Low (fewer anomalies are detcted), Medium, or High (more
anomalies are detected).

o Set the alerts to be wither Warning or Critical.

o If desired, you can choose to reduce noise, ignoring anomalies when the chosen metric is below a
threshold that you set.
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o Define the monitor's conditions

Trigger alert when performance.iops.total = Spikesabove ¥ | the predicted bounds.
Set sensitivity: | Low [detect fewer anomalies) ¥

Alert severityr | Critical =

To reduce noise, ignore anomalies when performance.iops.total is below = Cptionz 10/s

iopstotal (10/s}
100k

50k

25k

C BB R e e, S e
; ;

6:00 PM 9.00 PM 9, Aug 3:00 AM 6:00 AR .00 AM 1200 PM 3.00 PM

Chart Displaying Top * 0 - Overthe  Last24 Hours ¥

Select notification type and recipients

In the Set up team notification(s) section, you can choose whether to alert your team via email or Webhook.

e Set up team notification(s) (alert your team via email, or Webhook)

Add Delivery Method +
Email

Webhook
Alerting via Email:

Specify the email recipients for alert notifications. If desired, you can choose different recipients for warning or
critical alerts.
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o Set up team notification(s)

Email Notify team on Add Recipients (Required)
Critical, Resolved v user_l@emailcom X user_2@email.com X
Critical -
Resolved 13
Email Notify team on Add Recipients (Required)
Warning v user_3@email.com X

Alerting via Webhook:

Specify the webhook(s) for alert notifications. If desired, you can choose different webhooks for warning or
critical alerts.

0 Set up team notification(s) (alert your team via email, or Webhook
Slack

By Webhook Notify team on Use Webhook(s)
Critical - Slack ®  Teams x v

Notify team on Use Webhook(s)
Resolved - Slack x Teams x A

Notify team on Use Webhook(s)
Waming v Slack = Teams x v

ONTAP Data Collector notifications take precedence over any specific Monitor notifications that

@ are relevant to the cluster/data collector. The recipient list you set for the Data Collector itself will
receive the data collector alerts. If there are no active data collector alerts, then monitor-
generated alerts will be sent to specific monitor recipients.

Setting Corrective Actions or Additional Information

You can add an optional description as well as additional insights and/or corrective actions by filling in the Add
an Alert Description section. The description can be up to 1024 characters and will be sent with the alert. The
insights/corrective action field can be up to 67,000 characters and will be displayed in the summary section of
the alert landing page.

In these fields you can provide notes, links, or steps to take to correct or otherwise address the alert.
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o Add an alert description (optional)

Add a description

Add insights and
corrective actions

Save your Monitor

1. If desired, you can add a description of the monitor.

2. Give the Monitor a meaningful name and click Save.

Your new monitor is added to the list of active Monitors.

Monitor List
The Monitor page lists the currently configured monitors, showing the following:

* Monitor Name
 Status
* Object/metric being monitored

» Conditions of the Monitor

You can choose to temporarily pause monitoring of an object type by clicking the menu to the right of the
monitor and selecting Pause. When you are ready to resume monitoring, click Resume.

You can copy a monitor by selecting Duplicate from the menu. You can then modify the new monitor and
change the object/metric, filter, conditions, email recipients, etc.

If a monitor is no longer needed, you can delete it by selecting Delete from the menu.

Monitor Groups

Grouping allows you to view and manage related monitors. For example, you can have a monitor group
dedicated to the storage in your environment, or monitors relevant to a certain recipient list.
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Monitor Groups (5) 4

Q

All Monitors (5

The following monitor groups are shown. The number of monitors contained in a group is shown next to the
group name.

 All Monitors lists all monitors.

* Custom Monitors lists all user-created monitors.

+ Suspended Monitors will list any system monitors that have been suspended by Data Infrastructure
Insights.

 Data Infrastructure Insights will also show a number of System Monitor Groups, which will list one or
more groups of system-defined monitors, including ONTAP Infrastructure and Workload monitors.

@ Custom monitors can be paused, resumed, deleted, or moved to another group. System-defined
monitors can be paused and resumed but can not be deleted or moved.
Suspended Monitors

This group will only be shown if Data Infrastructure Insights has suspended one or more monitors. A monitor
may be suspended if it is generating excessive or continuous alerts. If the monitor is a custom monitor, modify
the conditions to prevent the continuous alerting, and then resume the monitor. The monitor will be removed
from the Suspended Monitors group when the issue causing the suspension is resolved.

System-Defined Monitors

These groups will show monitors provided by Data Infrastructure Insights, as long as your environment
contains the devices and/or log availability required by the monitors.

System-Defined monitors cannot be modified, moved to another group, or deleted. However, you can duplicate
a system monitor and modify or move the duplicate.

System monitors may include monitors for ONTAP Infrastructure (storage, volume, etc.) or Workloads (i.e. log

monitors), or other groups. NetApp is constantly evaluating customer need and product functionality, and will
update or add to system monitors and groups as needed.

Custom Monitor Groups

You can create your own groups to contain monitors based on your needs. For example, you may want a
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group for all of your storage-related monitors.

To create a new custom monitor group, click the "+" Create New Monitor Group button. Enter a name for the
group and click Create Group. An empty group is created with that name.

To add monitors to the group, go to the All Monitors group (recommended) and do one of the following:

» To add a single monitor, click the menu to the right of the monitor and select Add to Group. Choose the
group to which to add the monitor.

* Click on the monitor name to open the monitor’s edit view, and select a group in the Associate to a monitor
group section.

o Associate to a monitor group (optional

ONTAP Monitors -

Remove monitors by clicking on a group and selecting Remove from Group from the menu. You can not
remove monitors from the All Monitors or Custom Monitors group. To delete a monitor from these groups, you
must delete the monitor itself.

Removing a monitor from a group does not delete the monitor from Data Infrastructure Insights.
@ To completely remove a monitor, select the monitor and click Delete. This also removes it from
the group to which it belonged and it is no longer available to any user.

You can also move a monitor to a different group in the same manner, selecting Move to Group.
To pause or resume all monitors in a group at once, select the menu for the group and click Pause or Resume.

Use the same menu to rename or delete a group. Deleting a group does not delete the monitors from Data
Infrastructure Insights; they are still available in All Monitors.
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Monitor Groups (3) <

Q Agent Monitors &)

All Monitors (4)

custom Monitors (4)

Agant Monitors (3) H

Pause
Resume
Rename

Delete

System-Defined Monitors

Data Infrastructure Insights includes a number of system-defined monitors for both metrics and logs. The
system monitors available are dependent on the data collectors present in your environment. Because of that,
the monitors available in Data Infrastructure Insights may change as data collectors are added or their
configurations changed.

View the System-Defined Monitors page for descriptions of monitors included with Data Infrastructure Insights.

More Information

* Viewing and Dismissing Alerts

Viewing and Managing Alerts from Monitors

Data Infrastructure Insights displays alerts when monitored thresholds are exceeded.

Monitors and Alerting is available in Data Infrastructure Insights Standard Edition and higher.

Viewing and Managing Alerts

To view and manage alerts, do the following.

1. Navigate to the Alerts > All Alerts page.

2. Alist of up to the most recent 1,000 alerts is displayed. You can sort this list on any field by clicking the
column header for the field. The list displays the following information. Note that not all of these columns
are displayed by default. You can select columns to display by clicking on the "gear" icon:

o Alert ID: System-generated unique alert ID
> Triggered Time: The time at which the relevant Monitor triggered the alert

o Current Severity (Active alerts tab): The current severity of the active alert
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> Top Severity (Resolved alerts tab); The maximum severity of the alert before it was resolved
o Monitor: The monitor configured to trigger the alert

> Triggered On: The object on which the monitored threshold was breached

o Status: Current alert status, New or In Process

o Active Status: Active or Resolved

o Condition: The threshold condition that triggered the alert

o Metric: The object’s metric on which the monitored threshold was breached

o Monitor Status: Current status of the monitor that triggered the alert

o Has Corrective Action: The alert has suggested corrective actions. Open the alert page to view these.
You can manage an alert by clicking the menu to the right of the alert and choosing one of the following:

* In Process to indicate that the alert is under investigation or otherwise needs to be kept open

» Dismiss to remove the alert from the list of active alerts.

You can manage multiple alerts by selecting the checkbox to the left of each Alert and clicking Change
Selected Alerts Status.

Clicking on an Alert ID opens the Alert Detail Page.

Alert Detail Page

The Alert Detail Page provides additional detail about the alert, including a Summary, an Expert View showing
graphs related to the object’s data, any Related Assets, and Comments entered by alert investigators.
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Alert Summary

Monitor: Metric:
Volume Total Data ¥ netapp_ontap.workload_volumetotal_data
Triggered On: Condition:

cluster_name: tawny

azgr_name: Multiple_Values

Average total_data is > (greater than) 0m and/or Om all the time in 2-hour window.

Filters Applied:
Duration / Time Triggered: cluster_name; Any
1d 6h / Jun 9, 2020 2:22 AM

Status:
Top Severity: New
Q Critical
Expert View Display Metrics +

total_data (m)

B.53674
478337
o el LA
Related Alerts
1 jfem found
Alert 1D Active Status Triggerad Time 4 Top Severity Monitor Triggered On Status
Al-46769 Resolved adayago O Critical Volume Total Data cluster_name: tawny New
Jun 8, 2020 222 AM aggr_name: Multiple_Values
3

Comments

There are no comments yet on this alert.

Alerts When Data Is Missing

In a realtime system such as Data Infrastructure Insights, to trigger the analysis of a Monitor to decide if an
Alert should be generated, we rely on one of two things:

« the next datapoint to arrive

+ a timer to fire when there is no datapoint and you have waited long enough

As is the case with slow data arrival—or no data arrival—the timer mechanism needs to take over as the data
arrival rate is insufficient to trigger alerts in "real time." So the question typically becomes "How long do | wait
before | close the analysis window and look at what | have?" If you wait too long then you are not generating
the alerts fast enough to be useful.

If you have a Monitor with a 30-minute window that notices that a condition is violated by the last data point
before a long-term loss-of-data, an Alert will be generated because the Monitor received no other information
to use to confirm a recovery of the metric or notice that the condition persisted.

"Permanently Active" Alerts

It is possible to configure a monitor in such a way for the condition to always exist on the monitored object—for
example, IOPS > 1 or latency > 0. These are often created as 'test' monitors and then forgotten. Such monitors
create alerts that stay permanently open on the constituent objects, which can cause system stress and
stability issues over time.
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To prevent this, Data Infrastructure Insights will automatically close any "permanently active" alert after 7 days.
Note that the underlying monitor conditions may (probably will) continue to exist, causing a new alert to be
issued almost immediately, but this closing of "always active" alerts alleviates some of the system stress that
can otherwise occur.

Configuring Email Notifications

You can configure an email list for subscription-related notifications, as well as a global
email list of recipients for notification of performance policy threshold violations.

To configure notification email recipient settings, go to the Admin > Notifications page and select the Email
tab.

Subscription Notification Recipients

Send subscription related notifications to the following:
All Account Cwners

All Monitor & Optimize Administrators

Additional Email Addresses

name@email.com X

Save

Global Monitor Notification Recipients

Default email recipients for monitor related notifications:
[] All Account Owners

All Monitor & Optimize Administrators

[] Additional Email Addresses

Save

Subscription Notification Recipients

To configure recipients for subscription-related event notifications, go to the "Subscription Notification
Recipients" section.
You can choose to have email notifications sent for subscription-related events to any or all of the following
recipients:

 All Account Owners

» All Monitor & Optimize Administrators

 Additional Email Addresses that you specify

The following are examples of the types of notifications that might be sent, and user actions you can take.

Notification: User Action:

Trial or subscription has been updated Review subscription details on the Subscription page
Subscription will expire in 90 days No action needed if “Auto Renewal” is enabled
Subscription will expire in 30 days Contact NetApp sales to renew the subscription
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Trial ends in 2 days Renew trial from the Subscription page. You can
renew a trial one time.
Contact NetApp sales to purchase a subscription

Trial or subscription has expired Contact NetApp sales to purchase a subscription

Account will stop collecting data in 48 hours
Account will be deleted after 48 hours

Global Recipient List for Alerts

Email notifications of alerts are sent to the alert recipient list for every action on the alert. You can choose to
send alert notifications to a global recipient list.

To configure global alert recipients, choose the desired recipients in the Global Monitor Notification
Recipients section.

You can always override the global recipients list for an individual monitor when creating or modifying the
monitor.

ONTAP Data Collector notifications take precedence over any specific Monitor notifications that

@ are relevant to the cluster/data collector. The recipient list you set for the Data Collector itself will
receive the data collector alerts. If there are no active data collector alerts, then monitor-
generated alerts will be sent to specific monitor recipients.

Editing Notifications for ONTAP

You can modify notifications for ONTAP clusters by selecting Edit Notifications from the upper-right drop-down
on a Storage landing page.

Z Edit ¥
Poll Again
Postpone 3 Days
Postpone 7 Days
Postpone 30 Days

Edit Motifications

From here, you can set notifications for Critical, Warning, Informational, and/or Resolved alerts. Each scenario
can notify the Global Recipient list or other recipients you choose.
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Edit Notifications X

By Email
Notify team on Send to m
O clobal Monitor Recipient List
Critical, Warn... =
(® other Email Recipients
email@email.one %
email2@email2.two X |
Notify team on Send to m

ved (® Global Monitor Recipient List
Resolve hd

(O other Email Recipients

[ ] Bywebhook

Enable webhook notification to add recipients

System Monitors

Data Infrastructure Insights includes a number of system-defined monitors for both
metrics and logs. The system monitors available are dependent on the data collectors
present in your environment. Because of that, the monitors available in Data
Infrastructure Insights may change as data collectors are added or their configurations
changed.

Many System Monitors are in Paused state by default. You can enable a system monitor by
selecting the Resume option for the monitor. Ensure that Advanced Counter Data Collection and
Enable ONTAP EMS log collection are enabled in the Data Collector. These options can be

@ found in the ONTAP Data Collector under Advanced Configuration:

Enable ONTAP EMS log collection

Opt in for Advanced Counter Data Collection rollout.
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Monitor Descriptions

System-defined monitors are comprised of pre-defined metrics and conditions, as well as default descriptions
and corrective actions, which can not be modified. You can modify the notification recipient list for system-

defined monitors. To view the metrics, conditions, description and corrective actions, or to modify the recipient
list, open a system-defined monitor group and click the monitor name in the list.

System-defined monitor groups cannot be modified or removed.

The following system-defined monitors are available, in the noted groups.

* ONTAP Infrastructure includes monitors for infrastructure-related issues in ONTAP clusters.

* ONTAP Workload Examples includes monitors for workload-related issues.

* Monitors in both group default to Paused state.

Below are the system monitors currently included with Data Infrastructure Insights:

Metric Monitors

Monitor Name Severity

Fiber Channel Port CRITICAL
Utilization High
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Monitor Description

Fiber Channel Protocol
ports are used to receive
and transfer the SAN
traffic between the

customer host system and

the ONTAP LUNSs. If the
port utilization is high,
then it will become a
bottleneck and it will
ultimately affect the
performance of sensitive
of Fiber Channel Protocol
workloads....A warning
alert indicates that
planned action should be
taken to balance network
traffic....A critical alert
indicates that service
disruption is imminent and
emergency measures
should be taken to
balance network traffic to
ensure service continuity.

Corrective Action

If critical threshold is
breached, consider
immediate actions to
minimize service
disruption:

1. Move workloads to
another lower utilized FCP
port.

2. Limit the traffic of
certain LUNs only to
essential work, either via
QoS policies in ONTAP or
host-side configuration to
lighten the utilization of
the FCP ports....

If warning threshold is
breached, plan to take the
following actions:

1. Configure more FCP
ports to handle the data
traffic so that the port
utilization gets distributed
among more ports.

2. Move workloads to
another lower utilized FCP
port.

3. Limit the traffic of
certain LUNs only to
essential work, either via
QoS policies in ONTAP or
host-side configuration to
lighten the utilization of
the FCP ports.



Lun Latency High

CRITICAL

LUNs are objects that
serve the 1/O traffic often
driven by performance
sensitive applications
such as databases. High
LUN latencies means that
the applications
themselves might suffer
and be unable to
accomplish their tasks....A
warning alert indicates
that planned action should
be taken to move the LUN
to appropriate Node or
Aggregate....A critical
alert indicates that service
disruption is imminent and
emergency measures
should be taken to ensure
service continuity.
Following are expected
latencies based on media
type - SSD up to 1-2
milliseconds; SAS up to 8-
10 milliseconds, and SATA
HDD 17-20 milliseconds

If critical threshold is
breached, consider
following actions to
minimize service
disruption:

If the LUN or its volume
has a QoS policy
associated with it, then
evaluate its threshold
limits and validate if they
are causing the LUN
workload to get
throttled....

If warning threshold is
breached, plan to take the
following actions:

1. If aggregate is also
experiencing high
utilization, move the LUN
to another aggregate.

2. If the node is also
experiencing high
utilization, move the
volume to another node or
reduce the total workload
of the node.

3. If the LUN or its volume
has a QoS policy
associated with it,
evaluate its threshold
limits and validate if they
are causing the LUN
workload to get throttled.
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Network Port Utilization
High
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CRITICAL

Network ports are used to
receive and transfer the
NFS, CIFS, and iSCSI
protocol traffic between
the customer host
systems and the ONTAP
volumes. If the port
utilization is high, then it
becomes a bottleneck and
it will ultimately affect the
performance of NFS,
CIFS and iSCSI
workloads....A warning
alert indicates that
planned action should be
taken to balance network
traffic....A critical alert
indicates that service
disruption is imminent and
emergency measures
should be taken to
balance network traffic to
ensure service continuity.

If critical threshold is
breached, consider
following immediate
actions to minimize
service disruption:

1. Limit the traffic of
certain volumes only to
essential work, either via
QoS policies in ONTAP or
host-side analysis to
decrease the utilization of
the network ports.

2. Configure one or more
volumes to use another
lower utilized network
port....

If warning threshold is
breached, consider the
following immediate
actions:

1. Configure more network
ports to handle the data
traffic so that the port
utilization gets distributed
among more ports.

2. Configure one or more
volumes to use another
lower utilized network
port.



NVMe Namespace
Latency High

CRITICAL

NVMe Namespaces are
objects that serve the 1/0
traffic that is driven by
performance sensitive
applications such as
databases. High NVMe
Namespaces latency
means that the
applications themselves
may suffer and be unable
to accomplish their
tasks....A warning alert
indicates that planned
action should be taken to
move the LUN to
appropriate Node or
Aggregate....A critical
alert indicates that service
disruption is imminent and
emergency measures
should be taken to ensure
service continuity.

If critical threshold is
breached, consider
immediate actions to
minimize service
disruption:

If the NVMe namespace
or its volume has a QoS
policy assigned to them,
then evaluate its limit
thresholds in case they
are causing the NVMe
namespace workload to
get throttled....

If warning threshold is
breached, consider to take
the following actions:

1. If aggregate is also
experiencing high
utilization, move the LUN
to another aggregate.

2. If the node is also
experiencing high
utilization, move the
volume to another node or
reduce the total workload
of the node.

3. If the NVMe
namespace or its volume
has a QoS policy
assigned to them,
evaluate its limit
thresholds in case they
are causing the NVMe
namespace workload to
get throttled.
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QTree Capacity Full CRITICAL

QTree Capacity Hard Limit CRITICAL
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A gtree is a logically
defined file system that
can exist as a special
subdirectory of the root
directory within a volume.
Each gtree has a default
space quota or a quota
defined by a quota policy
to limit amount of data
stored in the tree within
the volume capacity....A
warning alert indicates
that planned action should
be taken to increase the
space....A critical alert
indicates that service
disruption is imminent and
emergency measures
should be taken to free up
space to ensure service
continuity.

A gtree is a logically
defined file system that
can exist as a special
subdirectory of the root
directory within a volume.
Each qtree has a space
quota measured in KBytes
that is used to store data
in order to control the
growth of user data in
volume and not exceed its
total capacity....A gtree
maintains a soft storage
capacity quota that
provides alert to the user
proactively before
reaching the total capacity
quota limit in the gtree and
being unable to store data
anymore. Monitoring the
amount of data stored
within a qtree ensures that
the user receives
uninterrupted data
service.

If critical threshold is
breached, consider
immediate actions to
minimize service
disruption:

1. Increase the space of
the gtree in order to
accommodate the growth.
2. Delete unwanted data
to free up space....

If warning threshold is
breached, plan to take the
following immediate
actions:

1. Increase the space of
the gtree in order to
accommodate the growth.
2. Delete unwanted data
to free up space.

If critical threshold is
breached, consider
following immediate
actions to minimize
service disruption:

1. Increase the tree space
quota in order to
accommodate the growth
2. Instruct the user to
delete unwanted data in
the tree to free up space



QTree Capacity Soft Limit WARNING

QTree Files Hard Limit

CRITICAL

A gtree is a logically
defined file system that
can exist as a special
subdirectory of the root
directory within a volume.
Each gtree has a space
quota measured in KBytes
that it can use to store
data in order to control the
growth of user data in
volume and not exceed its
total capacity....A gtree
maintains a soft storage
capacity quota that
provides alert to the user
proactively before
reaching the total capacity
quota limit in the gtree and
being unable to store data
anymore. Monitoring the
amount of data stored
within a gtree ensures that
the user receives
uninterrupted data
service.

A gtree is a logically
defined file system that
can exist as a special
subdirectory of the root
directory within a volume.
Each qgtree has a quota of
the number of files that it
can contain to maintain a
manageable file system
size within the volume....A
gtree maintains a hard file
number quota beyond
which new files in the tree
are denied. Monitoring the
number of files within a
gtree ensures that the
user receives
uninterrupted data
service.

If warning threshold is
breached, consider the
following immediate
actions:

1. Increase the tree space
quota to accommodate
the growth.

2. Instruct the user to
delete unwanted data in
the tree to free up space.

If critical threshold is
breached, consider
immediate actions to
minimize service
disruption:

1. Increase the file count
quota for the gtree.

2. Delete unwanted files
from the qtree file system.
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QTree Files Soft Limit WARNING

Snapshot Reserve Space CRITICAL
Full
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A gtree is a logically
defined file system that
can exist as a special
subdirectory of the root
directory within a volume.
Each gtree has a quota of
the number of files that it
can contain in order to
maintain a manageable
file system size within the
volume....A gtree
maintains a soft file
number quota to provide
alert to the user
proactively before
reaching the limit of files in
the gtree and being
unable to store any
additional files. Monitoring
the number of files within
a qgtree ensures that the
user receives
uninterrupted data
service.

Storage capacity of a
volume is necessary to
store application and
customer data. A portion
of that space, called
shapshot reserved space,
is used to store snapshots
which allow data to be
protected locally. The
more new and updated
data stored in the ONTAP
volume the more snapshot
capacity is used and less
snapshot storage capacity
is available for future new
or updated data. If the
snapshot data capacity
within a volume reaches
the total snapshot reserve
space, it might lead to the
customer being unable to
store new snapshot data
and reduction in the level
of protection for the data
in the volume. Monitoring
the volume used snapshot
capacity ensures data
services continuity.

If warning threshold is
breached, plan to take the
following immediate
actions:

1. Increase the file count
quota for the gtree.

2. Delete unwanted files
from the qgtree file system.

If critical threshold is
breached, consider
immediate actions to
minimize service
disruption:

1. Configure snapshots to
use data space in the
volume when the
snapshot reserve is full.
2. Delete some older
unwanted snapshots to
free up space....

If warning threshold is
breached, plan to take the
following immediate
actions:

1. Increase the snapshot
reserve space within the
volume to accommodate
the growth.

2. Configure snapshots to
use data space in the
volume when the
snapshot reserve is full.



Storage Capacity Limit

Storage Performance
Limit

CRITICAL

CRITICAL

When a storage pool
(aggregate) is filling up,
I/O operations slow down
and finally stop resulting in
storage outage incident. A
warning alert indicates
that planned action should
be taken soon to restore
minimum free space. A
critical alert indicates that
service disruption is
imminent and emergency
measures should be taken
to free up space to ensure
service continuity.

When a storage system
reaches its performance
limit, operations slow
down, latency goes up
and workloads and
applications may start
failing. ONTAP evaluates
the storage pool utilization
for workloads and
estimates what percent of
performance has been
consumed....A warning
alert indicates that
planned action should be
taken to reduce storage
pool load to ensure that
there will be enough
storage pool performance
left to service workload
peaks....A critical alert
indicates that a
performance brownout is
imminent and emergency
measures should be taken
to reduce storage pool
load to ensure service
continuity.

If critical threshold is
breached, immediately
consider the following
actions to minimize
service disruption:

1. Delete Snapshots on
non-critical volumes.

2. Delete Volumes or
LUNSs that are non-
essential workloads and
that may be restored from
off storage copies....... If
warning threshold is
breached, plan the
following immediate
actions:

1. Move one or more
volumes to a different
storage location.

2. Add more storage
capacity.

3. Change storage
efficiency settings or tier
inactive data to cloud
storage.

If critical threshold is
breached, consider
following immediate
actions to minimize
service disruption:

1. Suspend scheduled
tasks such as Snapshots
or SnapMirror replication.
2. Idle non-essential
workloads....

If warning threshold is
breached, take the
following actions
immediately:

1. Move one or more
workloads to a different
storage location.

2. Add more storage
nodes (AFF) or disk
shelves(FAS) and
redistribute workloads

3. Change workload
characteristics(block size,
application caching).
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User Quota Capacity Hard CRITICAL
Limit
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ONTAP recognizes the
users of Unix or Windows
systems who have the
rights to access volumes,
files or directories within a
volume. As a result,
ONTAP allows the
customers to configure
storage capacity for their
users or groups of users
of their Linux or Windows
systems. The user or
group policy quota limits
the amount of space the
user can utilize for their
own data....A hard limit of
this quota allows
notification of the user
when the amount of
capacity used within the
volume is right before

reaching the total capacity

quota. Monitoring the
amount of data stored
within a user or group
quota ensures that the
user receives
uninterrupted data
service.

If critical threshold is
breached, consider
following immediate
actions to minimize
service disruption:

1. Increase the space of
the user or group quota in
order to accommodate the
growth.

2. Instruct the user or
group to delete unwanted
data to free up space.



User Quota Capacity Soft WARNING
Limit

ONTAP recognizes the
users of Unix or Windows
systems that have the
rights to access volumes,
files or directories within a
volume. As a result,
ONTAP allows the
customers to configure
storage capacity for their
users or groups of users
of their Linux or Windows
systems. The user or
group policy quota limits
the amount of space the
user can utilize for their
own data....A soft limit of
this quota allows proactive
notification to the user
when the amount of
capacity used within the
volume is reaching the
total capacity quota.
Monitoring the amount of
data stored within a user
or group quota ensures
that the user receives
uninterrupted data
service.

If warning threshold is
breached, plan to take the
following immediate
actions:

1. Increase the space of
the user or group quota in
order to accommodate the
growth.

2. Delete unwanted data
to free up space.
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Volume Capacity Full
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CRITICAL

Storage capacity of a
volume is necessary to
store application and
customer data. The more
data stored in the ONTAP
volume the less storage
availability for future data.
If the data storage
capacity within a volume
reaches the total storage
capacity may lead to the
customer being unable to
store data due to lack of
storage capacity.
Monitoring the volume
used storage capacity
ensures data services
continuity.

If critical threshold is
breached, consider
following immediate
actions to minimize
service disruption:

1. Increase the space of
the volume to
accommodate the growth.
2. Delete unwanted data
to free up space.

3. If snapshot copies
occupy more space than
the snapshot reserve,
delete old Snapshots or
enable Volume Snapshot
Autodelete....If warning
threshold is breached,
plan to take the following
immediate actions:

1. Increase the space of
the volume in order to
accommodate the growth
2. If snapshot copies
occupy more space than
the snapshot reserve,
delete old Snapshots or
enabling Volume
Snapshot Autodelete.......



Volume Inodes Limit

CRITICAL

Volumes that store files
use index nodes (inode) to
store file metadata. When
a volume exhausts its
inode allocation, no more
files can be added to
it....Awarning alert
indicates that planned
action should be taken to
increase the number of
available inodes....A
critical alert indicates that
file limit exhaustion is
imminent and emergency
measures should be taken
to free up inodes to
ensure service continuity.

If critical threshold is
breached, consider
following immediate
actions to minimize
service disruption:

1. Increase the inodes
value for the volume. If the
inodes value is already at
the max value, then split
the volume into two or
more volumes because
the file system has grown
beyond the maximum
size.

2. Use FlexGroup as it
helps to accommodate
large file systems....

If warning threshold is
breached, plan to take the
following immediate
actions:

1. Increase the inodes
value for the volume. If the
inodes value is already at
the max, then split the
volume into two or more
volumes because the file
system has grown beyond
the maximum size.

2. Use FlexGroup as it
helps to accommodate
large file systems
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Volume Latency High

Monitor Name
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CRITICAL

Severity

Volumes are objects that
serve the 1/O traffic often
driven by performance
sensitive applications
including devOps
applications, home
directories, and
databases. High volume
latencies means that the
applications themselves
may suffer and be unable
to accomplish their tasks.
Monitoring volume
latencies is critical to
maintain application
consistent performance.
The following are
expected latencies based
on media type - SSD up to
1-2 milliseconds; SAS up
to 8-10 milliseconds and
SATAHDD 17-20
milliseconds.

Monitor Description

If critical threshold is
breached, consider
following immediate
actions to minimize
service disruption:

If the volume has a QoS
policy assigned to it,
evaluate its limit
thresholds in case they
are causing the volume
workload to get
throttled....

If warning threshold is
breached, consider the
following immediate
actions:

1. If aggregate is also
experiencing high
utilization, move the
volume to another
aggregate.

2. If the volume has a
QoS policy assigned to i,
evaluate its limit
thresholds in case they
are causing the volume
workload to get throttled.
3. If the node is also
experiencing high
utilization, move the
volume to another node or
reduce the total workload
of the node.

Corrective Action



Node High Latency

WARNING / CRITICAL

Node latency has reached |f critical threshold is

the levels where it might
affect the performance of
the applications on the
node. Lower node latency
ensures consistent
performance of the
applications. The
expected latencies based
on media type are: SSD
up to 1-2 milliseconds;
SAS up to 8-10
milliseconds and SATA
HDD 17-20 milliseconds.

breached, then immediate
actions should be taken to
minimize service
disruption:

1. Suspend scheduled
tasks, Snapshots or
SnapMirror replication

2. Lower the demand of
lower priority workloads
via QoS limits

3. Inactivate non-essential
workloads

Consider immediate
actions when warning
threshold is breached:
1. Move one or more
workloads to a different
storage location

2. Lower the demand of
lower priority workloads
via QoS limits

3. Add more storage
nodes (AFF) or disk
shelves (FAS) and
redistribute workloads
4. Change workload
characteristics (block size,
application caching etc)
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Node Performance Limit

258

WARNING / CRITICAL

Node performance
utilization has reached the
levels where it might affect
the performance of the
IOs and the applications
supported by the node.
Low node performance
utilization ensures
consistent performance of
the applications.

Immediate actions should
be taken to minimize
service disruption if critical
threshold is breached:

1. Suspend scheduled
tasks, Snapshots or
SnapMirror replication

2. Lower the demand of
lower priority workloads
via QoS limits

3. Inactivate non-essential
workloads

Consider the following
actions if warning
threshold is breached:
1. Move one or more
workloads to a different
storage location

2. Lower the demand of
lower priority workloads
via QoS limits

3. Add more storage
nodes (AFF) or disk
shelves (FAS)and
redistribute workloads
4. Change workload
characteristics (block size,
application caching etc)



Storage VM High Latency WARNING / CRITICAL

User Quota Files Hard
Limit

CRITICAL

Storage VM (SVM)
latency has reached the
levels where it might affect
the performance of the
applications on the
storage VM. Lower
storage VM latency
ensures consistent
performance of the
applications. The
expected latencies based
on media type are: SSD
up to 1-2 milliseconds;
SAS up to 8-10
milliseconds and SATA
HDD 17-20 milliseconds.

The number of files
created within the volume
has reached the critical
limit and additional files
cannot be created.
Monitoring the number of
files stored ensures that
the user receives
uninterrupted data
service.

If critical threshold is
breached, then
immediately evaluate the
threshold limits for
volumes of the storage
VM with a QoS policy
assigned, to verify
whether they are causing
the volume workloads to
get throttled

Consider following
immediate actions when
warning threshold is
breached:

1. If aggregate is also
experiencing high
utilization, move some
volumes of the storage
VM to another aggregate.
2. For volumes of the
storage VM with a QoS
policy assigned, evaluate
the threshold limits if they
are causing the volume
workloads to get throttled
3. If the node is
experiencing high
utilization, move some
volumes of the storage
VM to another node or
reduce the total workload
of the node

Immediate actions are
required to minimize
service disruption if critical
threshold is
breached....Consider
taking following actions:

1. Increase the file count
quota for the specific user
2. Delete unwanted files to
reduce the pressure on
the files quota for the
specific user
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User Quota Files Soft
Limit

WARNING

Volume Cache Miss Ratio WARNING / CRITICAL

260

The number of files
created within the volume
has reached the threshold
limit of the quota and is
near to the critical limit.
You cannot create
additional files if quota
reaches the critical limit.
Monitoring the number of
files stored by a user
ensures that the user
receives uninterrupted
data service.

Volume Cache Miss Ratio
is the percentage of read
requests from the client
applications that are
returned from the disk
instead of being returned
from the cache. This
means that the volume
has reached the set
threshold.

Consider immediate
actions if warning
threshold is breached:

1. Increase the file count
quota for the specific user
quota

2. Delete unwanted files to
reduce the pressure on
the files quota for the
specific user

If critical threshold is
breached, then immediate
actions should be taken to
minimize service
disruption:

1. Move some workloads
off of the node of the
volume to reduce the 10
load

2. If not already on the
node of the volume,
increase the WAFL cache
by purchasing and adding
a Flash Cache

3. Lower the demand of
lower priority workloads
on the same node via
QoS limits

Consider immediate
actions when warning
threshold is breached:

1. Move some workloads
off of the node of the
volume to reduce the 1O
load

2. If not already on the
node of the volume,
increase the WAFL cache
by purchasing and adding
a Flash Cache

3. Lower the demand of
lower priority workloads
on the same node via
QoS limits

4. Change workload
characteristics (block size,
application caching etc)



Volume Qtree Quota
Overcommit

Back to Top

Log Monitors

Monitor Name

AWS Credentials Not
Initialized

WARNING / CRITICAL

Severity

INFO

Volume Qtree Quota
Overcommit specifies the
percentage at which a
volume is considered to
be overcommitted by the
gtree quotas. The set
threshold for the qtree
quota is reached for the
volume. Monitoring the
volume qtree quota
overcommit ensures that
the user receives
uninterrupted data
service.

Description

This event occurs when a
module attempts to
access Amazon Web
Services (AWS) Identity
and Access Management
(IAM) role-based
credentials from the cloud
credentials thread before
they are initialized.

If critical threshold is
breached, then immediate
actions should be taken to
minimize service
disruption:

1. Increase the space of
the volume

2. Delete unwanted data

When warning threshold is
breached, then consider
increasing the space of
the volume.

Corrective Action

Wait for the cloud
credentials thread, as well
as the system, to
complete initialization.
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Cloud Tier Unreachable

Disk Out of Service

262

CRITICAL

INFO

A storage node cannot
connect to Cloud Tier
object store APl. Some
data will be inaccessible.

This event occurs when a
disk is removed from
service because it has
been marked failed, is
being sanitized, or has
entered the Maintenance
Center.

If you use on-premises
products, perform the
following corrective
actions: ...Verify that your
intercluster LIF is online
and functional by using
the "network interface
show" command....Check
the network connectivity to
the object store server by
using the "ping" command
over the destination node
intercluster LIF....Ensure
the following:...The
configuration of your
object store has not
changed....The login and
connectivity information is
still valid....Contact
NetApp technical support
if the issue persists.

If you use Cloud Volumes
ONTAP, perform the
following corrective
actions: ...Ensure that the
configuration of your
object store has not
changed.... Ensure that
the login and connectivity
information is still
valid....Contact NetApp
technical support if the
issue persists.

None.



FlexGroup Constituent
Full

Flexgroup Constituent
Nearly Full

FlexGroup Constituent
Nearly Out of Inodes

CRITICAL

WARNING

WARNING

A constituent within a
FlexGroup volume is full,
which might cause a
potential disruption of
service. You can still
create or expand files on
the FlexGroup volume.
However, none of the files
that are stored on the
constituent can be
modified. As a result, you
might see random out-of-
space errors when you try
to perform write
operations on the
FlexGroup volume.

A constituent within a
FlexGroup volume is
nearly out of space, which
might cause a potential
disruption of service. Files
can be created and
expanded. However, if the
constituent runs out of
space, you might not be
able to append to or
modify the files on the
constituent.

A constituent within a
FlexGroup volume is
almost out of inodes,
which might cause a
potential disruption of
service. The constituent
receives lesser create
requests than average.
This might impact the
overall performance of the
FlexGroup volume,
because the requests are
routed to constituents with
more inodes.

It is recommended that
you add capacity to the
FlexGroup volume by
using the "volume modify
-files +X"
command....Alternatively,
delete files from the
FlexGroup volume.
However, it is difficult to
determine which files have
landed on the constituent.

It is recommended that
you add capacity to the
FlexGroup volume by
using the "volume modify
-files +X"
command....Alternatively,
delete files from the
FlexGroup volume.
However, it is difficult to
determine which files have
landed on the constituent.

It is recommended that
you add capacity to the
FlexGroup volume by
using the "volume modify
-files +X"
command....Alternatively,
delete files from the
FlexGroup volume.
However, it is difficult to
determine which files have
landed on the constituent.
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FlexGroup Constituent CRITICAL

Out of Inodes

LUN Offline INFO

Main Unit Fan Failed WARNING

Main Unit Fan in Warning INFO
State

NVRAM Battery Low WARNING

264

A constituent of a
FlexGroup volume has run
out of inodes, which might
cause a potential
disruption of service. You
cannot create new files on
this constituent. This
might lead to an overall
imbalanced distribution of
content across the
FlexGroup volume.

This event occurs when a
LUN is brought offline
manually.

One or more main unit
fans have failed. The
system remains
operational....However, if
the condition persists for
too long, the
overtemperature might
trigger an automatic
shutdown.

This event occurs when
one or more main unit
fans are in a warning
state.

The NVRAM battery
capacity is critically low.
There might be a potential
data loss if the battery
runs out of power....Your
system generates and
transmits an AutoSupport
or "call home" message to
NetApp technical support
and the configured
destinations if it is
configured to do so. The
successful delivery of an
AutoSupport message
significantly improves
problem determination
and resolution.

It is recommended that
you add capacity to the
FlexGroup volume by
using the "volume modify
-files +X"
command....Alternatively,
delete files from the
FlexGroup volume.
However, it is difficult to
determine which files have
landed on the constituent.

Bring the LUN back
online.

Reseat the failed fans. If
the error persists, replace
them.

Replace the indicated fans
to avoid overheating.

Perform the following
corrective actions:...View
the battery’s current
status, capacity, and
charging state by using
the "system node
environment sensors
show" command....If the
battery was replaced
recently or the system
was non-operational for
an extended period of
time, monitor the battery
to verify that it is charging
properly....Contact
NetApp technical support
if the battery runtime
continues to decrease
below critical levels, and
the storage system shuts
down automatically.



Service Processor Not WARNING

Configured

Service Processor Offine CRITICAL

This event occurs on a
weekly basis, to remind
you to configure the
Service Processor (SP).
The SP is a physical
device that is incorporated
into your system to
provide remote access
and remote management
capabilities. You should
configure the SP to use its
full functionality.

ONTAP is no longer
receiving heartbeats from
the Service Processor
(SP), even though all the
SP recovery actions have
been taken. ONTAP
cannot monitor the health
of the hardware without
the SP....The system will
shut down to prevent
hardware damage and
data loss. Set up a panic
alert to be notified
immediately if the SP
goes offline.

Perform the following
corrective
actions:...Configure the
SP by using the "system
service-processor network
modify"
command....Optionally,
obtain the MAC address
of the SP by using the
"system service-processor
network show"
command....Verify the SP
network configuration by
using the "system service-
processor network show"
command....Verify that the
SP can send an
AutoSupport email by
using the "system service-
processor autosupport
invoke" command.

NOTE: AutoSupport email
hosts and recipients
should be configured in
ONTAP before you issue
this command.

Power-cycle the system
by performing the
following actions:...Pull
the controller out from the
chassis....Push the
controller back in....Turn
the controller back on....If
the problem persists,
replace the controller
module.
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Shelf Fans Failed CRITICAL

System Cannot Operate  CRITICAL
Due to Main Unit Fan
Failure

Unassigned Disks INFO

Antivirus Server Busy WARNING

AWS Credentials for IAM  CRITICAL
Role Expired
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The indicated cooling fan
or fan module of the shelf
has failed. The disks in
the shelf might not receive
enough cooling airflow,
which might result in disk
failure.

One or more main unit
fans have failed,
disrupting system
operation. This might lead
to a potential data loss.

System has unassigned
disks - capacity is being
wasted and your system
may have some
misconfiguration or partial
configuration change
applied.

The antivirus server is too
busy to accept any new
scan requests.

Cloud Volume ONTAP has
become inaccessible. The
Identity and Access
Management (IAM) role-
based credentials have
expired. The credentials
are acquired from the
Amazon Web Services
(AWS) metadata server
using the IAM role, and
are used to sign API
requests to Amazon
Simple Storage Service
(Amazon S3).

Perform the following
corrective actions:...Verify
that the fan module is fully
seated and secured.
NOTE: The fan is
integrated into the power
supply module in some
disk shelves....If the issue
persists, replace the fan
module....If the issue still
persists, contact NetApp
technical support for
assistance.

Replace the failed fans.

Perform the following
corrective
actions:...Determine
which disks are
unassigned by using the
"disk show -n"
command....Assign the
disks to a system by using
the "disk assign"
command.

If this message occurs
frequently, ensure that
there are enough antivirus
servers to handle the virus
scan load generated by
the SVM.

Perform the
following:...Log in to the
AWS EC2 Management
Console....Navigate to the
Instances page....Find the
instance for the Cloud
Volumes ONTAP
deployment and check its
health....Verify that the
AWS IAM role associated
with the instance is valid
and has been granted
proper privileges to the
instance.



AWS Credentials for IAM  CRITICAL
Role Not Found

AWS Credentials for IAM  CRITICAL
Role Not Valid

AWS |AM Role Not Found CRITICAL

The cloud credentials
thread cannot acquire the
Amazon Web Services
(AWS) Identity and
Access Management
(IAM) role-based
credentials from the AWS
metadata server. The
credentials are used to
sign API requests to
Amazon Simple Storage
Service (Amazon S3).
Cloud Volume ONTAP has
become inaccessible....

The Identity and Access
Management (IAM) role-
based credentials are not
valid. The credentials are
acquired from the Amazon
Web Services (AWS)
metadata server using the
IAM role, and are used to
sign API requests to
Amazon Simple Storage
Service (Amazon S3).
Cloud Volume ONTAP has
become inaccessible.

The Identity and Access
Management (IAM) roles
thread cannot find an
Amazon Web Services
(AWS) IAM role on the
AWS metadata server.
The IAM role is required to
acquire role-based
credentials used to sign
API requests to Amazon
Simple Storage Service
(Amazon S3). Cloud
Volume ONTAP has
become inaccessible....

Perform the
following:...Log in to the
AWS EC2 Management
Console....Navigate to the
Instances page....Find the
instance for the Cloud
Volumes ONTAP
deployment and check its
health....Verify that the
AWS IAM role associated
with the instance is valid
and has been granted
proper privileges to the
instance.

Perform the
following:...Log in to the
AWS EC2 Management
Console....Navigate to the
Instances page....Find the
instance for the Cloud
Volumes ONTAP
deployment and check its
health....Verify that the
AWS IAM role associated
with the instance is valid
and has been granted
proper privileges to the
instance.

Perform the
following:...Log in to the
AWS EC2 Management
Console....Navigate to the
Instances page....Find the
instance for the Cloud
Volumes ONTAP
deployment and check its
health....Verify that the
AWS IAM role associated
with the instance is valid.
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AWS |AM Role Not Valid  CRITICAL

AWS Metadata Server
Connection Fail

CRITICAL

FabricPool Space Usage WARNING
Limit Nearly Reached
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The Amazon Web
Services (AWS) Identity
and Access Management
(IAM) role on the AWS
metadata server is not
valid. The Cloud Volume
ONTAP has become
inaccessible....

The Identity and Access
Management (IAM) roles
thread cannot establish a
communication link with
the Amazon Web Services
(AWS) metadata server.
Communication should be
established to acquire the
necessary AWS IAM role-
based credentials used to
sign API requests to
Amazon Simple Storage
Service (Amazon S3).
Cloud Volume ONTAP has
become inaccessible....

The total cluster-wide
FabricPool space usage
of object stores from
capacity-licensed
providers has nearly
reached the licensed limit.

Perform the
following:...Log in to the
AWS EC2 Management
Console....Navigate to the
Instances page....Find the
instance for the Cloud
Volumes ONTAP
deployment and check its
health....Verify that the
AWS IAM role associated
with the instance is valid
and has been granted
proper privileges to the
instance.

Perform the
following:...Log in to the
AWS EC2 Management
Console....Navigate to the
Instances page....Find the
instance for the Cloud
Volumes ONTAP
deployment and check its
health....

Perform the following
corrective
actions:...Check the
percentage of the licensed
capacity used by each
FabricPool storage tier by
using the "storage
aggregate object-store
show-space"
command....Delete
Snapshot copies from
volumes with the tiering
policy "snapshot" or
"backup" by using the
"volume snapshot delete"
command to clear up
space....Install a new
license on the cluster to
increase the licensed
capacity.



FabricPool Space Usage
Limit Reached

Giveback of Aggregate
Failed

CRITICAL

CRITICAL

The total cluster-wide
FabricPool space usage
of object stores from
capacity-licensed
providers has reached the
license limit.

This event occurs during
the migration of an
aggregate as part of a
storage failover (SFO)
giveback, when the
destination node cannot
reach the object stores.

Perform the following
corrective
actions:...Check the
percentage of the licensed
capacity used by each
FabricPool storage tier by
using the "storage
aggregate object-store
show-space"
command....Delete
Snapshot copies from
volumes with the tiering
policy "snapshot" or
"backup" by using the
"volume snapshot delete"
command to clear up
space....Install a new
license on the cluster to
increase the licensed
capacity.

Perform the following
corrective actions:...Verify
that your intercluster LIF is
online and functional by
using the "network
interface show"
command....Check
network connectivity to the
object store server by
using the"'ping" command
over the destination node
intercluster LIF. ...Verify
that the configuration of
your object store has not
changed and that login
and connectivity
information is still accurate
by using the "aggregate
object-store config show"
command....Alternatively,
you can override the error
by specifying false for the
"require-partner-waiting"
parameter of the giveback
command....Contact
NetApp technical support
for more information or
assistance.
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HA Interconnect Down
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WARNING

The high-availability (HA)
interconnect is down. Risk
of service outage when
failover is not available.

Corrective actions depend
on the number and type of
HA interconnect links
supported by the platform,
as well as the reason why
the interconnect is down.
...If the links are
down:...Verify that both
controllers in the HA pair
are operational....For
externally connected links,
make sure that the
interconnect cables are
connected properly and
that the small form-factor
pluggables (SFPs), if
applicable, are seated
properly on both
controllers....For internally
connected links, disable
and re-enable the links,
one after the other, by
using the "ic link off" and
"ic link on" commands.
...If links are disabled,
enable the links by using
the "ic link on" command.
...If a peer is not
connected, disable and re-
enable the links, one after
the other, by using the "ic
link off" and "ic link on"
commands....Contact
NetApp technical support
if the issue persists.



Max Sessions Per User
Exceeded

WARNING

You have exceeded the
maximum number of
sessions allowed per user
over a TCP connection.
Any request to establish a
session will be denied
until some sessions are
released. ...

Perform the following
corrective actions:
...Inspect all the
applications that run on
the client, and terminate
any that are not operating
properly....Reboot the
client....Check if the issue
is caused by a new or
existing application:...If
the application is new, set
a higher threshold for the
client by using the "cifs
option modify -max-opens
-same-file-per-tree"
command.

In some cases, clients
operate as expected, but
require a higher threshold.
You should have
advanced privilege to set
a higher threshold for the
client. ...If the issue is
caused by an existing
application, there might be
an issue with the client.
Contact NetApp technical
support for more
information or assistance.
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Max Times Open Per File WARNING
Exceeded

272

You have exceeded the
maximum number of times
that you can open the file
over a TCP connection.
Any request to open this
file will be denied until you
close some open
instances of the file. This
typically indicates
abnormal application
behavior....

Perform the following
corrective
actions:...Inspect the
applications that run on
the client using this TCP
connection.

The client might be
operating incorrectly
because of the application
running on it....Reboot the
client....Check if the issue
is caused by a new or
existing application:...If
the application is new, set
a higher threshold for the
client by using the "cifs
option modify -max-opens
-same-file-per-tree"
command.

In some cases, clients
operate as expected, but
require a higher threshold.
You should have
advanced privilege to set
a higher threshold for the
client. ...If the issue is
caused by an existing
application, there might be
an issue with the client.
Contact NetApp technical
support for more
information or assistance.



NetBIOS Name Conflict

NFSv4 Store Pool
Exhausted

No Registered Scan
Engine

CRITICAL

CRITICAL

CRITICAL

The NetBIOS Name
Service has received a
negative response to a
name registration request,
from a remote machine.
This is typically caused by
a conflict in the NetBIOS
name or an alias. As a
result, clients might not be
able to access data or
connect to the right data-
serving node in the
cluster.

A NFSv4 store pool has
been exhausted.

The antivirus connector
notified ONTAP that it
does not have a
registered scan engine.
This might cause data
unavailability if the "scan-
mandatory" option is
enabled.

Perform any one of the
following corrective
actions:...If there is a
conflict in the NetBIOS
name or an alias, perform
one of the
following:...Delete the
duplicate NetBIOS alias
by using the "vserver cifs
delete -aliases alias
-vserver vserver"
command....Rename a
NetBIOS alias by deleting
the duplicate name and
adding an alias with a new
name by using the
"vserver cifs create
-aliases alias -vserver
vserver" command. ...If
there are no aliases
configured and there is a
conflict in the NetBIOS
name, then rename the
CIFS server by using the
"vserver cifs delete
-vserver vserver" and
"vserver cifs create -cifs
-server netbiosname"
commands.

NOTE: Deleting a CIFS
server can make data
inaccessible. ...Remove
NetBIOS name or rename
the NetBIOS on the
remote machine.

If the NFS server is
unresponsive for more
than 10 minutes after this
event, contact NetApp
technical support.

Perform the following
corrective
actions:...Ensure that the
scan engine software
installed on the antivirus
server is compatible with
ONTAP....Ensure that
scan engine software is
running and configured to
connect to the antivirus
connector over local
loopback.

273



No Vscan Connection CRITICAL

Node Root Volume Space CRITICAL
Low

Nonexistent Admin Share CRITICAL

NVMe Namespace Out of CRITICAL
Space

NVMe-oF Grace Period WARNING
Active
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ONTAP has no Vscan
connection to service virus
scan requests. This might
cause data unavailability if
the "scan-mandatory"
option is enabled.

The system has detected
that the root volume is
dangerously low on
space. The node is not
fully operational. Data
LIFs might have failed
over within the cluster,
because of which NFS
and CIFS access is limited
on the node.
Administrative capability is
limited to local recovery
procedures for the node to
clear up space on the root
volume.

Vscan issue: a client has
attempted to connect to a
nonexistent
ONTAP_ADMINS$ share.

An NVMe namespace has
been brought offline
because of a write failure
caused by lack of space.

This event occurs on a
daily basis when the
NVMe over Fabrics
(NVMe-oF) protocol is in
use and the grace period
of the license is active.
The NVMe-oF
functionality requires a
license after the license
grace period expires.
NVMe-oF functionality is
disabled when the license
grace period is over.

Ensure that the scanner
pool is properly configured
and the antivirus servers
are active and connected
to ONTAP.

Perform the following
corrective actions:...Clear
up space on the root
volume by deleting old
Snapshot copies, deleting
files you no longer need
from the /mroot directory,
or expanding the root
volume capacity....Reboot
the controller....Contact
NetApp technical support
for more information or
assistance.

Ensure that Vscan is
enabled for the mentioned
SVM ID. Enabling Vscan
on a SVM causes the
ONTAP_ADMINS$ share to
be created for the SVM
automatically.

Add space to the volume,
and then bring the NVMe
namespace online by
using the "vserver nvme
namespace modify"
command.

Contact your sales
representative to obtain
an NVMe-oF license, and
add it to the cluster, or
remove all instances of
NVMe-oF configuration
from the cluster.



NVMe-oF Grace Period WARNING
Expired

NVMe-oF Grace Period WARNING
Start

Object Store Host CRITICAL

Unresolvable

Object Store Intercluster  CRITICAL
LIF Down

Object Store Signature CRITICAL

Mismatch

The NVMe over Fabrics
(NVMe-oF) license grace
period is over and the
NVMe-oF functionality is
disabled.

The NVMe over Fabrics
(NVMe-oF) configuration
was detected during the
upgrade to ONTAP 9.5
software. NVMe-oF
functionality requires a
license after the license
grace period expires.

The object store server
host name cannot be
resolved to an IP address.
The object store client
cannot communicate with
the object-store server
without resolving to an IP
address. As a result, data
might be inaccessible.

The object-store client
cannot find an operational
LIF to communicate with
the object store server.
The node will not allow
object store client traffic
until the intercluster LIF is
operational. As a result,
data might be
inaccessible.

The request signature
sent to the object store
server does not match the
signature calculated by
the client. As a result, data
might be inaccessible.

Contact your sales
representative to obtain
an NVMe-oF license, and
add it to the cluster.

Contact your sales
representative to obtain
an NVMe-oF license, and
add it to the cluster.

Check the DNS
configuration to verify that
the host name is
configured correctly with
an IP address.

Perform the following
corrective
actions:...Check the
intercluster LIF status by
using the "network
interface show -role
intercluster"
command....Verify that the
intercluster LIF is
configured correctly and
operational....If an
intercluster LIF is not
configured, add it by using
the "network interface
create -role intercluster"
command.

Verify that the secret
access key is configured
correctly. If it is configured
correctly, contact NetApp
technical support for
assistance.
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READDIR Timeout
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CRITICAL

A READDIR file operation
has exceeded the timeout
that it is allowed to run in
WAFL. This can be
because of very large or
sparse directories.
Corrective action is
recommended.

Perform the following
corrective actions:...Find
information specific to
recent directories that
have had READDIR file
operations expire by using
the following 'diag’
privilege nodeshell CLI
command:

wafl readdir notice
show....Check if
directories are indicated
as sparse or not:...If a
directory is indicated as
sparse, it is recommended
that you copy the contents
of the directory to a new
directory to remove the
sparseness of the
directory file. ...If a
directory is not indicated
as sparse and the
directory is large, it is
recommended that you
reduce the size of the
directory file by reducing
the number of file entries
in the directory.



Relocation of Aggregate
Failed

Shadow Copy Failed

CRITICAL

CRITICAL

This event occurs during
the relocation of an
aggregate, when the
destination node cannot
reach the object stores.

A Volume Shadow Copy
Service (VSS), a Microsoft
Server backup and restore
service operation, has
failed.

Perform the following
corrective actions:...Verify
that your intercluster LIF is
online and functional by
using the "network
interface show"
command....Check
network connectivity to the
object store server by
using the"'ping" command
over the destination node
intercluster LIF. ...Verify
that the configuration of
your object store has not
changed and that login
and connectivity
information is still accurate
by using the "aggregate
object-store config show"
command....Alternatively,
you can override the error
by using the "override-
destination-checks"
parameter of the
relocation
command....Contact
NetApp technical support
for more information or
assistance.

Check the following using
the information provided in
the event message:...Is
shadow copy
configuration
enabled?...Are the
appropriate licenses
installed? ...On which
shares is the shadow copy
operation performed?...ls
the share name
correct?...Does the share
path exist?...What are the
states of the shadow copy
set and its shadow
copies?
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Storage Switch Power WARNING
Supplies Failed

Too Many CIFS WARNING
Authentication

Unauthorized User WARNING
Access to Admin Share

Virus Detected WARNING
Volume Offline INFO

278

There is a missing power
supply in the cluster
switch. Redundancy is
reduced, risk of outage
with any further power
failures.

Many authentication
negotiations have
occurred simultaneously.
There are 256 incomplete
new session requests
from this client.

A client has attempted to
connect to the privileged
ONTAP_ADMIN$ share
even though their logged-
in user is not an allowed
user.

AVscan server has
reported an error to the
storage system. This
typically indicates that a
virus has been found.
However, other errors on
the Vscan server can
cause this event....Client
access to the file is
denied. The Vscan server
might, depending on its
settings and configuration,
clean the file, quarantine
it, or delete it.

This message indicates
that a volume is made
offline.

Perform the following
corrective
actions:...Ensure that the
power supply mains,
which supplies power to
the cluster switch, is
turned on....Ensure that
the power cord is
connected to the power
supply....Contact NetApp
technical support if the
issue persists.

Investigate why the client
has created 256 or more
new connection requests.
You might have to contact
the vendor of the client or
of the application to
determine why the error
occurred.

Perform the following
corrective
actions:...Ensure that the
mentioned username and
IP address is configured in
one of the active Vscan
scanner pools....Check
the scanner pool
configuration that is
currently active by using
the "vserver vscan
scanner pool show-active"
command.

Check the log of the
Vscan server reported in
the "syslog" event to see if
it was able to successfully
clean, quarantine, or
delete the infected file. If it
was not able to do so, a
system administrator
might have to manually
delete the file.

Bring the volume back
online.



Volume Restricted

Storage VM Stop
Succeeded

Node Panic

Back to Top

INFO

INFO

WARNING

Anti-Ransomware Log Monitors

Monitor Name

Storage VM Anti-
ransomware Monitoring
Disabled

Storage VM Anti-
ransomware Monitoring
Enabled (Learning Mode)

Volume Anti-ransomware
Monitoring Enabled

Volume Anti-ransomware
Monitoring Disabled

Volume Anti-ransomware
Monitoring Enabled
(Learning Mode)

Volume Anti-ransomware
Monitoring Paused
(Learning Mode)

Volume Anti-ransomware
Monitoring Paused

Volume Anti-ransomware
Monitoring Disabling

Severity

WARNING

INFO

INFO

WARNING

INFO

WARNING

WARNING

WARNING

This event indicates that a
flexible volume is made
restricted.

This message occurs
when a 'vserver stop'
operation succeeds.

This event is issued when
a panic occurs

Description

The anti-ransomware
monitoring for the storage
VM is disabled. Enable
anti-ransomware to
protect the storage VM.

The anti-ransomware
monitoring for the storage
VM is enabled in learning
mode.

The anti-ransomware
monitoring for the volume
is enabled.

The anti-ransomware
monitoring for the volume
is disabled. Enable anti-
ransomware to protect the
volume.

The anti-ransomware
monitoring for the volume
is enabled in learning
mode.

The anti-ransomware
monitoring for the volume
is paused in learning
mode.

The anti-ransomware
monitoring for the volume
is paused.

The anti-ransomware
monitoring for the volume
is disabling.

Bring the volume back
online.

Use 'vserver start'
command to start the data
access on a storage VM.

Contact NetApp customer
support.

Corrective Action

None

None

None

None

None

None

None

None
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Ransomware Activity CRITICAL To protect the data from  Refer to the "FINAL-
Detected the detected ransomware, DOCUMENT-NAME" to
a Snapshot copy has take remedial measures
been taken that can be for ransomware activity.
used to restore original
data.
Your system generates
and transmits an
AutoSupport or "call
home" message to
NetApp technical support
and any configured
destinations. AutoSupport
message improves
problem determination
and resolution.

Back to Top

FSx for NetApp ONTAP Monitors

Monitor Name Thresholds Monitor Description Corrective Action
FSx Volume Capacity is  Warning @ > 85 Storage capacity of a Immediate actions are
Full %...Critical @ > 95 % volume is necessary to required to minimize

store application and service disruption if critical

customer data. The more threshold is breached:...1.
data stored in the ONTAP Consider deleting data
volume the less storage  that is not needed
availability for future data. anymore to free up space
If the data storage

capacity within a volume

reaches the total storage

capacity may lead to the

customer being unable to

store data due to lack of

storage capacity.

Monitoring the volume

used storage capacity

ensures data services

continuity.
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FSx Volume High Latency Warning @ > 1000

FSx Volume Inodes Limit

ps...Critical @ > 2000 ps

Warning @ > 85
%...Critical @ > 95 %

Volumes are objects that
serve the |0 traffic often
driven by performance
sensitive applications
including devOps
applications, home
directories, and
databases. High volume
latencies means that the
applications themselves
may suffer and be unable
to accomplish their tasks.
Monitoring volume
latencies is critical to
maintain application
consistent performance.

Volumes that store files
use index nodes (inode) to
store file metadata. When
a volume exhausts its
inode allocation no more
files can be added to it. A
warning alert indicates
that planned action should
be taken to increase the
number of available
inodes. A critical alert
indicates that file limit
exhaustion is imminent
and emergency measures
should be taken to free up
inodes to ensure service
continuity

Immediate actions are
required to minimize
service disruption if critical
threshold is breached:...1.
If the volume has a QoS
policy assigned to it,
evaluate its limit
thresholds in case they
are causing the volume
workload to get
throttled...... Plan to take
the following actions soon
if warning threshold is
breached:...1. If the
volume has a QoS policy
assigned to it, evaluate its
limit thresholds in case
they are causing the
volume workload to get
throttled....2. If the node is
also experiencing high
utilization, move the
volume to another node or
reduce the total workload
of the node.

Immediate actions are
required to minimize
service disruption if critical
threshold is breached:...1.
Consider increasing the
inodes value for the
volume. If the inodes
value is already at the
max, then consider
splitting the volume into
two or more volumes
because the file system
has grown beyond the
maximum size...... Plan to
take the following actions
soon if warning threshold
is breached:...1. Consider
increasing the inodes
value for the volume. If the
inodes value is already at
the max, then consider
splitting the volume into
two or more volumes
because the file system
has grown beyond the
maximum size
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FSx Volume Qtree Quota Warning @ > 95

Overcommit

FSx Snapshot Reserve
Space is Full
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%...Critical @ > 100 %

Warning @ > 90
%...Critical @ > 95 %

Volume Qtree Quota
Overcommit specifies the
percentage at which a
volume is considered to
be overcommitted by the
gtree quotas. The set
threshold for the qtree
quota is reached for the
volume. Monitoring the
volume qtree quota
overcommit ensures that
the user receives
uninterrupted data
service.

Storage capacity of a
volume is necessary to
store application and
customer data. A portion
of that space, called
snapshot reserved space,
is used to store snapshots
which allow data to be
protected locally. The
more new and updated
data stored in the ONTAP
volume the more snapshot
capacity is used and less
snapshot storage capacity
will be available for future
new or updated data. If
the snapshot data
capacity within a volume
reaches the total snapshot
reserve space it may lead
to the customer being
unable to store new
snapshot data and
reduction in the level of
protection for the data in
the volume. Monitoring the
volume used snapshot
capacity ensures data
services continuity.

If critical threshold is
breached, then immediate
actions should be taken to
minimize service
disruption:

1. Delete unwanted
data...When warning
threshold is breached,
then consider increasing
the space of the volume.

Immediate actions are
required to minimize
service disruption if critical
threshold is breached:...1.
Consider configuring
snapshots to use data
space in the volume when
the snapshot reserve is
full...2. Consider deleting
some older snapshots that
may not be needed
anymore to free up
space...... Plan to take the
following actions soon if
warning threshold is
breached:...1. Consider
increasing the snapshot
reserve space within the
volume to accommodate
the growth...2. Consider
configuring snapshots to
use data space in the
volume when the
snapshot reserve is full



FSx Volume Cache Miss
Ratio

Back to Top

K8s Monitors

Monitor Name

Warning @ > 95
%...Critical @ > 100 %

Description

Volume Cache Miss Ratio
is the percentage of read
requests from the client
applications that are
returned from the disk
instead of being returned
from the cache. This
means that the volume
has reached the set
threshold.

Corrective Actions

If critical threshold is
breached, then immediate
actions should be taken to
minimize service
disruption:

1. Move some workloads
off of the node of the
volume to reduce the 10
load

2. Lower the demand of
lower priority workloads
on the same node via
QoS limits...Consider
immediate actions when
warning threshold is
breached:

1. Move some workloads
off of the node of the
volume to reduce the 10
load

2. Lower the demand of
lower priority workloads
on the same node via
QoS limits

3. Change workload
characteristics (block size,
application caching etc)

Severity/Threshold
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Persistent Volume
Latency High

Cluster Memory
Saturation High

POD Attach Failed
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High persistent volume
latencies means that the
applications themselves
may suffer and be unable
to accomplish their tasks.
Monitoring persistent

volume latencies is critical

to maintain application
consistent performance.
The following are
expected latencies based

on media type - SSD up to

1-2 milliseconds; SAS up
to 8-10 milliseconds and
SATA HDD 17-20
milliseconds.

Cluster allocatable

memory saturation is high.

Cluster CPU saturation is
calculated as the sum of
memory usage divided by
the sum of allocatable
memory across all K8s
nodes.

This alert occurs when a
volume attachment with
POD is failed.

Immediate Actions

If critical threshold is
breached, consider
immediate actions to
minimize service
disruption:

If the volume has a QoS
policy assigned to it,
evaluate its limit
thresholds in case they
are causing the volume
workload to get throttled.
Actions To Do Soon

If warning threshold is
breached, plan the
following immediate
actions:

1. If storage pool is also
experiencing high
utilization, move the

volume to another storage

pool.

2. If the volume has a
QoS policy assigned to it,
evaluate its limit
thresholds in case they
are causing the volume
workload to get throttled.
3. If the controller is also
experiencing high
utilization, move the
volume to another
controller or reduce the
total workload of the
controller.

Add nodes.

Fix any unscheduled
nodes.

Right-size pods to free up
memory on nodes.

Warning @ > 6,000 ps
Critical @ > 12,000 us

Warning @ > 80 %
Critical @ > 90 %

Warning



High Retransmit Rate

Node File System
Capacity High

Workload Network Jitter
High

Persistent Volume
Throughput

High TCP Retransmit
Rate

Node File System
Capacity High

High TCP Jitter (high
latency/response time
variations)

MBPS thresholds on
persistent volumes can be
used to alert an
administrator when
persistent volumes
exceed predefined
performance expectations,
potentially impacting other
persistent volumes.
Activating this monitor will
generate alerts
appropriate for the typical
throughput profile of
persistent volumes on
SSDs. This monitor will
cover all persistent
volumes in your
environment. The warning
and critical threshold
values can be adjusted
based on your monitoring
goals by duplicating this
monitor and setting
thresholds appropriate for
your storage class. A
duplicated monitor can be
further targeted to a
subset of the persistent
volumes in your
environment.

Check for Network
congestion - Identify
workloads that consume a
lot of network bandwidth.
Check for high Pod CPU
utilization.

Check hardware network
performance.

Warning @ > 10 %
Critical @ > 25 %

- Increase the size of the
node disks to ensure that
there is sufficient room for
the application files.

- Decrease application file
usage.

Check for Network
congestion. Identify
workloads that consume a
lot of network bandwidth.
Check for high Pod CPU
utilization.

Check hardware network
performance

Warning @ > 80 %
Critical @ > 90 %

Warning @ > 30 ms
Critical @ > 50 ms

Immediate Actions

If critical threshold is
breached, plan immediate
actions to minimize
service disruption:

1. Introduce QoS MBPS
limits for the volume.

2. Review the application
driving the workload on
the volume for anomalies.
Actions To Do Soon

If warning threshold is
breached, plan to take the
following immediate
actions:

1. Introduce QoS MBPS
limits for the volume.

2. Review the application
driving the workload on
the volume for anomalies.

Warning @ > 10,000 MB/s
Critical @ > 15,000 MB/s
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Container at Risk of Going The container’s memory

OOM Killed

Workload Down

Persistent Volume Claim
Failed Binding

ResourceQuota Mem
Limits About to Exceed

ResourceQuota Mem
Requests About to
Exceed

Node Creation Failed

Persistent Volume
Reclamation Failed

Container CPU Throttling

Service Load Balancer
Failed to Delete

Persistent Volume IOPS
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limits are set too low. The
container is at risk of
eviction (Out of Memory
Kill).

Workload has no healthy
pods.

This alert occurs when a
binding is failed on a PVC.

Memory limits for
Namespace are about to
exceed ResourceQuota

Memory requests for
Namespace are about to
exceed ResourceQuota

The node could not be
scheduled because of a
configuration error.

The volume has failed its
automatic reclamation.

The container’'s CPU
Limits are set too low.
Container processes are
slowed.

IOPS thresholds on
persistent volumes can be
used to alert an
administrator when
persistent volumes
exceed predefined

performance expectations.

Activating this monitor will
generate alerts
appropriate for the typical
IOPS profile of
persistence volumes. This
monitor will cover all
persistent volumes in your
environment. The warning
and critical threshold
values can be adjusted
based on your monitoring
goals by duplicating this
monitor and setting
thresholds appropriate for
your workload.

Increase container
memory limits.

Check the Kubernetes
event log for the cause of
the configuration failure.

Increase container CPU
limits.

Immediate Actions

If critical threshold is
breached, plan Immediate
actions to minimize
service disruption :

1. Introduce QoS IOPS
limits for the volume.

2. Review the application
driving the workload on
the volume for anomalies.
Actions To Do Soon

If warning threshold is
breached, plan the
following immediate
actions:

1. Introduce QoS IOPS
limits for the volume.

2. Review the application
driving the workload on
the volume for anomalies.

Warning @ > 95 %

Critical @ < 1

Warning

Warning @ > 80 %
Critical @ > 90 %

Warning @ > 80 %
Critical @ > 90 %

Critical

Warning @ > 0B

Warning @ > 95 %
Critical @ > 98 %

Warning

Warning @ > 20,000 IO/s
Critical @ > 25,000 10/s



Service Load Balancer
Failed to Update

POD Failed Mount

Node PID Pressure

Pod Image Pull Failure

Job Running Too Long

Node Memory High

ResourceQuota CPU
Limits About to Exceed

Pod Crash Loop Backoff

Node CPU High

This alert occurs when a
mount is failed on a POD.

Available process
identifiers on the (Linux)
node has fallen below an
eviction threshold.

Kubernetes failed to pull
the pod container image.

Job is running for too long

Node memory usage is
high

CPU limits for Namespace
are about to exceed
ResourceQuota

Pod has crashed and
attempted to restart
multiple times.

Node CPU usage is high.

Find and fix pods that
generate many processes
and starve the node of
available process IDs.
Set up PodPidsLimit to
protect your node against
pods or containers that
spawn too many
processes.

- Make sure the pod’s
image is spelled correctly
in the pod configuration.

- Check image tag exists
in your registry.

- Verify the credentials for
the image registry.

- Check for registry
connectivity issues.

- Verify you are not hitting
the rate limits imposed by
public registry providers.

Add nodes.

Fix any unscheduled
nodes.

Right-size pods to free up
memory on nodes.

Add nodes.

Fix any unscheduled
nodes.

Right-size pods to free up
CPU on nodes.

Warning

Warning

Critical@ >0

Warning

Warning @ > 1 hr
Critical @ > 5 hr

Warning @ > 85 %
Critical @ > 90 %

Warning @ > 80 %
Critical @ > 90 %

Critical @ > 3

Warning @ > 80 %
Critical @ > 90 %
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Workload Network
Latency RTT High

Job Failed

Persistent Volume Full in
a Few Days

Node Memory Pressure

Node Unready

Persistent Volume
Capacity High

Service Load Balancer
Failed to Create

Workload Replica
Mismatch

ResourceQuota CPU
Requests About to
Exceed
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High TCP RTT (Round
Trip Time) latency

Job did not complete
successfully due to a node
crash or reboot, resource
exhaustion, job timeout, or
pod scheduling failure.

Persistent Volume will run
out of space in a few days

Node is running out of
memory. Available
memory has met eviction
threshold.

Node has been unready
for 5 minutes

Persistent Volume
backend used capacity is
high.

Service Load Balancer
Create Failed

Some pods are currently
not available for a
Deployment or
DaemonSet.

CPU requests for
Namespace are about to
exceed ResourceQuota

Check for Network

workloads that consume a
lot of network bandwidth.
Check for high Pod CPU
utilization.

Check hardware network
performance.

Check the Kubernetes
event logs for failure
causes.

-Increase the volume size
to ensure that there is
sufficient room for the
application files.

-Reduce the amount of
data stored in
applications.

Add nodes.

Fix any unscheduled
nodes.

Right-size pods to free up
memory on nodes.

Verify the node have
enough CPU, memory,
and disk resources.
Check node network
connectivity.

Check the Kubernetes
event logs for failure
causes.

- Increase the volume size
to ensure that there is
sufficient room for the
application files.

- Reduce the amount of
data stored in
applications.

Warning @ > 150 ms
Critical @ > 300 ms

Warning @ > 1

Warning @ < 8 day
Critical @ < 3 day

Critical@ >0

Critical @ < 1

Warning @ > 80 %
Critical @ > 90 %

Critical

Warning @ > 1

Warning @ > 80 %
Critical @ > 90 %



High Retransmit Rate

Node Disk Pressure

Cluster CPU Saturation
High

Back to Top

Change Log Monitors

Monitor Name

High TCP Retransmit
Rate

Available disk space and
inodes on either the
node’s root filesystem or
image filesystem has
satisfied an eviction
threshold.

Cluster allocatable CPU
saturation is high.
Cluster CPU saturation is
calculated as the sum of

Check for Network
congestion - Identify
workloads that consume a
lot of network bandwidth.
Check for high Pod CPU
utilization.

Check hardware network
performance.

Warning @ > 10 %
Critical @ > 25 %

- Increase the size of the
node disks to ensure that
there is sufficient room for
the application files.

- Decrease application file

Critical@ >0

usage.
Add nodes. Warning @ > 80 %
Fix any unscheduled Critical @ > 90 %
nodes.

Right-size pods to free up

CPU usage divided by the CPU on nodes.

sum allocatable CPU
across all K8s nodes.

Severity

Monitor Description

Internal Volume Discovered

Internal Volume Modified

Storage Node Discovered

Storage Node Removed

Storage Pool Discovered

Storage Virtual Machine
Discovered

Storage Virtual Machine Modified

Back to Top

Informational

Informational

Informational

Informational

Informational

Informational

Informational

This message occurs when an
Internal Volume is discovered.

This message occurs when an
Internal Volume is modified.

This message occurs when an
Storage Node is discovered.

This message occurs when an
Storage Node is removed.

This message occurs when an
Storage Pool is discovered.

This message occurs when an
Storage Virtual Machine is
discovered.

This message occurs when an
Storage Virtual Machine is
modified.
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Data Collection Monitors

Monitor Name

Acquisition Unit Shutdown

Collector Failed

Collector Warning

Back to Top

Security Monitors

Monitor Name

290

Threshold

Description

Data Infrastructure Insights
Acquisition Units periodically restart
as part of upgrades to introduce
new features. This happens once a
month or less in a typical
environment. A Warning Alert that
an Acquisition Unit has shutdown
should be followed soon after by a
Resolution noting that the newly-
restarted Acquisition Unit has
completed a registration with Data
Infrastructure Insights. Typically this
shutdown-to-registration cycle
takes 5 to 15 minutes.

The poll of a data collector
encountered an unexpected failure
situation.

This Alert typically can arise
because of an erroneous
configuration of the data collector or
of the target system. Revisit the
configurations to prevent future
Alerts. It can also be due to a
retrieval of less-than-complete data
where the data collector gathered
all the data that it could. This can
happen when situations change
during data collection (e.g., a virtual
machine present at the beginning of
data collection is deleted during
data collection and before its data
is captured).

Monitor Description

Corrective Action

If the alert occurs frequently or lasts
longer than 15 minutes, check on
the operation of the system hosting
the Acquisition Unit, the network,
and any proxy connecting the AU to
the Internet.

Visit the data collector page in Data
Infrastructure Insights to learn more
about the situation.

Check the configuration of the data
collector or target system.

Note that the monitor for Collector
Warning can send more alerts than
other monitor types, so it is
recommended to set no alert
recipients unless you are
troubleshooting.

Corrective Action



AutoSupport HTTPS
transport disabled

Cluster Insecure ciphers
for SSH

Cluster Login Banner
Disabled

Cluster Peer
Communication Not
Encrypted

Warning @ < 1

Warning @ < 1

Warning @ < 1

Warning @ < 1

AutoSupport supports
HTTPS, HTTP, and SMTP
for transport protocols.
Because of the sensitive
nature of AutoSupport
messages, NetApp
strongly recommends
using HTTPS as the
default transport protocol
for sending AutoSupport
messages to NetApp
support.

Indicates that SSH is
using insecure ciphers, for
example ciphers
beginning with *cbc.

Indicates that the Login
banner is disabled for
users accessing the
ONTAP system.
Displaying a login banner
is helpful for establishing
expectations for access
and use of the system.

When replicating data for
disaster recovery,
caching, or backup, you
must protect that data
during transport over the
wire from one ONTAP
cluster to another.
Encryption must be
configured on both the
source and destination
clusters.

To set HTTPS as the
transport protocol for
AutoSupport messages,
run the following ONTAP
command:...system node
autosupport modify
-transport https

To remove the CBC
ciphers, run the following
ONTAP
command:...security ssh
remove -vserver <admin
vserver> -ciphers aes256-
cbc,aes192-cbc,aes128-
cbc,3des-cbc

To configure the login
banner for a cluster, run
the following ONTAP
command:...security login
banner modify -vserver
<admin svm> -message
"Access restricted to
authorized users"

To enable encryption on
cluster peer relationships
that were created prior to
ONTAP 9.6, the source
and destination cluster
must be upgraded to 9.6.
Then use the "cluster peer
modify" command to
change both the source
and destination cluster
peers to use Cluster
Peering Encryption....See
the NetApp Security
Hardening Guide for
ONTAP 9 for details.
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Default Local Admin User Warning @ >0
Enabled

FIPS Mode Disabled Warning @ < 1
Log Forwarding Not Warning @ < 1
Encrypted

MDS5 Hashed password Warning @ >0
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NetApp recommends
locking (disabling) any
unneeded Default Admin
User (built-in) accounts
with the lock command.
They are primarily default
accounts for which
passwords were never
updated or changed.

When FIPS 140-2
compliance is enabled,
TLSv1 and SSLv3 are
disabled, and only
TLSv1.1 and TLSv1.2
remain enabled. ONTAP
prevents you from
enabling TLSv1 and
SSLv3 when FIPS 140-2
compliance is enabled.

Offloading of syslog
information is necessary
for limiting the scope or
footprint of a breach to a
single system or solution.
Therefore, NetApp
recommends securely
offloading syslog
information to a secure
storage or retention
location.

NetApp strongly
recommends to use the
more secure SHA-512
hash function for ONTAP
user account passwords.
Accounts using the less
secure MD5 hash function
should migrate to the
SHA-512 hash function.

To lock the built-in "admin"
account, run the following
ONTAP
command:...security login
lock -username admin

To enable FIPS 140-2
compliance on a cluster,
run the following ONTAP
command in advanced
privilege mode:...security
config modify -interface
SSL -is-fips-enabled true

Once a log forwarding
destination is created, its
protocol cannot be
changed. To change to an
encrypted protocol, delete
and recreate the log
forwarding destination
using the following
ONTAP
command:...cluster log-
forwarding create
-destination <destination
ip> -protocol tcp-
encrypted

NetApp strongly
recommends user
accounts migrate to the
more secure SHA-512
solution by having users
change their
passwords....to lock
accounts with passwords
that use the MD5 hash
function, run the following
ONTAP
command:...security login
lock -vserver * -username
* -hash-function md5



No NTP servers are
configured

Warning @ < 1

NTP server countis low  Warning @ < 3
Remote Shell Enabled Warning @ >0
Storage VM Audit Log Warning @ < 1
Disabled

Storage VM Insecure Warning @ < 1

ciphers for SSH

Storage VM Login banner Warning @ < 1
disabled

Indicates that the cluster
has no configured NTP
servers. For redundancy
and optimum service,
NetApp recommends that
you associate at least
three NTP servers with
the cluster.

Indicates that the cluster
has less than 3 configured
NTP servers. For
redundancy and optimum
service, NetApp
recommends that you
associate at least three
NTP servers with the
cluster.

Remote Shell is not a
secure method for
establishing command-
line access to the ONTAP
solution. Remote Shell
should be disabled for
secure remote access.

Indicates that Audit
logging is disabled for
SVM.

Indicates that SSH is
using insecure ciphers, for
example ciphers
beginning with *cbc.

Indicates that the Login
banner is disabled for
users accessing SVMs on
the system. Displaying a
login banner is helpful for
establishing expectations
for access and use of the
system.

To associate an NTP
server with the cluster, run
the following ONTAP
command:

cluster time-service ntp
server create -server <ntp
server host name or ip
address>

To associate an NTP
server with the cluster, run
the following ONTAP
command:...cluster time-
service ntp server create
-server <ntp server host
name or ip address>

NetApp recommends
Secure Shell (SSH) for
secure remote
access.... To disable
Remote shell on a cluster,
run the following ONTAP
command in advanced
privilege mode:...security
protocol modify
-application rsh- enabled
false

To configure the Audit log
for a vserver, run the
following ONTAP
command:...vserver audit
enable -vserver <svm>

To remove the CBC
ciphers, run the following
ONTAP
command:...security ssh
remove -vserver
<vserver> -ciphers
aes256-cbc,aes192-
cbc,aes128-cbc,3des-cbc

To configure the login
banner for a cluster, run
the following ONTAP
command:...security login
banner modify -vserver
<svm> -message "Access
restricted to authorized
users"
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Telnet Protocol Enabled

Back to Top

Data Protection Monitors

Monitor Name

Insufficient Space for Lun
Snapshot Copy

294

Warning @ >0

Thresholds

(Filter contains_luns =
Yes) Warning @ > 95
%...Critical @ > 100 %

Telnet is not a secure
method for establishing
command-line access to
the ONTAP solution.
Telnet should be disabled
for secure remote access.

Monitor Description

Storage capacity of a
volume is necessary to
store application and
customer data. A portion
of that space, called
snapshot reserved space,
is used to store snapshots
which allow data to be
protected locally. The
more new and updated
data stored in the ONTAP
volume the more snapshot
capacity is used and less
snapshot storage capacity
will be available for future
new or updated data. If
the snapshot data
capacity within a volume
reaches the total snapshot
reserve space it may lead
to the customer being
unable to store new
snapshot data and
reduction in the level of
protection for the data in
the LUNSs in the volume.
Monitoring the volume
used snapshot capacity
ensures data services
continuity.

NetApp recommends
Secure Shell (SSH) for
secure remote access.
To disable Telnet on a
cluster, run the following
ONTAP command in
advanced privilege
mode:...security protocol
modify -application telnet
-enabled false

Corrective Action

Immediate Actions
If critical threshold is
breached, consider
immediate actions to
minimize service
disruption:

1. Configure snapshots to
use data space in the
volume when the
snapshot reserve is full.
2. Delete some older
unwanted snapshots to
free up space.

Actions To Do Soon

If warning threshold is
breached, plan to take the
following immediate
actions:

1. Increase the snapshot
reserve space within the
volume to accommodate
the growth.

2. Configure snapshots to
use data space in the
volume when the
snapshot reserve is full.



SnapMirror Relationship
Lag

Back to Top

Cloud Volume (CVO) Monitors

Monitor Name

CVO Disk Out of Service

Warning @ >
150%...Critical @ > 300%

Cl Severity
INFO

SnapMirror relationship
lag is the difference
between the snapshot

Monitor SnapMirror status
using the "snapmirror
show" command. Check

timestamp and the time on the SnapMirror transfer

the destination system.
The lag_time_percent is
the ratio of lag time to the
SnapMirror Policy’s
schedule interval. If the
lag time equals the
schedule interval, the
lag_time_percent will be
100%. If the SnapMirror
policy does not have a
schedule,
lag_time_percent will not
be calculated.

Monitor Description

This event occurs when a
disk is removed from
service because it has
been marked failed, is
being sanitized, or has
entered the Maintenance
Center.

history using the
"snapmirror show-history"
command

Corrective Action

None
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CVO Giveback of Storage CRITICAL
Pool Failed
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This event occurs during
the migration of an
aggregate as part of a
storage failover (SFO)
giveback, when the
destination node cannot
reach the object stores.

Perform the following
corrective actions:

Verify that your
intercluster LIF is online
and functional by using
the "network interface
show" command.

Check network
connectivity to the object
store server by using
the™ping" command over
the destination node
intercluster LIF.

Verify that the
configuration of your
object store has not
changed and that login
and connectivity
information is still accurate
by using the "aggregate
object-store config show"
command.

Alternatively, you can
override the error by
specifying false for the
"require-partner-waiting"
parameter of the giveback
command.

Contact NetApp technical
support for more
information or assistance.



CVO HA Interconnect
Down

WARNING

The high-availability (HA)

Corrective actions depend

interconnect is down. Risk on the number and type of

of service outage when
failover is not available.

HA interconnect links
supported by the platform,
as well as the reason why
the interconnect is down.

If the links are down:

Verify that both controllers
in the HA pair are
operational.

For externally connected
links, make sure that the
interconnect cables are
connected properly and
that the small form-factor
pluggables (SFPs), if
applicable, are seated
properly on both
controllers.

For internally connected
links, disable and re-
enable the links, one after
the other, by using the "ic
link off" and "ic link on"
commands.

If links are disabled,
enable the links by using
the "ic link on" command.

If a peer is not connected,
disable and re-enable the
links, one after the other,
by using the "ic link off"
and "ic link on"
commands.

Contact NetApp technical

support if the issue
persists.
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CVO Max Sessions Per
User Exceeded

298

WARNING

You have exceeded the
maximum number of
sessions allowed per user
over a TCP connection.
Any request to establish a
session will be denied
until some sessions are
released.

Perform the following
corrective actions:

Inspect all the applications
that run on the client, and

terminate any that are not
operating properly.

Reboot the client.

Check if the issue is
caused by a new or
existing application:

If the application is new,
set a higher threshold for
the client by using the "cifs
option modify -max-opens
-same-file-per-tree"
command.

In some cases, clients
operate as expected, but
require a higher threshold.
You should have
advanced privilege to set
a higher threshold for the
client.

If the issue is caused by
an existing application,
there might be an issue
with the client. Contact
NetApp technical support
for more information or
assistance.



CVO NetBIOS Name
Conflict

CVO NFSv4 Store Pool
Exhausted

CVO Node Panic

CRITICAL

CRITICAL

WARNING

The NetBIOS Name
Service has received a
negative response to a
name registration request,
from a remote machine.
This is typically caused by
a conflict in the NetBIOS
name or an alias. As a
result, clients might not be
able to access data or
connect to the right data-
serving node in the
cluster.

A NFSv4 store pool has
been exhausted.
