Observability

Data Infrastructure Insights

NetApp
February 03, 2026

This PDF was generated from https://docs.netapp.com/us-en/data-infrastructure-
insights/concept_dashboards_overview.html on February 03, 2026. Always check docs.netapp.com for
the latest.



Table of Contents

Observability
Creating Dashboards
Dashboards Overview
Dashboard Features
Dashboard Access Management
Best Practices for Dashboards and Widgets
Sample Dashboards
Working with Queries
Querying Assets and Metrics
Creating Queries
Viewing queries
Exporting query results to a .CSV file
Modifying or Deleting a Query
Assigning multiple applications to or removing multiple applications from assets
Copying table values
Log Explorer
Identifying inactive devices
Insights
Insights
Insights: Shared Resources Under Stress
Insights: Kubernetes Namespaces Running out of Space
Insights: Reclaim ONTAP Cold Storage
Monitors and Alerts
Alerting with Monitors
Viewing and Managing Alerts from Monitors
Configuring Email Notifications
Anomaly Detection Monitors
System Monitors
Webhook Notifications
Working with Annotations
Defining annotations
Using annotations
Creating annotation rules
Importing Annotations
Working with Applications
Tracking asset usage by application
Creating Applications
Automatic Device Resolution
Automatic Device Resolution Overview
Device Resolution rules
Fibre Channel device resolution
IP device resolution
Setting options in the Preferences tab

N a a A

36
38
41
46
46
47
53
53
55
55
56
56
62
63
63
63
66
67
70
70
80
83
86
89

160

174

174

177

179

181

183

183

184

185

185

187

190

192

194



Regular expression examples 195

Asset Page Information 201
Asset Page Overview 201
Filtering for Objects In-Context 206
Storage Virtualization 208
Hints and Tips to Search for Assets and Alerts 209

Analyzing Data 212
SAN Analyzer Overview 212
VM Analyzer Overview 215
Monitor Infrastructure Health 217

Reporting 218
Data Infrastructure Insights Reporting Overview 218
Data Infrastructure Insights Reporting User Roles 219
Predefined Reports Made Easy 221
Storage Manager Dashboard 225
Creating a Report (Example) 228
Managing Reports 230
Creating Custom Reports 233
Access the Reporting Database via API 240
How historical data is retained for Reporting 245
Data Infrastructure Insights Reporting Schema Diagrams 246

Data Infrastructure Insights Schemas for Reporting 298



Observability
Creating Dashboards

Dashboards Overview

Data Infrastructure Insights provides users the flexibility to create operational views of
infrastructure data, by allowing you to create custom dashboards with a variety of
widgets, each of which provides extensive flexibility in displaying and charting your data.

The examples in these sections are for explanation purposes only and do not cover every
possible scenario. The concepts and steps herein can be used to create your own dashboards
to highlight the data specific to your particular needs.

Creating a Dashboard

You create a new dashboard in one of two places:

* Dashboards > [+New dashboard]

* Dashboards > Show all dashboards > click the [+Dashboard] button
See it in Action

Create Powerful Dashboards with NetApp (Video)

Dashboard Controls

The Dashboard screen has several controls:

» Time selector: allows you to view dashboard data for a range of time from the last 15 minutes to the last
30 days, or a custom time range of up to 31 days. You can choose to override this global time range in
individual widgets.

» Save button: Allows you to save or delete the dashboard.
You can rename the current dashboard by clicking Rename from the Save menu.

+ + Add Widget button, which allows you to add any number of tables, charts, or other widgets to the
dashboard.

Widgets can be resized and relocated to different positions within the dashboard, to give you the best view
of your data according to your current needs.

» + Add Variable button, which allows you to use variables to actively filter the dashboard data.
Widget types
You can choose from the following widget types:

» Table widget: A table displaying data according to filters and columns you choose. Table data can be
combined in groups that can be collapsed and expanded.


https://media.netapp.com/video-detail/5a293f3c-c655-5879-9133-1a32aaa140e8
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* Line, Spline, Area, Stacked Area Charts: These are time-series chart widgets on which you can display
performance and other data over time.

« Single Value widget: A widget allowing you to display a single value that can be derived either directly
from a counter or calculated using a query or expression. You can define color formatting thresholds to
show whether the value is in expected, warning, or critical range.

Single Value Widget : Single-Value widget with formatting

1 0-0561 373.54IO/5

Average User CPU Usage IOPS - Total

+ Gauge widget: Displays single-value data in a traditional (solid) gauge or bullet gauge, with colors based
on "Warning" or "Critical" values you customize.

« Bar, Column Charts: Displays top or bottom N values, for example, Top 10 storages by capacity or bottom
5 volumes by IOPS.

Bar Chart Column Chart
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* Box Plot Chart: A plot of the min, max, median, and the range between lower and upper quartile of data in
a single chart.



Box Plot
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« Scatter Plot Chart: Plots related data as points, for example, IOPS and latency. In this example, you can
quickly locate assets with high throughput and low IOPS.

Scatter Plot
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» Pie Chart: a traditional pie chart to display data as a piece of the total.

Pie Chart
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* Note widget: Up to 1000 characters of free text.



MNote Widget {with link)
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« Time Bar Chart: Displays log or metric data over time.

Count of logs.netapp.ems by source C0s

 Alerts Table: Displays up to the last 1,000 alerts.

For more detailed explanations of these and other Dashboard Features, click here.

Setting a Dashboard as your Home Page

You can choose which dashboard to set as your tenant’s home page using either of the following methods:

* Go to Dashboards > Show All Dashboards to display the list of dashboards on your tenant. Click on the
options menu to the right of the desired dashboard and select Set as Home Page.

* Click on a dashboard from the list to open the dashboard. Click the drop-down menu in the upper corner
and select Set as Home Page.

Dashboard Features

Dashboards and widgets allow great flexibility in how data is displayed. Here are some
concepts to help you get the most from your custom dashboards.

toc:[]

Widget Naming

Widgets are automatically named based on the object, metric, or attribute selected for the first widget query. If
you also choose a grouping for the widget, the "Group by" attributes are included in the automatic naming
(aggregation method and metric).
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Selecting a new object or grouping attribute updates the automatic name.

If you do not want to use the automatic widget name, you can simply type a new name.

Widget Placement and Size

All dashboard widgets can be positioned and sized according to your needs for each particular dashboard.

Duplicating a Widget

In dashboard Edit mode, click the menu on the widget and select Duplicate. The widget editor is launched,
pre-filled with the original widget’'s configuration and with a “copy” suffix in the widget name. You can easily
make any necessary changes and Save the new widget. The widget will be placed at the bottom of your
dashboard, and you can position it as needed. Remember to Save your dashboard when all changes are
complete.

Displaying Widget Legends

Most widgets on dashboards can be displayed with or without legends. Legends in widgets can be turned on or
off on a dashboard by either of the following methods:

* When displaying the dashboard, click the Options button on the widget and select Show Legends in the
menu.

As the data displayed in the widget changes, the legend for that widget is updated dynamically.

When legends are displayed, if the landing page of the asset indicated by the legend can be navigated to, the
legend will display as a link to that asset page. If the legend displays "all", clicking the link will display a query
page corresponding to the first query in the widget.

Transforming Metrics

Data Infrastructure Insights provides different transform options for certain metrics in widgets (specifically,
those metrics called "Custom" or Integration Metrics, such as from Kubernetes, ONTAP Advanced Data,
Telegraf plugins, etc.), allowing you to display the data in a number of ways. When adding transformable
metrics to a widget, you are presented with a drop-down giving the following transform choices:

None:
Data is displayed as is, with no manipulation.



Rate:
Current value divided by the time range since the previous observation.

Cumulative:
The accumulation of the sum of previous values and the current value.

Delta:
The difference between the previous observation value and the current value.

Delta rate:
Delta value divided by the time range since the previous observation.

Cumulative Rate:
Cumulative value divided by the time range since the previous observation.

Note that transforming metrics does not change the underlying data itself, but only the way that data is
displayed.

Dashboard widget queries and filters

Queries

The Query in a dashboard widget is a powerful tool for managing the display of your data. Here are some
things to note about widget queries.

Some widgets can have up to five queries. Each query will plot its own set of lines or graphs in the widget.
Setting rollup, grouping, top/bottom results, etc. on one query does not affect any other queries for the widget.

You can click on the eye icon to temporarily hide a query. The widget display updates automatically when you
hide or show a query. This allows you to check your displayed data for individual queries as you build your
widget.

The following widget types can have multiple queries:

* Area chart
 Stacked area chart
¢ Line chart

* Spline chart

 Single value widget
The remaining widget types can have only a single query:

* Table
 Bar chart

* Box plot

» Scatter plot

Filtering in dashboard widget queries

Here are some things you can do to get the most out of your filters.



Exact Match Filtering

If you enclose a filter string in double quotes, Insight treats everything between the first and last quote as an
exact match. Any special characters or operators inside the quotes will be treated as literals. For example,
filtering for "*" will return results that are a literal asterisk; the asterisk will not be treated as a wildcard in this
case. The operators AND, OR, and NOT will also be treated as literal strings when enclosed in double quotes.

You can use exact match filters to find specific resources, for example hostname. If you want to find only the
hostname 'marketing’ but exclude 'marketing01', 'marketing-boston’, etc., simply enclose the name "marketing
in double quotes.

Wildcards and Expressions

When you are filtering for text or list values in queries or dashboard widgets, as you begin typing you are
presented with the option to create a wildcard filter based on the current text. Selecting this option will return
all results that match the wildcard expression. You can also create expressions using NOT or OR, or you can
select the "None" option to filter for null values in the field.

kubernetes.pod v
Filter By =~ pod_name | ingest v X 7]
Group pod_name x Create wildcard containing "ingest”

ci-service-datalake-ingestion-85bsbdfded-2gbwr

service-foundation-ingest-767dfd5sbfc-vxd5p

71 items found
None

Filters based on wildcards or expressions (e.g. NOT, OR, "None", etc.) display in dark blue in the filter field.
Items that you select directly from the list are displayed in light blue.



kubernetes.pod v

Filter By ~ pod_name ci-service-audit-5f775dd975-bride X X ¥ | X =

Group pod_name X v

3 items found

pod_name
ci-service-audit-5f775dd575-brfdc
ci-service-datalake-ingestion-85bsbdfded-2qbwr

service-foundation-ingest-767dfd5bfc-vxdsp

Note that Wildcard and Expression filtering works with text or lists but not with numerics, dates or booleans.

Advanced Text Filtering with Contextual Type-Ahead Suggestions

Filtering in widget queries is contextual; when you select a filter value or values for a field, the other filters for
that query will show values relevant to that filter.

For example, when setting a filter for a specific object Name, the field to filter for Model will only show values
relevant to that object Name.

Contextual filtering also applies to dashboard page variables (text-type attributes or annotations only). When
you select a filer value for one variable, any other variables using related objects will only show possible filter
values based on the context of those related variables.

Note that only Text filters will show contextual type-ahead suggestions. Date, Enum (list), etc. will not show
type-ahead suggestions. That said, you can set a filter on an Enum (i.e. list) field and have other text fields be
filtered in context. For example, selecting a value in an Enum field like Data Center, then other filters will show
only the models/names in that data center), but not vice-versa.

The selected time range will also provide context for the data shown in filters.

Choosing the filter units

As you type a value in a filter field, you can select the units in which to display the values on the chart. For
example, you can filter on raw capacity and choose to display in the deafult GiB, or select another format such
as TiB. This is useful if you have a number of charts on your dashboard showing values in TiB and you want all
your charts to show consistent values.
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Additional Filtering Refinements

The following can be used to further refine your filters.

* An asterisk enables you to search for everything. For example,

vol*rhel

displays all resources that start with "vol" and end with "rhel".

» The question mark enables you to search for a specific number of characters. For example,

BOS-PRD??-S12

displays BOS-PRD12-S12, BOS-PRD13-S12, and so on.

* The OR operator enables you to specify multiple entities. For example,

FAS2240 OR CX600 OR FAS3270

finds multiple storage models.

* The NOT operator allows you to exclude text from the search results. For example,



NOT EMC*

finds everything that does not start with "EMC". You can use

NOT *

to display fields that contain no value.

Identifying objects returned by queries and filters

The objects returned by queries and filters look similar to those shown in the following illustration. Objects with
'tags' assigned to them are annotations while the objects without tags are performance counters or object
attributes.

Display: Attributes
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Grouping, ldentifying, and Aggregating
Grouping (Rolling Up)

Data displayed in a widget is grouped (sometimes called rolled-up) from the underlying data points collected
during acquisition. For example, if you have a line chart widget showing Storage IOPS over time, you might
want to see a separate line for each of your data centers, for a quick comparison. In the "Group by" field, select
the object type itself to view individual lines, areas, bars, columns, etc. (depending on the widget type) for each
object. You can choose to group by any attribute available in the list for that object. For example, when viewing
data for an Internal Volume, you may want to group data by the storage name.

To view the consolidated data, remove any Group By attribute, which will default to grouping by "All".
You can choose to aggregate this data in one of several ways:

» Average: displays each line as the average of the underlying data.
« Maximum: displays each line as the maximum of the underlying data.

* Minimum: displays each line as the minimum of the underlying data.

10



« Sum: displays each line as the sum of the underlying data.

When viewing the dashboard, selecting the legend for any widget whose data is grouped by "All" opens a
query page showing the results of the first query used in the widget.

If you have set a filter for the query, the data is grouped based on the filtered data.

Identifying custom data

When you are creating or modifying a widget that is built on your own custom data, your data may not be
represented properly in the widget without an identifying attribute. If DIl cannot identify the object you have
selected for your widget, it will present you with an Advanced Configuration link in the "Group By" area. Expand
this to select the attribute by which you wish to identify your data.

Group by | | cluster_name X ¥  Aggregatedby  Average ¥ Identify by | |none v | Reset @

&
cluster_fgdn

cluster_maodel
cluster_name
cluster_serial_number
cluster_type
cluster_uuid

cluster_vendor

Aggregating data

You can further align your charts by aggregating data points into minute, hour, or day buckets before that data
is subsequently rolled up by attribute (if chosen). You can choose to aggregate data points according to their
Average, Maximum, Minimum, Sum, or Count.

A small interval combined with a long time range may result in an "Aggregation interval resulted in too many
data points." warning. You might see this if you have a small interval and increase the dashboard time frame to
7 days. In this case, Insight will temporarily increase the aggregation interval until you select a smaller time
frame.

Most asset counters aggregate to Average by default. Some counters aggregate to Max, Min, or Sum by
default. For example, port errors aggregate to Sum by default, where storage IOPS aggregate to Average.

Showing Top/Bottom Results

In a chart widget, you can show either the Top or Bottom results for rolled up data, and choose the number of
results shown from the drop-down list provided. In a table widget, you can sort by any column.

Chart widget top/bottom

In a chart widget, when you choose to rollup data by a specific attribute, you have the option of viewing either
the top N or bottom N results. Note that you cannot choose the top or bottom results when you choose to rollup
by all attributes.

You can choose which results to display by choosing either Top or Bottom in the query’s Show field, and
selecting a value from the list provided.

11



Table widget show entries

In a table widget, you can select the number of results shown in the table results. You are not given the option
to choose top or bottom results because the table allows you to sort ascending or descending by any column
on demand.

You can choose the number of results to show in the table on the dashboard by selecting a value from the
query’s Show entries field.

Grouping in Table Widget

Data in a table widget can be grouped by any available attribute, allowing you to see an overview of your data,
and to drill-down into it for more detail. Metrics in the table are rolled up for easy viewing in each collapsed row.

Table widgets allow you to group your data based on the attributes you set. For example, you might want your
table to show total storage IOPS grouped by the data centers in which those storages live. Or you might want
to display a table of virtual machines grouped according to the hypervisor that hosts them. From the list, you
can expand each group to view the assets in that group.

Grouping is only available in the Table widget type.

Grouping example (with rollup explained)

Table widgets allow you to group data for easier display.
In this example, we will create a table widget showing all VMs grouped by Data Center.

Steps
1. Create or open a dashboard, and add a Table widget.

2. Select Virtual Machine as the asset type for this widget.

3. Click on the Column Selector and choose Hypervisor name and IOPS - Total.
Those columns are now displayed in the table.

4. Let’s disregard any VM’s with no IOPS, and include only VMs that have total IOPS greater than 1. Click the
Filter by [+] button and select IOPS - Total. Click on Any, and in the from field, type 1. Leave the to field
empty. Hit Enter ot click off the filter field to apply the filter.

The table now shows all VMs with Total IOPS greater than or equal to 1. Notice that there is no grouping in
the table. All VMs are shown.

5. Click the Group by [+] button.
You can group by any attribute or annotation shown. Choose All to display all VMs in a single group.
Any column header for a performance metric displays a "three dot" menu containing a Roll up option. The
default roll up method is Average. This means that the number shown for the group is the average of all the
Total IOPS reported for each VM inside the group. You can choose to roll this column up by Average, Sum,

Minimum or Maximum. Any column that you display that contains performance metrics can be rolled up
individually.

12
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6. Click All and select Hypervisor name.
The VM list is now grouped by Hypervisor. You can expand each hypervisor to view the VMs hosted by it.

7. Click Save to save the table to the dashboard. You can resize or move the widget as desired.

8. Click Save to save the dashboard.

Performance data roll up

If you include a column for performance data (for example, /OPS - Total) in a table widget, when you choose to
group the data you can then choose a roll up method for that column. The default roll up method is to display
the average (avg) of the underlying data in the group row. You can also choose to display the sum, minimum,
or maximum of the data.

Dashboard time range selector

You can select the time range for your dashboard data. Only data relevant to the selected time range will be
displayed in widgets on the dashboard. You can select from the following time ranges:

 Last 15 Minutes

 Last 30 Minutes

* Last 60 Minutes

 Last 2 Hours

 Last 3 Hours (this is the default)

 Last 6 Hours

» Last 12 Hours

» Last 24 Hours

* Last 2 Days

* Last 3 Days

» Last 7 Days

13



 Last 30 Days

» Custom time range

The Custom time range allows you to select up to 31 consecutive days. You can also set the Start Time
and End Time of day for this range. The default Start Time is 12:00 AM on the first day selected and the
default End Time is 11:59 PM on the last day selected. Clicking Apply will apply the custom time range to
the dashboard.

Zooming in to a time range

While viewing a time-series widget (Line, Spline, Area, Stacked Area)--or a graph on a landing page—you can
drag the mouse over the graph to zoom in. In the upper right of the screen you can then lock that time range so
that graphs on other pages reflect data for that locked time range. To unlock, select a different time range from
the list.

Overriding Dashboard Time in Individual widgets

You can override the main dashboard time range setting in individual widgets. These widgets will display data
based on their set time frame, not the dashboard time frame.

To override the dashboard time and force a widget to use its own time frame, in the widget’s edit mode choose
the deisired time range, and Save the widget to the dashboard.

The widget will display its data according to the time frame set for it, regardless of the time frame you select on
the dashboard itself.

The time frame you set for one widget will not affect any other widgets on the dashboard.

Jashb... (O Last3 Hours v

C 10m :
Set to ONE_DAY

1N /e

Primary and Secondary Axis

Different metrics use different units of measurements for the data they report in a chart. For example, when
looking at IOPS, the unit of measurement is the number of I/O operations per second of time (10O/s), while
Latency is purely a measure of time (milliseconds, microseconds, seconds, etc.). When charting both metrics
on a single line chart using a single set a values for the Y-Axis, the latency numbers (typically a handful of
milliseconds) are charted on the same scale with the IOPS (typically numbering in the thousands), and the

14



latency line gets lost at that scale.

But it is possible to chart both sets of data on a single meaningful graph, by setting one unit of measurement
on the primary (left-side) Y-axis, and the other unit of measurement on the secondary (right-side) Y-axis. Each
metric is charted at its own scale.

Steps
This example illustrates the concept of Primary and Secondary axes in a chart widget.

1. Create or open a dashboard. Add a line chart, spline chart, area chart or stacked area chart widget to the
dashboard.

2. Select an asset type (for example Storage) and choose IOPS - Total for your first metric. Set any filters you
like, and choose a roll-up method if desired.

The IOPS line is displayed on the chart, with its scale shown on the left.
3. Click [+Query] to add a second line to the chart. For this line, choose Latency - Total for the metric.

Notice that the line is displayed flat at the bottom of the chart. This is because it is being drawn at the same
scale as the I0PS line.

4. In the Latency query, select Y-Axis: Secondary.

The Latency line is now drawn at its own scale, which is displayed on the right side of the chart.

iiif
R
Eh

IOPS vs Latency (Axis Example)

Expressions in widgets

In a dashboard, any time series widget (line, spline, area, stacked area) bar chart, column chart, pie chart, or
table widget allows you to build expressions from metrics you choose, and show the result of those
expressions in a single graph (or column in the case of the table widget). The following examples use
expressions to solve specific problems. In the first example, we want to show Read IOPS as a percentage of
Total IOPS for all storage assets on your tenant. The second example gives visibility into the "system" or
"overhead" IOPS that occur on your tenant—those IOPS that are not directly from reading or writing data.

You can use variables in expressions (for example, $Var1 * 100)

Expressions Example: Read IOPS percentage

In this example, we want to show Read IOPS as a percentage of Total IOPS. You can think of this as the
following formula:

15



Read Percentage = (Read IOPS / Total IOPS) x 100

This data can be shown in a line graph on your dashboard. To do this, follow these steps:

Steps

1.
2.

Create a new dashboard, or open an existing dashboard in edit mode.
Add a widget to the dashboard. Choose Area chart.

The widget opens in edit mode. By default, a query is displayed showing /IOPS - Total for Storage assets. If
desired, select a different asset type.

Click the Convert to Expression link on the right.

The current query is converted to Expression mode. Notice that you cannot change the asset type while in

Expression mode. While you are in Expression mode, the link changes to Revert to Query. Click this if you
wish to switch back to Query mode at any time. Be aware that switching between modes will reset fields to

their defaults.

For now, stay in Expression mode.

The IOPS - Total metric is now in the alphabetic variable field "a". In the "b" variable field, click Select and
choose IOPS - Read.

You can add up to a total of five alphabetic variables for your expression by clicking the + button following
the variable fields. For our Read Percentage example, we only need Total IOPS ("a") and Read IOPS ("b").

In the Expression field, you use the letters corresponding to each variable to build your expression. We
know that Read Percentage = (Read IOPS / Total IOPS) x 100, so we would write this expression as:

(b / a) * 100

The Label field identifies the expression. Change the label to "Read Percentage", or something equally
meaningful for you.

. Change the Units field to "%" or "Percent".
The chart displays the IOPS Read percentage over time for the chosen storage devices. If desired, you can
set a filter, or choose a different rollup method. Be aware that if you select Sum as the rollup method, all
percentage values are added together, which potentially may go higher than 100%.

. Click Save to save the chart to your dashboard.

Expressions example: "System" 1/0

Example 2: Among the metrics collected from data sources are read, write, and total IOPS. However, the total
number of IOPS reported by a data source sometimes includes "system" IOPS, which are those |0 operations
that are not a direct part of data reading or writing. This system I/O can also be thought of as "overhead" /O,
necessary for proper system operation but not directly related to data operations.

To show these system I/Os, you can subtract read and write IOPS from the total IOPS reported from
acquisition. The formula might look like this:

16



System IOPS = Total IOPS - (Read IOPS + Write IOPS)

This data can then be shown in a line graph on your dashboard. To do this, follow these steps:

Steps
1. Create a new dashboard, or open an existing dashboard in edit mode.

2. Add a widget to the dashboard. Choose Line chart.

The widget opens in edit mode. By default, a query is displayed showing /IOPS - Total for Storage assets. If
desired, select a different asset type.

3. In the Roll Up field, choose Sum by All.
The Chart displays a line showing the sum of total IOPS.

4. Click the Duplicate this Query icon to create a copy of the query.
A duplicate of the query is added below the original.

5. In the second query, click the Convert to Expression button.

The current query is converted to Expression mode. Click Revert to Query if you wish to switch back to
Query mode at any time. Be aware that switching between modes will reset fields to their defaults.

For now, stay in Expression mode.

6. The /OPS - Total metric is now in the alphabetic variable field "a". Click on /OPS - Total and change it to
IOPS - Read.

7. In the "b" variable field, click Select and choose /OPS - Write.

8. In the Expression field, you use the letters corresponding to each variable to build your expression. We
would write our expression simply as:

In the Display section, choose Area chart for this expression.

9. The Label field identifies the expression. Change the label to "System IOPS", or something equally
meaningful for you.

The chart displays the total IOPS as a line chart, with an area chart showing the combination of read and
write IOPS below that. The gap between the two shows the IOPS that are not directly related to data read
or write operations. These are your "system" IOPS.

10. Click Save to save the chart to your dashboard.

To use a variable in an expression, simply type the variable name, for example, $var? * 100. Only numeric
variables can be used in expressions.
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Expressions in a Table Widget

Table widgets handle expressions a little differently. You can have up to five expressions in a single table
widget, each of which is added as a new column to the table. Each expression can include up to five values on
which to perform its calculation. You can easily name the column something meaningful.

A) Expression

ﬂ iops.total v “ iops.read v X B Expression | b/a Column Label = Read I0Ps over Total

Variables

Variables allow you to change the data displayed in some or all widgets on a dashboard at once. By setting
one or more widgets to use a common variable, changes made in one place cause the data displayed in each
widget to update automatically.

Variable types

A variable can be one the following types:

« Attribute: Use an object’s attributes or metrics to filter

» Annotation: Use a pre-defined Annotation to filter widget data.

» Text: An alphanumeric string.

* Numerical: A number value. Use by itself, or as a "from" or "to" value, depending on your widget field.

* Boolean: Use for fields with values of True/False, Yes/No, etc. For the boolean variable, the choices are
Yes, No, None, Any.

» Date: A date value. Use as a "from" or "to" value, depending on your widget’s configuration.
|
+ variables

Attribute

Annotation

Text

Number

Boolean

Date

Attribute variables

Selecting an Attribute type variable allows you to filter for widget data containing the specified attribute value or
values. The example below shows a line widget displaying free memory trends for Agent nodes. We have
created a variable for Agent Node IPs, currently set to show all IPs:
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Widget 1 C 2h

15bn

10bn

Sbn

21_ Jun 29_ Jun 7. dul 15. Jul

But if you temporarily want to see only nodes on individual subnets on your tenant, you can set or change the
variable to a specific Agent Node IP or IPs. Here we are viewing only the nodes on the "123" subnet:

193" X X v

Widget 1 C 2h

12bn

10bn

Gbn

4bn

2bn L_A.PW_A—

Obn

21, Jun 29 Jun 7. dul 15. Jul

You can also set a variable to filter on all objects with a particular attribute regardless of object type, for
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example objects with an attribute of "vendor", by specifying *.vendor in the variable field. You do not need to
type the "*."; Data Infrastructure Insights will supply this if you select the wildcard option.

Attribute X

vendor -

Objects containing "vendor™
Disk.vendor
GenericDevicevendor
Storage.vendor
StoragePoolwendorTier
Switch.vendor

Tape.endor
InternalVolume.storagevendor

netapp_ontap.disk_constituentvender

When you drop-down the list of choices for the variable value, the results are filtered so show only the
available vendors based on the objects on your dashboard.

Attribute *
*wendor -
vendor All b

Filter automatically . NETAPF

Methpp
PLIANT
SEAGATE
Unkmown
Mone

If you edit a widget on your dashboard where the attribute filter is relevant (meaning, the widget’s objects
contain any *.vendor attribute), it shows you that the attribute filter is automatically applied.
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Count of Storages

« Al Query | Stworage performance.iops total -

FilterBy  name Al v '.u:nﬁof NP ﬂ'

Growp Count =~ Mare Opthons TTes 1 an Aeimatcally EpEEnd fner om
caghboa wdlabias

Formatting: lfvaluels » b dk Wamning: Gplonal s - mndjor I Critieal | Cptonns s @ Showing & In Range 1z green

Description  » £a Calculatien A Ratét Delfaults
DecimalPMaces: O *  Units Displayed in:  Whole Humber =

+ Query

14

Applying variables is as easy as changing the attribute data of your choice.

Annotation variables

Choosing an Annotation variable allows you to filter for objects associated with that annotation, for example,
those belonging to the same Data Center.

Annotation X
Data Center v
Data Center All v

Filter automatically . Boston

London
Mone

Text, Number, Date, or Boolean variable

You can create generic variables that are not associated with a particular attribute by selecting a variable type
of Text, Number, Boolean, or Date. Once the variable has been created, you can select it in a widget filter field.
When setting a filter in a widget, in addition to specific values that you can select for the filter, any variables that
have been created for the dashboard are displayed in the list—these are grouped under the "Variables" section
in the drop-down and have names starting with "$". Choosing a variable in this filter will allow you to search for
values that you enter in the variable field on the dashboard itself. Any widgets using that variable in a filter will
be updated dynamically.
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Disk -

Filter By - Mame | All v )(-
0a.16
0a.1v

324 items found 04.18

0a.19

Disk 0a.20

0a.16 . 0a.21
0a.22

oa-17 03.23 .

0a.18 Variables

0a.18 Sagent_node_ip
Swvarl

0a3.1%
Nane

Variable Filter Scope

When you add an Annotation or Attribute variable to your dashboard, the variable can be applied to all widgets

on the dashboard, meaning that all widgets on your dashboard will display results filtered according to the
value you set in the variable.

Annotation X
Division A
Division All -

Filter automatically o (7% Automatically filter all widgets in the dashboard using this variable

Note that only Attribute and Annotation variables can be filtered automatically like this. Non-Annotation or

-Attribute variables cannot be automatically filtered. Individual widgets must each be configured to use
variables of these types.

To disable automatic filtering so that the variable only applies to the widgets where you have specifically set it,
click the "Filter automatically" slider to disable it.

To set a variable in an individual widget, open the widget in edit mode and select the specific annotation or
attribute in the Filter By field. With an Annotation variable, you can select one or more specific values, or select
the Variable name (indicated by the leading "$") to allow typing in the variable at the dashboard level. The

same applies to Attribute variables. Only those widgets for which you set the variable will show the filtered
results.

Filtering in variables is contextual; when you select a filter value or values for a variable, the other variables on
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your page will show only values relevant to that filter.
For example, when setting a variable filter to a specific storage Model, any variables set to filter for storage
Name will only show values relevant to that Model.

To use a variable in an expression, simply type the variable name as part of the expression, for example, $var?
*100. Only Numeric variables can be used in expressions. You cannot use numeric Annotation or Attribute
variables in expressions.

Filtering in variables is contextual; when you select a filter value or values for a variable, the other variables on
your page will show only values relevant to that filter.

For example, when setting a variable filter to a specific storage Model, any variables set to filter for storage
Name will only show values relevant to that Model.

Variable naming
Variables names:

* Must include only the letters a-z, the digits 0-9, period (.), underscore (_), and space ().
» Cannot be longer than 20 characters.

« Are case-sensitive: $CityName and $cityname are different variables.

« Cannot be the same as an existing variable name.

« Cannot be empty.

Formatting Gauge Widgets

The Solid and Bullet Gauge widgets allow you to set thresholds for Warning and/or Critical levels, providing
clear representation of the data you specify.

Widget 12 Ovemride Dashboard Time x
v A) Query Storage.performance.iops.total v =
Filter By
Group -~ Avg v Time aggregate by  Avg ¥  Less Options
Formatting: [fvalusis = - A Waming 500 10/s and/or @@ Critical 1000 i0/s Showing @ In Range as green
Description  IOPS - Total Calculation A MinValue Optiona MaxValue 1200
Display: Bullet Gauge + Decimal Places: 2 + . v Units Displayed In: Auto Format *

== -
904.21 10/
200 400 500 200 tk 12
e

To set formatting for these widgets, follow these steps:

1. Choose whether you want to highlight values greater than (>) or less than (<) your thresholds. In this
example, we will highlight values greater than (>) the threshold levels.

2. Choose a value for the "Warning" threshold. When the widget displays values greater than this level, it
displays the gauge in orange.
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3. Choose a value for the "Critical" threshold. Values greater than this level will cause the gauge to display in
red.

You can optionally choose a minimum and maximum value for the gauge. Values below minimum will not

display the gauge. Values above maximum will display a full gauge. If you do not choose minimum or
maximum values, the widget selects optimal min and max based on the widget’s value.

Traditional Gauge widget

A

439.09i0/s
}OES - Tacs B800

OFS - Taoal

Buliet Gauge widget

= 1
509.0910/s

400 500 800

Formatting Single-Value Widget

in the Single-Value widget, in addition to setting Warning (orange) and Critical (red) thresholds, you can choose
to have "In Range" values (those below Warning level) shown with either green or white background.

Single Value Widget : Single-Value widget with formatting

1 0-0561 373.54IO/5

Average User CPU Usage IOPS - Total

Clicking the link in either a single-value widget or a gauge widget will display a query page corresponding to
the first query in the widget.

Formatting Table Widgets

Like single-value and gauge widgets, you can set conditional formatting in table widgets, allowing you to
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highlight data with colors and/or special icons.

Conditional Formatting allows you to set and highlight Warning-level and Critical-level thresholds in table
widgets, bringing instant visibility to outliers and exceptional data points.

14 items found in 1 group
Table Row Grouping Expandad Detall Metrics  Atiributes

= au Storage Pool capacityRatio.used (%) n capacity.provisioned (GiB)

Mo I ...
- rip-sa-cl06-02:aggr_datal_rtp_sa_cl06_02 0.75
> Unit Display
- rtp-sa-cl06-01:aggr_datal_rtp_sa_cl06_01 2.45
¥ Cenditienal Formatting Reset
- rtp-sa-cl06-02:aggr0_rtp_sa_cl06_02_root
Ifvalueis > {Greater than) v
- rtp-sa-cl06-01:aggr0_rtp_sa_cl06_01_root
A Warning 70 %
© critical a0 £

Formatting: Show Expanded Details  Conditional Formatting  Background Color + Icon * @ [ ] show © InRange as green

> Rename Column

Conditional formatting is set separately for each column in a table. For example, you can choose one set of
thresholds for a capacity column, and another set for a throughput column.

If you change the Unit Display for a column, the conditional formatting remains and reflects the change in
values. The images below show the same conditional formatting even though the display unit is different.

capacity.used (GiB) } n throughput.total (MiB/s)

? Aggregation

? Unit Display

* Conditicnal Formatting Reset
If value is = (Greater than) -
6,6T1.72
A Warning 8000 GiB
0 Critical 10000 GiB

> Rename Column
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capacity.used (TiB) n throughput.total (MiB/s)

> Aggregation

“ Unit Display

Basze Unit gibibyte (GiB)

Displayed In tebibyte (TiB) v

BILNDYLE 1OIny

“ Conditional Formatt  3830yte (GE)

Ifvalue iz tebibyte (Tig)

A Warning terabyte (TE)

© Critical pebibyte (FiB)
petabyte (PE)

— izl L fTarh
? Rename Column

You can choose whether to display condition formatting as color, icons, or both.

Choosing the Unit for Displaying Data

Most widgets on a dashboard allow you to specify the Units in which to display values, for example Megabytes,
Thousands, Percentage, Milliseconds (ms), etc. In many cases, Data Infrastructure Insights knows the best

format for the data being acquired. In cases where the best format is not known, you can set the format you
want.

In the line chart example below, the data selected for the widget is known to be in bytes (the base IEC Data
unit: see the table below), so the Base Unit is automatically selected as 'byte (B)'. However, the data values are
large enough to be presented as gibibytes (GiB), so Data Infrastructure Insights by default auto-formats the

values as GiB. The Y-axis on the graph shows 'GiB' as the display unit, and all values are displayed in terms of
that unit.

A) Query | agent.node.mem.used.total '|

Transform None ~ @  FilterBy

Group ~ Avg v by| node.name X ¥ | Show Bottom ¥ 5 ¥  More Options Reset Defat

Display: LineChart ¥  Y-axis: FPrimary ¥  Units Displayed In: Auto Format ¥

mem.used.total (GiB)

2 DisplayedIn  Auto Format v

et e i S

2

Base Unit ‘ byte (B) v ’

1:15 AM 11:20 AM 11:25 AM 11:30 AM 11:35 AM 11:40 AM 11:45 AM
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If you want to display the graph in a different unit, you can choose another format in which to display the
values. Since the base unit in this example is byte, you can choose from among the supported "byte-based"
formats: bit (b), byte (B), kibibyte (KiB), mebibyte (MiB), gibibyte (GiB). The Y-Axis label and values change
according to the format you choose.

A) Query agent.node.mem.used.total ¥

Transform  None ~ @  FilterBy

Group - Avg ¥ by | node.name X v | Show Top v |5 v  More Options Reset Default
Display: LineChart ¥  Y-axis: Units Displayed In:  Auto Format ¥

Base Unit byte (B) v

mem.used.total (GiB)
20 DisplayedIn  Auto Format v

Auto Format

bit (b)
10 byte (B)
kibibyte (KiB)
’ 9:30 AM 9:45 AM 10:00 AM 10:15 AM 10:30An  Mebibyte (MiB) 11:00 AM
— node.name=ip-10-30-2 — node.n:  gibibyte (GiB) 2zip-10-30-2 -
0-206.ec2.internal 0-14.ecz.umernan v-r1o.eczriternal

In cases where the base unit is not known, you can assign a unit from among the available units, or type in
your own. Once you assign a base unit, you can then select to display the data in one of the appropriate
supported formats.

Auto Format +

Base Unit ‘ |bit/sec (b/s) v ’

Displayed In Data Rate (IEC)

bit/sec (b/s)

byte/sec (B/s)

kibibyte/sec (KiB/s)

mebibyte/sec (MiB/s) | —

gibibyte/sec (GiB/s)

10:30 AM 11:00 A

To clear out your settings and start again, click on Reset Defaults.

A word about Auto-Format

Most metrics are reported by data collectors in the smallest unit, for example as a whole number such as
1,234,567,890 bytes. By default, Data Infrastructure Insights will automatically format the value for the most

readable display. For example a data value of 1,234,567,890 bytes would be auto formatted to 1.23 Gibibytes.

You can choose to display it in another format, such as Mebibytes. The value will display accordingly.
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https://docs.netapp.com/us-en/data-infrastructure-insights/.html#available-units

@ Data Infrastructure Insights uses American English number naming standards. American
"billion" is equivalent to "thousand million".

Widgets with multiple queries

If you have a time-series widget (i.e. line, spline, area, stacked area) that has two queries where both are
plotted the primary Y-Axis, the base unit is not shown at the top of the Y-Axis. However, if your widget has a
query on the primary Y-Axis and a query on the secondary Y-Axis, the base units for each are shown.

If your widget has three or more queries, base units are not shown on the Y-Axis.

Available Units

The following table shows all the available units by category.

Category Units

Currency cent
dollar

Data(IEC) bit
byte
kibibyte
mebibyte
gibibyte
tebibyte
pebibyte
exbibyte

DataRate(IEC) bit/sec
byte/sec
kibibyte/sec
mebibyte/sec
gibibyte/sec
tebibyte/sec
pebibyte/sec

Data(Metric) kilobyte
megabyte
gigabyte
terabyte
petabyte
exabyte
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DataRate(Metric)

IEC

Decimal

Percentage

Time

Temperature

Frequency

CPU

Throughput

kilobyte/sec
megabyte/sec
gigabyte/sec
terabyte/sec
petabyte/sec
exabyte/sec

kibi
mebi
gibi
tebi
pebi
exbi

whole number
thousand
million

bilion

trillion
percentage

nanosecond
microsecond
millisecond
second
minute

hour

celsius
fahrenheit

hertz
kilohertz
megahertz
gigahertz

nanocores
microcores
millicores
cores
kilocores
megacores
gigacores
teracores
petacores
exacores

I/O ops/sec
ops/sec
requests/sec
reads/sec
writes/sec
ops/min
reads/min
writes/min
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TV Mode and Auto-Refresh

Data in widgets on Dashboards and Asset Landing Pages auto-refresh according a refresh interval determined
by the Dashboard Time Range selected. The refresh interval is based on whether the widget is time-series
(line, spline, area, stacked area chart) or non-time-series (all other charts).

Dashboard Time Range Time-Series Refresh Interval Non-Time-Series Refresh Interval
Last 15 Minutes 10 Seconds 1 Minute
Last 30 Minutes 15 Seconds 1 Minute
Last 60 Minutes 15 Seconds 1 Minute
Last 2 Hours 30 Seconds 5 Minutes
Last 3 Hours 30 Seconds 5 Minutes
Last 6 Hours 1 Minute 5 Minutes
Last 12 Hours 5 Minutes 10 Minutes
Last 24 Hours 5 Minutes 10 Minutes
Last 2 Days 10 Minutes 10 Minutes
Last 3 Days 15 Minutes 15 Minutes
Last 7 Days 1 Hour 1 Hour
Last 30 Days 2 Hours 2 Hours

Each widget displays its auto-refresh interval in the upper-right corner of the widget.
Auto-refresh is not available for Custom dashboard time range.

When combined with TV Mode, auto-refresh allows for near-real-time display of data on a dashboard or asset
page. TV Mode provides an uncluttered display; the navigation menu is hidden, providing more screen real
estate for your data display, as is the Edit button. TV Mode ignores typical Data Infrastructure Insights
timeouts, leaving the display live until logged out manually or automatically by authorization security protocols.

Because NetApp Console has its own user login timeout of 7 days, Data Infrastructure Insights
must log out with that event as well. You can simply log in again and your dashboard will
continue to display.

+ To activate TV Mode, click the TV Mode button.
» To disable TV Mode, click the Exit button in the upper left of the screen.

You can temporarily suspend auto-refresh by clicking the Pause button in the upper right corner. While paused,
the dashboard time range field will display the paused data’s active time range. Your data is still being acquired
and updated while auto-refresh is paused. Click the Resume button to continue auto-refreshing of data.

m Feb 24,2020 - Feb 25,2020 - o
342 PM 342 PM

Dashboard Groups

Grouping allows you to view and manage related dashboards. For example, you can have a dashboard group
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dedicated to the storage on your tenant. Dashboard groups are managed on the Dashboards > Show All
Dashboards page.

Dashboard Groups (3) 4 Dashboards (7)

Q, search groups.. Name T
All Dashboards {60 Dashboard - Storage Cost

Dashboard - Storage 10 Detail
My Dashboards (11

Dashboard - Storage Overview
Storage Group (7)
Gauges Storage Performance
Storage Admin - Which nodes are in high demand?

Storage Admin - Which pools are in high demand?

Storage I0Ps

Two groups are shown by default:

« All Dashboards lists all the dashboards that have been created, regardless of owner.

* My Dashboards lists only those dashboards created by the current user.
The number of dashboards contained in each group is shown next to the group name.

To create a new group, click the "+" Create New Dashboard Group button. Enter a name for the group and
click Create Group. An empty group is created with that name.

To add dashboards to the group, click the All Dashboards group to show all dashboards on your tenant, of click
My Dashboards if you only want to see the dashboards you own, and do one of the following:

» To add a single dashboard, click the menu to the right of the dashboard and select Add to Group.

« To add multiple dashboards to a group, select them by clicking the checkbox next to each dashboard, then
click the Bulk Actions button and select Add to Group.

Remove dashboards from the current group in the same manner by selecting Remove From Group. You can
not remove dashboards from the All Dashboards or My Dashboards group.

Removing a dashboard from a group does not delete the dashboard from Data Infrastructure
Insights. To completely remove a dashboard, select the dashboard and click Delete. This
removes it from any groups to which it belonged and it is no longer available to any user.

Pin your Favorite Dashboards

You can further manage your dashboards by pinning favorite ones to the top of your dashboard list. To pin a
dashboard, simply click the thumbtack button displayed when you hover over a dashboard in any list.

Dashboard pin/unpin is an individual user preference and independent of the group (or groups) to which the
dashboard belongs.
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Dashboards (7)

Mame T

« Dashboard - Storage COverview
«  Storage Admin - Which nodes are in high demand?
« Storage IOPs

Dashboard - Storage Cost

Dashboard - Storage 10 Detail

Gauges Storage Performance

Storage Admin - Which pools are in high demand?

Dark Theme

You can choose to display Data Infrastructure Insights using either a light theme (the default), which displays
most screens using a light background with dark text, or a dark theme which displays most screens using a
dark background with light text.

To switch between light and dark themes, click the username button in the upper right corner of the screen and
choose the desired theme.

Switch to Dark Mode

Log Out

Dark Theme Dashboard view:
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Cloud Insights (mal) (C—)  Getting Staried ¥

pik2gis / Dashboards / ONTAP FAS/AFF - Capacity Utilization

ONTAP FAS/AFF Raw Capacity Total Z2h Raw Capacity by ONTAP FAS/AFF Top 10

399.12. N NN

Total Capacity - Raw

Apgregate Capacity Usage - Ratio 2 Ageregate Capacity Free 2 Apgregate Capacity Top 5

& aomin
CLOUD SECURE 191.17 B

CapacityFree

o= =
. Aggregate Capacdity Total

245.01+

CapacityFree

FlexVol Capacity Usage - Ratio 2 FlexVol Capacity Free 2 FlexVol Capacity Top 5

155.13w

Capacity Free

FlexVol Capacity Total

Light Theme Dashboard view:

pikZes | Dashboards / ONTAP FAS/AFF - Capacity Utilization (® tss30Days = 0O 76w -

ONTAP FAS/AFF Raw Capacity Total S Raw Capacity by ONTAP FAS/AFF Top 10 < 2h
© Dpasusosros

oo 399.12,, . N

ALERTS

B aroms @ Total Capacity - Raw
X manas
Aggregate Capacity Usage - Ratio =2 Aggregate Capacity Free T Aggregate Capacity Top 5 = 2h
43 oM 2]
CLOUD SECURE a8 191.18TB
@ ce _ o [
- _ S Aggregate Capacity Total z
245.01n .
FlexVol Capacity Usage - Ratio o3 FlexVol Capacity Free Tz FlexVol Capacity Top 5 Zih
155.13
4 nimize Capacity Free
: . sl FlexVol Capacity Total = an
@ Some screen areas, such as certain widget charts, still show light backgrounds even while
viewed in dark theme.

Line Chart interpolation

Different data collectors often poll their data at different intervals. For example, data collector A may poll every
15 minutes while data collector B polls every five minutes. When a line chart widget (also spline, area, and

stacked area charts) is aggregating this data from multiple data collectors into a single line (for example, when
the widget is grouping by "all"), and refreshing the line every five minutes, data from collector B may be shown
accurately while data from collector A may have gaps, thus affecting the aggregate until collector A polls again.
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To alleviate this, Data Infrastructure Insights interpolates data when aggregating, using the surrounding data
points to take a "best guess" at data until data collectors poll again. You can always view each data collector’s
object data individually by adjusting the widget’s grouping.

Interpolation Methods

When creating or modifying a line chart (or spline, area, or stacked area chart), you can set the interpolation
method to one of three types. In the "Group by" section, choose the desired Interpolation.

Group by | All ¥ | aggregated by | Average - Apply fix) - Interpolation Llinear -

Mone
Linear

Stair

* None: Do nothing, i.e. do not generate points in between.

Mo Interpolation

ED

40

S:00:00 AR 9:05:00 AR 210000 A8 91500 AN 9:20000 AM 9:25:00 AM 2:30:00 AR 9:35:00 AM 9:40:00 AM 94500 A0 9:50:00 AM 95500 AN 10:00:00
AR

e T 1

« Stair: A point is generated from the value of previous point. In a straight line, this would display as a typical
"stair" layout.
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Stair Interpalation
ED

0

&0
) /
40 | ==
. /
- -
) _/
- Y o

900 00 AM 9:05:00 AM 210000 AN 9:15:00 AM 92000 AR 2:25:00 AM 9:30:00 AM 93500 AM 9:40:00 AM 9:45:00 A 350000 AM 9:55:00 AM  10:00:00
Al

e i Ui 1

* Linear: a point is generated as the value in between connecting the two points. Generates a line that looks
like the line connecting the two points, but with additional (interpolated) data points.

Linear Interpolation

a0
70

&0

40
30
20
10

i}
SO000 AN 90500 AN 2210000 A3 91500 AM 920000 AR 9:25:00 AM 23000 AN 3500 AM 94000 AM 94500 AM 95000 AM 9:55:00 AN 10:00:00
B

e W lume 4

Anomaly Bounds in Line Widgets

When including a Line or Spline chart widget on a dashboard or landing page, you may choose to view the
chart in context of the expected bounds for the data. You can think of this as looking for anomalies in the
patterns of your data.

DIl uses seasonal data (hourly or daily) to set upper and lower bounds on where it expects the data to fall at a

given time. If the data spikes above or falls below those expected bounds, the chart will highlight that as an
anomaly.
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20k

12k
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K
4

To view anomaly bounds, edit the widget and choose Show Anomaly Bounds. You may choose from among
two detection algorithms:

» Adaptive Detector adapts to changes quickly, making it helpful for detailed investigations.
+ Smooth Detector minimizes noise and false positives, filtering out short-term fluctuations while still

detecting significant shifts.

Additionally, you may choose to show either Hourly or Daily seasonality, as well as set the sensitivity of
detection. High sensitivity detects more boundary crossing, Low sensitivity detects less.

Keep in mind that you may only view expected bounds when the chart is set to display a single line. If your
Group By settings or filters show multiple lines, or if you have set multiple queries for the widget, the option to
show expected bounds will be disabled.

Dashboard Access Management

Data Infrastructure Insights now gives you greater control over access to the dashboards
you create. You choose who can modify your graphs. You control exposure to potentially
sensitive information. Keeping a dashboard Private allows you to finalize your
visualizations until they are ready to be consumed by others in your organization.
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Edit Dashboard Access Settings

Select dashboard sharing access:

O O rrivate
® @ share
Select Editor: Everyone v 0
None
Select Viewer:
Everyone

Specific Users
By default, when you create a new dashboard, that dashboard is only visible to you, the creator. No other user
can see or modify the dashboard.

When you have finalized your dashboard, you may choose to allow others in your organization to view it. To
share a dashboard, in the dashboard list, select the Share from the right-hand menu.

[[] # Tony Dashboard Dec 132024 15:48 0 Tonyl Private n
Tony Dashboard Jan 10 2025 13:39 Tony L Private Duplicate
Tony Dashboard Oct 82024 11116 Tony L ) Shared Add to Group
Share
Fin to Top
Delete

You can choose to share the dashboard to Everyone or to select users, with either Edit or Read-Only
permissions.
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Edit Dashboard Access Settings

Select dashboard sharing access:

O 0 Privats

(=) & Share
Select Editor: Everyone * 8
None
Select Viewer:
Everyone
Specific Users

Best Practices for Dashboards and Widgets

Tips and tricks to help you get the most out of the powerful features of dashboards and
widgets.

Finding the Right Metric

Data Infrastructure Insights acquires counters and metrics using names that sometimes differ from data
collector to data collector.

When searching for the right metric or counter for your dashboard widget, keep in mind that the metric you
want could be under a different name from the one you are thinking of. While drop-down lists in Data
Infrastructure Insights are usually alphabetical, sometimes a term may not show up in the list where you think it
should. For example, terms like "raw capacity" and "used capacity" do not appear together in most lists.

Best practice: Use the search feature in fields such as Filter by or places like the column selector to find what
you are looking for. For example, searching for "cap" will show all metrics with "capacity” in their names, no
matter where they occur in the list. You can then easily select the metrics you want from that shorter list.

Here are a few alternative phrases you can try when searching for metrics:

When you want to find: Try also searching for:
CPU Processor
Capacity Used capacity

Raw capacity

Provisioned capacity
Storage pools capacity
<other asset type> capacity
Written capacity

Disk Speed Lowest disk speed
Least performing disk type
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Host Hypervisor
Hosts

Hypervisor Host
Is hypervisor

Microcode Firmware

Name Alias
Hypervisor name
Storage name
<other asset type> name
Simple name
Resource name
Fabric Alias

Read / Write Partial R/W
Pending writes
IOPS - Write
Written capacity
Latency - Read
Cache utilization - read

Virtual Machine VM
Is virtual

This is not a comprehensive list. These are examples of possible search terms only.

Finding the Right Assets

The assets you can reference in widget filters and searches vary from asset type to asset type.

In dashboards and asset pages, the asset type around which you are building your widget determines the
other asset type counters for which you can filter or add a column. Keep the following in mind when building
your widget:

This asset type / counter: Can be filtered for under these assets:

Virtual Machine VMDK

Datastore(s) Internal Volume
VMDK
Virtual Machine
Volume

Hypervisor Virtual Machine
Is hypervisor
Host

Host(s) Internal Volume
Volume

Cluster Host
Virtual Machine

Fabric Port

This is not a comprehensive list.



Best practice: If you are filtering for a particular asset type that does not appear in the list, try building your
query around an alternate asset type.

Scatter Plot Example: Knowing your Axis

Changing the order of counters in a scatter plot widget changes the axes on which the data is displayed.

About this task

This example will create a scatter plot that will allow you to see under-performing VMs that have high latency
compared to low IOPS.

Steps
1. Create or open a dashboard in edit mode and add a Scatter Plot Chart widget.

2. Select an asset type, for example, Virtual Machine.

3. Select the first counter you wish to plot. For this example, select Latency - Total.
Latency - Total is charted along the X-axis of the chart.

4. Select the second counter you wish to plot. For this example, select IOPS - Total.
IOPS - Total is charted along the Y-axis in the chart. VMs with higher latency display on the right side of the
chart. Only the top 100 highest-latency VMs are displayed, because the Top by X-axis setting is current.

VM Latency vs IOPS X

... VMirtual Machine = |
Latency - Total = | | IOPS-Total * | | Fiiter By .

Roll Un - Show | Top by X-axis = | 50 -

Color: W~

OPS - Tozal {I04s)

™
-]
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25 ®
& L ]
& [ ]
[ ]
®
-] @ ® L
- -
8E% e © ® ®® B
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Latency - Total (ms})

= -

5. Now reverse the order of the counters by setting the first counter to /OPS - Total and the second to Latency
- Total.
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Latency- Total is now charted along the Y-axis in the chart, and /OPS - Total along the X-axis. VMs with
higher IOPS now display on the right side of the chart.

Note that because we haven’t changed the Top by X-Axis setting, the widget now displays the top 100
highest-IOPS VMs, since this is what is currently plotted along the X-axis.

VM Latency vs IOPS X
Virtual Machine -

IOPS - Total = Latency - Total = Filter By .

Roll Up . Show | Top by X-axis = | 50 -

Color: W ~

Latency - Total {ms)
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You can choose for the chart to display the Top N by X-axis, Top N by Y-axis, Bottom N by X-axis, or Bottom N
by Y-axis. In our final example, the chart is displaying the Top 100 VMs that have the highest total IOPS. If we
change it to Top by Y-axis, the chart will once again display the top 100 VMs that have the highest total
latency.

Note that in a scatter plot chart, you can click on a point to drill down to the asset page for that resource.

Sample Dashboards

Dashboard Example: Virtual Machine Performance

There are many challenges facing IT operations today. Administrators are being asked to
do more with less, and having full visibility into your dynamic data centers is a must. In
this example, we will show you how to create a dashboard with widgets that give you
operational insights into the virtual machine (VM) performance on your tenant. By
following this example, and creating widgets to target your own specific needs, you can
do things like visualizing backend storage performance compared to frontend virtual
machine performance, or viewing VM latency versus 1/0O demand.
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About this task
Here we will create a Virtual Machine Performance dashboard containing the following:

* a table listing VM names and performance data

* a chart comparing VM Latency to Storage Latency
 a chart showing Read, Write and Total IOPS for VMs
* a chart showing Max Throughput for your VMs

This is just a basic example. You can customize your dashboard to highlight and compare any performance
data you choose, in order to target for your own operational best practices.

Steps
1. Log in to Insight as a user with administrative permissions.

2. From the Dashboards menu, select [+New dashboard].
The New dashboard page opens.

3. At the top of the page, enter a unique name for the dashboard, for example "VM Performance by
Application".

4. Click Save to save the dashboard with the new name.

5. Let’s start adding our widgets. If necessary, click the Edit icon to enable Edit mode.

6. Click the Add Widget icon and select Table to add a new table widget to the dashboard.

The Edit Widget dialog opens. The default data displayed is for all storages on your tenant.

Table Widget < 10m
[E] Hypervisor Name T Virtual Machine Capacity - Total (GB) 10PS - Total (10/s) Latency - Total (ms)
[ 10.187.143.33{9) - 1,680.58 1.80 12.04
[ 10.187.143.34 (7) - 1,707.60 4.62 12.60
[H 10.197.143.57 (11} - 1,500.94 1.14 115
[H 10.197.143.58 {10) - 1,818.34 5.82 257
[H AzureComputeDefaultAvailabilitySet (363 - N/A N/A N/A
[ anandh9162020113020-rg-avset.anandhd16202( - N/A N/A N/A
[ anandh216202013287-rg-avset.anandh21620200 — N/A N/A N/A
[ anandh21720201288-rg-avset.anandh017202011 — N/A N/A N/A
[© anjalivingrun48-rg-avset.anjalivingrun48-rg.308: — N/A N/A N/A
[© anjalivingruns0-rg-avset.anjalivingruns0-rg.308:  — N/A N/A N/A
[ batutiscanaryHAS7a-rg-avset.batutiscanaryha®i  — N/A N/A N/A
i+ hatutiscanarvHAGTh-re-avset hatutiscanarvhadl  — N/A MN/A LIEES fa

1. We can customize this widget. In the Name field at the top, delete "Widget 1" and enter "Virtual Machine
Performance table".

2. Click the asset type drop-down and change Storage to Virtual Machine.
The table data changes to show all virtual machines on your tenant.

3. Let’s add a few columns to the table. Click the Gear icon on the right and select Hypervisor name, IOPS -
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Total, and Latency - Total. You can also try typing the name into the search to quickly display the desired
field.

These columns are now displayed in the table. You can sort the table by any of these columns. Note that
the columns are displayed in the order in which they were added to the widget.

. For this exercise we will exclude VMs that are not actively in use, so let’s filter out anything with less than
10 total IOPS. Click the [+] button next to Filter by and select IOPS - Total. Click on Any and enter "10" in

the from field. Leave the to field empty. Click outsude the filter field or press Enter to set the filter.
The table now shows only VMs with 10 or more total IOPS.

5. We can further collapse the table by grouping results. Click the [+] button next to Group by and select a
field to group by, such as Application or Hypervisor name. Grouping is automatically applied.

The table rows are now grouped according to your setting. You can expand and collapse the groups as
needed. Grouped rows show rolled up data for each of the columns. Some columns allow you to choose
the roll up method for that column.

Virtual Machine Performance Table Override dashbaard time p 4

Virtual Machine =

Filter by || 10PS - Total (10/2) | =10 Group by || Hypervisor name »

181 items found in 4 group @

[5] Hypervisor name | Name Hypervisor name IOPS - Total El Latency - Total
e (ms)

us-east-1d (62) us-east-1d RollUpby | Avg ~ 1.94

us-sast-1c (20) us-sast-1c 0.80

us-east-1b (1) TEDemoEnv us-2ast-1b 32.66 0.70

us-east-1a (38) us-sast-1a 121.22 0.81

Cance' m

1. When you have customized the table widget to your satisfaction, click the [Save] button.

The table widget is saved to the dashboard.

You can resize the widget on the dashboard by dragging the lower-right corner. Make the widget wider to show

all the columns clearly. Click Save to save the current dashboard.

Next we will add some charts to show our VM Performance. Let’s create a line chart comparing VM latency
with VMDK latency.

1. If necessary, click the Edit icon on the dashboard to enable Edit mode.

2. Click the [Add widget] icon and select Line Chart to add a new line chart widget to the dashboard.

3. The Edit Widget dialog opens. Name this widget "VM / VMDK Max Latency"

4. Select Virtual Machine and choose Latency - Max. Set any filters you wish, or leave Filter by empty. For

Roll up, choose Sum by All. Display this data as a Line Chart, and leave Y-Axis as Primary.
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5. Click the [+Query] button to add a second data line. For this line, select VMDK and Latency - Max. Set any
filters you wish, or leave Filter by empty. For Roll up, choose Sum by All. Display this data as a Line
Chart, and leave Y-Axis as Primary.

6. Click [Save] to add this widget to the dashboard.

| VM /NMDK Max Latency | Show legend X

A} Query Virtual Machine = Convert to Expression Eﬂ @

Latency - Max = | | Filter by -

Rollup | sum - | by | Al » B4 More options
Display: Line chart = Y-zwis: Color: [ ] v
B} Query VMDK v | Convert to Expression [l E

Latency - Max = | | Filer by ;

Rollup | Sum v | by | Al » B4 More options
Display: | Linechart v | Y-axis: | Primary = Color H ~
15K
5 /\/A/\//\_’/—\/—/—\/\
12:00 PN 2:00 Pl 400 P 00 PM 8:00 PM 00 PM 25 Jul 2:00 AM A:00 AM 5:00 AM 5:00 AM 1000 AN

Caﬂ cel E

Next we will add a chart showing VM Read, Write and Total IOPS in a single chart.

1. Click the [Add widget] icon and select Area Chart to add a new area chart widget to the dashboard.
2. The Edit Widget dialog opens. Name this widget "VM IOPS"

3. Select Virtual Machine and choose IOPS - Total. Set any filters you wish, or leave Filter by empty. for
Roll up, choose Sum by All. Display this data as an Area Chart, and leave Y-Axis as Primary.

4. Click the [+Query] button to add a second data line. For this line, select Virtual Machine and choose /OPS
- Read.

5. Click the [+Query] button to add a third data line. For this line, select Virtual Machine and choose /OPS -
Write.

6. Click Show legend to display a legend for this widget on the dashboard.
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i VM IOPS | Show legend 24 v b4

() Query ‘ = Virtual Machine | Convert to Expression [l E

[ 1oPs-wiite = | | Filrerby |

| Roll up ii Avg v | by | All - B More options

Display: | Areachart « Y-axis: | Primary « Color: | W v

D) Query | =~ Virtual Machine = | Convert to Expression [l @

| 10PS -Read + | | Filter by_|

I Roll up !! Avg b | by | All - g More options
Dispiay: | Areachart v Y-axis: | Primary = Color: | v
100
L k-1
i}
|all

= all

—————

12:00 PM 3:00 PM 6:00 PM S:00PM 25_Jul 3200 AM 600 AM 5:00 AM

| Cancel

1. Click [Save] to add this widget to the dashboard.

Next we will add a chart showing VM Throughput for each Application associated with the VM. We will use the
Roll Up feature for this.

1. Click the [Add widget] icon and select Line Chart to add a new line chart widget to the dashboard.
2. The Edit Widget dialog opens. Name this widget "VM Throughput by Application"

3. Select Virtual Machine and choose Throughput - Total. Set any filters you wish, or leave Filter by empty.
For Roll up, choose "Max" and select by "Application" or "Name". Show the Top 10 applications. Display
this data as a Line Chart, and leave Y-Axis as Primary.

4. Click [Save] to add this widget to the dashboard.

You can move widgets on the dashboard by holding down the mouse button anywhere in the top of the widget
and dragging it to a new location.

You can resize widgets by dragging the lower-right corner.
Be sure to [Save] the dashboard after you make your changes.

Your final VM Performance Dashboard will look something like this:
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Observability / Analyze / VM Optimization / Summary

Filter By = Data Center All v X VirtualCenter IP  All v X Cluster Al v X o
Summary Hypervisor Decommissioning VM Reclamation
== Save 2,228 cores by decommissioning 58 hypervisors & 5‘3 Save 74.8 TiB by reclaiming 343 virtual machines <
000

Decommissioning these Hypervisors will reduce your consumption of cores by 27.9%

Top 10 clusters by cores savings opportunities

Reclaiming these VMs will reduce your allocated capacity by 8.5%

Underutilized capacity (TiB)

DC06/DC06_660_M660._...

DC06/DC06_660_M660._....

DC14/DC14_1460_M146...

o _

DC06/DC06_660_M660._....
DC61/DC61_M6170_HNX...
DC62/DC62_M6270_HCl...
DC62/DC62_M6270_HNX...

DC14/DC14_1460_M146...

Z
>

DC14/DC14_1460_M146...

o

100.00 200.00 300.00 400.00 500.00

i 0 9.77 19.53 29.30 39.06 48.83 5859  68.36
hosts.cpu.savings (cores) capacitytotal (TiB)
Memory Savings (TiB) VvCPU Savings Memory Savings (TiB)
38.9 2,825 8.7
26.8% savings 9.2% savings 8.0% savings

View All Hypervisor Decommissions View All VM Reclamations

Working with Queries

Querying Assets and Metrics

Query your infrastructure’s physical and virtual assets to monitor performance,
troubleshoot issues, and perform granular searches based on custom criteria like
annotations. Data Infrastructure Insights enables queries across diverse asset
types—from storage arrays and hosts to applications and virtual machines—along with
integration metrics from Kubernetes, Docker, and ONTAP Advanced Data for
comprehensive visibility.

Note that annotation rules, which automatically assign annotations to assets, require a query that has been
shared with everyone. See below for more on sharing queries.

You can query the physical or virtual inventory assets (and their associated metrics) on your tenant, or the
metrics provided with integration such as Kubernetes or ONTAP Advanced Data.

Inventory Assets

All inventory (also called infrastructure) asset types (storage, switch, VM, Application, etc.) can be used in
queries, dashboard widgets, and customized asset landing pages. The fields and counters available for filters,
expressions, and display will vary among asset types.

Integration Metrics

In addition to querying for inventory assets and their associated performance metrics, you can query for
integration data metrics as well, such as those generated by Kubernetes or Docker, or provided with ONTAP
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Advanced Metrics.

on T -
on aggt

netapp ontap.ageregaie

netapp _oniap.resource_headroom_agpr

Sharing Queries

Control access to your queries by choosing who can view and edit them. By default, new queries are private
and visible only to you, and you can choose to share them with specific users or your entire organization with
flexible permission levels (Read-Only or Edit).

You can choose to share the query to Everyone or to select users, with either Edit or Read-Only permissions.

@ Users with Account Owner permission can see all queries, regardless of privacy setting.

Creating Queries

Queries enable you to search the assets on your tenant at a granular level, allowing to
filter for the data you want and sort the results to your liking.

For example, you can create a query for volumes, add a filter to find particular storages associated with the
selected volumes, add another filter to find a particular annotation such as "Tier 1" on the selected storages,
and finally add another filter to find all storages with JOPS - Read (I0/s) greater than 25. When the results are
displayed, you can then sort the columns of information associated with the query in ascending or descending
order.

Note: When a new data collector is added which acquires assets, or any annotation or application assignments
are made, you can query for those new assets, annotations, or applications only after the queries are indexed.
Indexing occurs at a regularly scheduled interval or during certain events such as running annotation rules.
Creating a Query is very simple:
1. Navigate to Queries > *+New Query.
2. From the 'Select...' list, select the object type you want to query for. You can scroll through the list or you
can start typing to more quickly find what you’re searching for.

Scroll list:
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awesome site [ All Queries /| New Query

|select... v

agent.node
agent.node_diskio
agent.node_fs
agent.node_net
Application
DataStore

Dizk

Fabric

GenericDevice

Type-to-Search:

on aggr v
neiapp_ontap.ageregaie

netapp_ontap.resource_headroom_ager

You can add filters to further narrow down your query by clicking the + button in the Filter By field.
Group rows by object or attribute. When working with integration data (Kubernetes, ONTAP Advanced Metrics,
etc.), you can group by multiple attributes, if desired.
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netapp_ontap.aggregate

FilterBy - cluster_name

Group aggr_name X

5 items found

aggr_name
oci02satd
oci02satl
oci02sat2
oci01satd

oci0lsatl

ci-

L

<3

cp_read_blocks
0.59

0.15

212.64

0.39

48.82

cluster_name |
oci-phonehome
oci-phonehome
oci-phonehome
oci-phonehome

oci-phonehome

The query results list shows a number of default columns, depending on the object type searched for. To add,
remove, or change the columns, click the gear icon on the right of the table. The available columns variy based

on the asset/metric type.

netapp_ontap.aggregate

Filter By

Group aggr_name X

aggr_name
agaro_optimus_02
agerl_optimus_02
ocinanegal_04_ager0
ocinanegal_03_agerl

oci02satD

See it in Action

Explore and analyze with queries in Data Infrastructure Insights (Video)

cp_read_blocks

Choosing Aggregation, Units, Conditional Formatting

Aggregation and Units

For "value" columns, you can further refine your query results by choosing how the displayed values are
aggregated as well as selecting the units in which those values are displayed. These options are found by

selecting the "three dots" menu at the top corner of a column.

agent_version T

Apache-HttpClient
Apache-HttpClien'
Apache-HttpClient
Apache-HttpClien'

Apache-HttpClient

=

[] show Selected Only

agent_version
\:I aggr_name
] cluster_location

cluster_name

[_] cluster_serial_number

|| cluster_version
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https://media.netapp.com/video-detail/d0530e0b-a222-52e7-92b1-dbeeee41b712/explore-and-analyze-with-queries-in-data-infrastructure-insights

Units

You can select the units in which to display the values. For example, if the selected column shows raw capacity
and the values are shown in GiB, but you prefer to display them as TiB, simply select TiB from the Unit Display
drop-down.

Aggregation

By the same token, if the values shown are aggregated from the underlying data as "Average", but you prefer
to show the sum of all values, select "Sum" from either the Group by drop-down (if you want any grouped
values to show the sums) or from the Time Aggregate By drop-down (if you want the row values to show sums
of underlying data).

You can choose to aggregate grouped data points by Avg, Max, Min, or Sum.

You can aggregate individual row data by Average, Last data point acquired, Maximum, Minimum, or Sum.

Conditional Formatting

Conditional Formatting allows you to highlight Warning-level and Critical-level thresholds in the query results
list, bringing instant visibility to outliers and exceptional data points.

143 items found

Metrice & Attributes

agent.node_diskio T io_time {sec) E
nvmeldnl .
> Aggregation
nvmelnl
> Unit Display
nvrnednl 4.642.68
v Conditional Formatting Reset
Ifwalue is = (Greaterthan) v
nvmednl
A Warning 10000 sec
nvmelnl
O critical 20000 sec

nvmelnl

nvmednl

nvmednl

Conditional formatting is set separately for each column. For example, you can choose one set of thresholds
for a capacity column, and another set for a throughput column.

Rename Column

Renaming a column changes the displayed name on the Query results list. The new column name is also
shown in the resulting file if you export the query list to .CSV.

Save

After you have configured your query to show you the results you want, you can click the Save button to save
the query for future use. Give it a meaningful and unique name.

More on Filtering
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Wildcards and Expressions

When you are filtering for text or list values in queries or dashboard widgets, as you begin typing you are
presented with the option to create a wildcard filter based on the current text. Selecting this option will return
all results that match the wildcard expression. You can also create expressions using NOT or OR, or you can
select the "None" option to filter for null values in the field.

kubernetes.pod v

Filter By =~ pod_name | ingest v X 9

Create wildcard containing "ingest”

Group pod_name X
ci-service-datalake-ingestion-85bsbdfded-2gbwr

service-foundation-ingest-767dfd5sbfc-vxd5p

71 items found
None

Filters based on wildcards or expressions (e.g. NOT, OR, "None", etc.) display in dark blue in the filter field.
Items that you select directly from the list are displayed in light blue.

kubernetes.pod v

FillerBy = pod_name ci-service-audit-5f775dd975-bride X X v |X e @

Group pod_name X v

3 items found

pod_name
ci-service-audit-5f775dd975-bridc
ci-service-datalake-ingestion-85b5bdfded-2gbwr

service-foundation-ingest-767dfd5bfc-vxd5p

Note that Wildcard and Expression filtering works with text or lists but not with numerics, dates or booleans.
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Refining Filters

You can use the following to refine your filter:

Filter
* (Asterisk)

? (question mark)

OR

NOT

None

Not *

What it does

enables you to search for
everything

enables you to search for
a specific number of
characters

enables you to specify
multiple entities

allows you to exclude text
from the search results

searches for NULL values
in all fields

searches for NULL values
in text-only fields

Example

vol*rhel

BOS-PRD??-S12

FAS2240 OR CX600 OR
FAS3270
NOT EMC*

None

Not *

Result

returns all resources that
start with "vol" and end
with "rhel"

returns BOS-PRD712-S12,
BOS-PRD23-S12, and so
on

returns any of FAS2440,
CX600, or FAS3270

returns everything that
does not start with "EMC"

returns results where the
target field is empty

returns results where the
target field is empty

If you enclose a filter string in double quotes, Insight treats everything between the first and last quote as an
exact match. Any special characters or operators inside the quotes will be treated as literals. For example,
filtering for "*" will return results that are a literal asterisk; the asterisk will not be treated as a wildcard in this
case. The operators OR and NOT will also be treated as literal strings when enclosed in double quotes.

Filtering for Boolean values

When filtering for a Boolean value, you may be presented with the following choices on which to filter:

* Any: This will return all results, including results set to "Yes", "No", or not set at all.

* Yes: Returns only "Yes" results. Note that DIl shows "Yes" as a check mark in most tables. Values may be
set to "True", "On", etc.; DIl treats all of these as "Yes".

* No: Returns only "No" results. Note that DIl shows "No" as an "X" in most tables. Values may be set to
"False", "Off", etc.; DIl treats all of these as "No".

* None: Returns only results where the value has not been set at all. Also referred to as "Null" values.

What do | do now that | have query results?

Querying provides a simple place to add annotations or assign applications to assets. Note that you can only
assign applications or annotations to your inventory assets (Disk, Storage, etc.). Integration metrics cannot
take on annotation or application assignments.

To assign an annotation or application to the assets resulting from your query, sinply select the asset(s) using
the check box column on the left of the results table, then click the Bulk Actions button on the right. Choose
the desired action to apply to the selected assets.
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Volume v

Filter By -~ Name Any x
Query Results (5) Bulk Actions ¥
Add Annotation
B nName T Storage Pools Capacity - Raw (GB) Mapped Ports

Remove Annotation

DmoESX_optimus:mc_Dm

NfA

Add Application

DmOSAN_optimus:hoffma... N/A
Remove Application
DmoSAN_optimus:mc_D N/A USIWINOOWS_ 20Ut
rolfvfiler_lun N/A 0S:windows
pectran i N/A 0S:linux

Annotation Rules require query

If you are configuring Annotation Rules, each rule must have an underlying query to work with. But as you've
seen above, queries can be made as broad or as narrow as you need.

Viewing queries

You can view your queries to monitor your assets and change how your queries display
the data related to your assets.

Steps
1. Log in to your Data Infrastructure Insights tenant.

2. Click Queries and select Show all queries.
You can change how queries display by doing any of the following:

3. You can enter text in the filter box to search to display specific queries.

4. You can change the sort order of the columns in the table of queries to either ascending (up arrow) or
descending (down arrow) by clicking the arrow in the column header.

5. To resize a column, hover the mouse over the column header until a blue bar appears. Place the mouse
over the bar and drag it right or left.

6. To move a column, click on the column header and drag it right or left.
When scrolling through the query results, be aware that the results may change as Data Infrastructure Insights

automatically polls your data collectors. This may result in some items being missing, or some items appearing
out of order depending on how they are sorted.

Exporting query results to a .CSV file

You can export the results of any query to a .CSV file, which will allow you to analyze the
data or import it into another application.

Steps
1. Log in to Data Infrastructure Insights.

2. Click Queries and select Show all queries.
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The Queries page is displayed.

3. Click a query.
4. Click 7% to export the query results to a .CSV file.

@ Export to .CSV is also available in the "three dots" menu in dashboard table widgets as well as
most landing page tables.

Asynchronous export

Exporting data to .CSV can take anywhere from a few seconds to a number of hours, depending on the
amount of data to export. Data Infrastructure Insights exports that data asynchronously, so you can continue
working while the .CSV is being compiled.

View and download your .CSV exports by selecting the "Bell" icon in the upper-right toolbar.

Te t N -
Q Sf::;ardzgxeMain Q ‘ 0 9 Tony Lavoie ¥

1 CSVDownloads (1)

@ query_export_disk_1748360447802.csv is Ready to Download ~

Size: 13.29 KiB
Initiated: 05/27/2025 11:40:47 AM
Ready: 05/27/2025 11:40:48 AM

Just now

The exported data will reflect the current filtering, columns, and column names displayed.

Commas in asset names

Note: When a comma appears in an asset name, the export encloses the name in quotes, preserving the asset
name and the proper .csv format.

Time format, or not time format?

When opening an exported .CSV file with Excel, if you have an object name or other field that is in the format
NN:NN (two digits followed by a colon followed by two more digits), Excel will sometimes interpret that name as
a Time format, instead of Text format. This can result in Excel displaying incorrect values in those columns. For
example, an object named "81:45" would show in Excel as "81:45:00".

To work around this, import the .CSV into Excel using the following steps:

1. Open a new sheet in Excel.

On the "Data" tab, choose "From Text".

Locate the desired .CSV file and click "Import".

In the Import wizard, choose "Delimited" and click Next.

Choose "Comma" for the delimiter and click Next.

Select the desired columns and choose "Text" for the column data format.
Click Finish.

S L T
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Your objects should show in Excel in the proper format.

Modifying or Deleting a Query

You can change the criteria that are associated with a query when you want to change
the search criteria for the assets that you are querying.

Modifying a Query

Steps
1. Click Explore and select All Metric Queries.

The Queries page is displayed.

2. Click the query name

3. To add a criteria to the query, click Columns icon and select a metric or attribute from the list.
When you have made all necessary changes, do one of the following:

+ Click the Save button to save the query with the name that was used initially.

« Click the drop-down next to the Save button and select Save As to save the query with another name. This
does not overwrite the original query.

* Click the drop-down next to the Save button and select Rename to change the query name that you had
used initially. This overwrites the original query.

* Click the drop-down next to the Save button and select Discard Changes to revert the query back to the
last saved changes.

Deleting a Query
To delete a query, click Queries and select Show all queries, and do one of the following:
1. Click on the "three dot" menu to the right of the query and click Delete.
2. Click on the query name and select Delete from the Save drop-down menu.
Assigning multiple applications to or removing multiple applications from assets

You can assign multiple applications to or remove multiple applications from assets by
using a query instead of having to manually assign or remove them.

@ You can use these steps to add or remove annotations in the same way.

Before you begin

You must have already created a query that finds all the assets that you to edit.

Steps
1. Click Explore and select Metric Queries.

The Queries page displays.
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2. Click the name of the query that finds the assets.
The list of assets associated with the query displays.

3. Select the desired assets in the list or click the top checkbox to select All.
The Bulk Actions drop-down displays.

4. To add an application to the selected assets, click Bulk Actions and select Add Application.

5. Select one or more applications.

You can select multiple applications for hosts, internal volumes, gtrees, and virtual machines; however, you
can select only one application for a volume or a share.

. Click Save.

6
7. To remove an application assigned to the assets, click Bulk Actions and select Remove Application.
8. Select the application or applications you want to remove.

9

. Click Delete.

Any new applications you assign override any applications on the asset that were derived from another asset.
For example, volumes inherit applications from hosts, and when new applications are assigned to a volume,
the new application takes precedence over the derived application.

After you click Save on a bulk add or Remove on a bulk delete action, Data Infrastructure Insights informs you
that the action will take some time. You can dismiss this message; the action will continue in the background.

For environments with large amounts of related assets, inheritance of application assignments
to those assets could take several minutes. Please allow more time for inheritance to occur if
you have many related assets.

Copying table values

You can copy values in tables to the clipboard for use in search boxes or other
applications.

About this task
There are two methods you can use to copy values from tables or query results to the clipboard.

Steps

1. Method 1: Highlight the desired text with the mouse, copy it, and paste it into search fields or other
applications.

2. Method 2: For single-value fields, hover over the field and click the clipboard icon that appears. The value
is copied to the clipboard for use in search fields or other applications.

Note that only values that are links to assets can be copied using this method. Only fields that include
single values (i.e. non-lists) have the copy icon.

Log Explorer

The Data Infrastructure Insights Log Explorer is a powerful tool for querying system logs.
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In addition to helping with investigations, you can also save a log query in a Monitor to
provide alerts when those particular log triggers are activated.

To begin exploring logs, click Log Queries > +New Log Query.

Select an available log from the list.

|select... b

logs.kubernetes
logs.kubernetezevents
logs.netapp.ems

logs.ontapems

logs.syslog
@ The types of logs available for querying may vary based on your environment. Additional log
types may be added over time.

You can set filters to further refine the results of the query. For example, to find all log messages showing a
failure, set a filter for Messages containing the word "failed".

You can begin typing the desired text in the filter field; Data Infrastructure Insights will prompt
you to create a wildcard search containing the string as you type.

The results are displayed in a graph showing the number of log instances in each time period shown. Below
the graph are the log entries temselves. The graph and the entries refresh automatically based on the selected
time range.
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2gebjfo / All Log Queries /

logs.netapp.ems W

Filter By

a

Log Entries
timestamp

10/21/2021 10:55:39 AM
10/21/2021 10:55:39 AM

10/21/2021 10:54:40 AM

Filtering

Include / Exclude

message | [

source

agent:EmsCollector;cluster:add
561f7-7a66-11€2-9659-
123478563412;n0de:885d3681-
T9d0-11e2-85a3-811faf325091;

agent:EmsCollectoricluster:add
561f7-7a66-112-9655-
123478563412;node:889d3681-
79d0-11e2-85a3-811faf325001;

agent:EmsCollector;cluster:add
561f7-7a66-11€2-9695-
123478563412;node:0zc4fbd1-
79d0-11e2-b141-
417dR3ecf407:

vx@

@© Last3Hours

-

Create a Log Monitor

Bucket: 5 minutes

Last updated 10/21/2021 11:04:56 AM @

message

monitor.chassisPowerSupply.degraded: Chassis power supply 1 1s degraded: PSU1 Power Output has failed
menitor.chassisPowerSupply.degraded: Chassis power supply 11s degraded: PSU1 has failed

monitor.chassisPowerSupply.degraded: Chassis power supply 11s degraded: PSU1 Power Output has failed

When filtering the logs, you can choose to include (i.e. "Filter to") or exclude the strings you type. Excluded
strings are displayed in the completed filter as "NOT <string>".

logs.netapp.ems

Filter By

Chart: Group By

4k

-

eMs.2ms_message_type

All

|all

() Filterto (@ Exclude

TS
app.log.info
app.log.notice

arw.wserver.state

Filters based on wildcards or expressions (e.g. NOT, OR, "None", etc.) display in dark blue in the filter field.
Items that you select directly from the list are displayed in light blue.

®

Advanced Filtering

At any point, you can click on Create a Log Monitor to create a new Monitor based on the
current filter.

When you are filtering for text or list values in queries or dashboard widgets, as you begin typing you are
presented with the option to create a wildcard filter based on the current text. Selecting this option will return
all results that match the wildcard expression. You can also create expressions using NOT, AND, or OR, or you
can select the "None" option to filter for null values.
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@ Be sure to Save your query early and often as you build your filtering. Advanced Querying is
"free-form" string entry, and parsing mistakes may occur as you build.

Take a look at this screen image showing filtered results for an advanced query of the logs.kubernetes.event
log. There is a lot going on in this page, which is explained below the image:

Customer-System / Observability / All Log Queries | Advanced Query Example ’
10:15 AM

© ﬁggif,zozs -Agg_zs,zozs O Save | -

logs.kubernetes.event ¥ Create a Log Monitor

Filter By @ Need Help?

(reason:*failed™ AND NOT reason:FailedMount) AND (metadata.namespace:*monitoring® AND NOT (metadata.namespace:"cm-monitaring” OR ¥ X

metadata.namespace:"eg-monitoring”)) A

Chart: Group By SOUMCE % * | | Show Top * |10 v B4 show Others

@ Reset Zoom | Bucket: 30 minutes
6

3 | | | |
| | | | |
| | | |
4:00 AM  5:00 AM 3:00 AM 10:00 12:00PM 2:00PM  4:00PM &00PM  B0GPM 1000 PM  Aug 26 2:00 AM  4:00 AM 600 AM  B:00 AM  10:00
AM AM
Legend
Log Entries @ Last updated 08/30/2023 9:54:13 AM &}
timestamp source message metadata.namespace T reasgn
08/26/2023 8:40:28 AM kubernetes_clustereg- Error: context deadline k3s-cm-monitoring Failed =
stream;namespace:33504- exceaded
maonitoring;pod_name:event-
exporter-5db&7db8s5-bxmki;
08/26/2023 8:40:28 AM kubernetes_clustereg- Error: context deadline k3s-cm-monitoring Failed
stream;namespace:ph- exceaded
monitoring:pod_name:zevent-
exporter-c4446976c-jxrdc;
NRMFRIINIZ R-AM-70 AM knharnetes rlinstereo- Frenes failard tn recanme ke-rm-mnnitnring Failerd

1. This advanced query string filters for the following:

o Filter for log entries with a reason that includes the word "failed", but not anything with the specific
reason of "FailedMount".

o Include any of those entries that also include a metadata.namespace including the word "monitoring”,
but exclude the specific namespaces of "cm-monitoring" or "eg-monitoring".

Note that in the case above, since both "cm-monitoring" and "eg-monitoring" contain a dash ("-"), the
strings must be included in double-quotes or a parsing error will be displayed. Strings that do not
include dashes, spaces, etc. do not need to be enclosed in quotes. If in doubt, try putting the string in
quotes.

2. The results of the current filter, including any "Filter By" values AND the Advanced Query filter, are
displayed in the results list. The list can be sorted by any displayed columns. To display additional columns,
select the "gear" icon.

3. The graph has been zoomed in to show only log results that occurred within a specific time frame. The time
range shown here reflects the current zoom level. Select the Reset Zoom button to set the zoom level back
to the current Data Infrastructure Insights time range.
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4. The chart results have been Grouped By the source field. The chart shows results in each column grouped
into colors. Hovering over a column in the chart will display some details about the specific entries.

9:00 10:00 1100  12:00 1:00 2:00 3:00 4:00 5
AM AM AM P PM P P P

Friday 08/25/2023 08:51:00 AM

. kubernetes_clustervanillaZzs:namespace:docker- 1 33.33%
monitoring;pod_name:event-exporter-
Td468bhbfsb-8bzqt:

. kubernetes_clustervanillaZs:namespace:eg- 1 33.33%
monitoring pod_nameievent-exporter-
TcdchB66dE6-xdImb;
kubernetes_clustervanillaZs:namespaceioc-k3s- 1 33.33%
monitoring;pod_name:event-exporter-

godsfcfds-lbgae;
Total

Refining Filters

You can use the following to refine your filter:

Filter
* (Asterisk)

? (question mark)

OR
NOT
None

Not *

What it does
enables you to search for everything

enables you to search for a specific number of
characters

enables you to specify multiple entities
allows you to exclude text from the search results
searches for NULL values in all fields

searches for NULL values in text-only fields

If you enclose a filter string in double quotes, Insight treats everything between the first and last quote as an
exact match. Any special characters or operators inside the quotes will be treated as literals. For example,
filtering for "*" will return results that are a literal asterisk; the asterisk will not be treated as a wildcard in this
case. The operators OR and NOT will also be treated as literal strings when enclosed in double quotes.

You can combine a simple filter with an advanced query filter; the resulting filter is an "AND" of the two.

The Chart Legend

The Legend below the chart has a few surprises as well. For each result (based on the current filter) shown in
the Legend, you have an option to display only results for that line (Add Filter), or to display any results NOT
for that line (Add Exclude Filter). The chart and the Log Entries list update to show results based on your
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selection. To remove this filtering, open the Legend again and select the [X] to clear the Legend-based filter.

Legend

B kubernetes_cluster:vanil

la25;namespace:docker-
monitoring;pod_name:e
vent-exporter-
T7d468bbfsb-8bzqt;

kubernetes_cluster:vanil
la25;namespace:eg-
monitoring;pod_name:e
vent-exporter-
Tcdchegede-xdomb;

kubernetes_cluster:vanil
la25;namespace:oc-k3s-
monitoring;pod_name:e

1ramt Armasrbar

Log Details

Clicking anywhere in a log entry in the list will open a detail pane for that entry. Here you can explore more

information about the event.

Add Filter

5 27.78% =

5 27.78%

3 16.67%

Click on "Add Filter" to add the selected field to the current filter. The log entry list will update based on the new

filter.

Note that some fields cannot be added as filters; in those cases, the Add Filter icon is not available.
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Log Details

timestamp

09/20/2021 9:03:36 PM

message

2021-09-20T15:33:36Z E! [processors.execd] stderr: "Total time to process
mountstats file: /hostfs/proc/1/mountstats, was: 05"

it

node_name:

50urce:

Lype:

=] Kubernetes

227814532095936770

ci-auto-dsacqg-insights-1.cloudinsi ghum
dev.netapp.com E
telegraf-ds-dfce5

logs.kubernetes

kubernetes.anno  telegraf-hostaccess
tations.openshift
JO_SCC:

kubernetes.cont «ci-
ainer_hash: registry.nane.openenglab.netapp.com:

Troubleshooting

fM77 Iraloorafifichad RA-NNhABa Trr TR ¢

Here you will find suggestions for troubleshooting problems with Log Queries.

Problem:

Try this:

| don’t see "debug" messages in my log query Debug log messaging is not collected. To capture

messages you want, change the relevant message
severity to informational, error, alert, emergency, or
notice level.

Identifying inactive devices

Identifying the assets you have and who'’s using them is critical to “right-sizing” and
freeing up unused infrastructure. You can easily reallocate or decommission underused
resources and avoid unnecessary purchases.

Use the following steps to identify inactive assets.

Steps

* Navigate to Observability > Explore — +New Metric Query.

« Select Storage from the drop down.
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* Click the gear and add isActive as a column.

Rows showing a Check are active. "X" indicates inactive devices.

To remove inactive devices, simply select the devices to remove and in the Bulk Actions drop-down, select
Delete Inactive Devices.

Insights

Insights

Insights allow you to look into things like resource usage and how it affects other
resources, or time-to-full analyses.

A number of Insights are available. Navigate to Dashboards > Insights to start diving in. You can view active
Insights (Insights that are currently occurring) on the main tab, or inactive Insights on the Inactive Insights tab.
Inactive Insights are those that were previously active but are no longer occurring.

Insight Types

Shared Resources Under Stress

High-impact workloads can reduce the performance of other workloads in a shared resource. This puts the
shared resource under stress. Data Infrastructure Insights provides tools to help you investigate resource
saturation and impact on your tenant. Learn More

Kubernetes Namespaces Running Out of Space

The Kubernetes Namespaces Running Out of Space Insight gives you a view into workloads on your
Kubernetes namespaces that are at risk of running out of space, with an estimate for the number of days
remaining before each space becomes full. Learn More

Reclaim ONTAP Cold Storage

The Reclaim ONTAP Cold Storage Insight provides data about cold capacity, potential cost/power savings and
recommended action items for volumes on ONTAP systems. Learn More

@ This is a Preview feature and may change over time as improvements are made. Learn more
about Data Infrastructure Insights Preview features.

Insights: Shared Resources Under Stress

High-impact workloads can reduce the performance of other workloads in a shared
resource. This puts the shared resource under stress. Data Infrastructure Insights
provides tools to help you investigate resource saturation and impact on your tenant.

Terminology

When talking about workload or resource impact, the following definitions are useful.

A Demanding Workload is a workload that is currently identified as impacting other resources in the shared
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storage pool. These workloads drive higher IOPS (for example), reducing IOPS in the Impacted Workloads.
Demanding workloads are sometimes called high-consuming workloads.

An Impacted Workload is a workload that is affected by a high-consuming workload in the shared Storage
Pool. These workloads are experiencing reduced IOPS and/or higher latency, caused by the Demanding
Workloads.

Note that if Data Infrastructure Insights has not discovered the leading compute workload, the volume or
internal volume itself will be recognized as the workload. This applies to both demanding and impacted
workloads.

Shared Resource Saturation is the ratio of impacting IOPS to baseline.

Baseline is defined as the maximum reported data point for each workload in the hour immediately preceding
the detected saturation.

A Contention or Saturation occurs when IOPS are determined to be affecting other resources or workloads in
the shared storage pool.

Demanding Workloads

To start looking into Demanding and impacted workloads in your shared resources, click on Dashboards >
Insights and select the Shared Resources Under Stress Insight.

Dashboards Dashboards
Queries + Mew Dashboard
Alerts

Insights (ED
Reporis 0
Manage Kubemnetes Explore

Data Infrastructure Insights displays a list of any workloads where a saturation has been detected. Note that
Data Infrastructure Insights will show workloads where at least one demanding resource or impacted resource
has been detected.

Click on a workload to view the details page for it. The top chart shows the activity on the shared resource (for
example, a storage pool) on which the contention/saturation is occurring.

[/, Shared resource sp-444 was under stress
l The 10P5 of 1 workload had saturated the shared resource sp-444 and were impacting the performance of 1 other workload.
P gtnep

L > e iiear cecats

Shared Resource & sp-444 @
Utilization (%]

Below that are two charts showing the demanding workloads and the workloads that are impacted by those
demanding workloads.
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Demanding Workloads (1) @
Potentially impacted the shared resource and other related workloads

Contributing IOPS «

lopstotal (107s)

+ o O of Eve
I
-
Wardaad Curvent Contributing 10PS (10/s) | Change Since Detection (10/s)
Il & intemabvolume-331 500.00 +150.00
Impacted Workloads (1) ©
Impacted by changed workicads on the shared resource
Latency =
latencytotal (ms)
— 1 o of Eve
Workload Current Latency (ms) | Change Since Detection (ms]
M & intemalwolume-332 200.00 £110.00

Below each table is a list of workloads and/or resources affecting or affected by the contention. Clicking on a
resource (for example, a VM) opens a detail page for that resource. Clicking on a workload opens a query
page showing the pods involved. Note that if the link opens an empty query, it may be because the affected
pod is no longer part of the active contention. You can modify the query’s time range to view the pod list in
greater or more focused time range.

What do | do to resolve saturation?

There are a number of steps you can take to reduce or eliminate the chance of saturation on your tenant.
These are shown by expanding the +Show Recommendations link on the page. Here are a few things you
can try.

* Move high-IOPS consumers

Move the "greedy" workloads to less-saturated Storage Pools. It is recommended to assess the tier and

capacity of these pools before moving the workloads, to avoid unnecessary costs or additional contentions.

* Implement a quality of service (QoS) policy

Implementing a QoS policy per workload to ensure enough free resources available will alleviate saturation

on the Storage Pool. This is a long-term solution.

« Add additional resources

If the shared resource (for example, Storage Pool) has reached the IOPS saturation point, adding more or

faster disks to the pool will ensure enough free resources available to alleviate saturation.
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Finally, you can click the Copy Insight Link to copy the page url to the clipboard, to more easily share with
colleagues.

Insights: Kubernetes Namespaces Running out of Space

Running out of space on your tenant is never a good situation. Data Infrastructure
Insights helps you predict the time you have before Kubernetes persistent volumes
become full.

The Kubernetes Namespaces Running Out of Space Insight gives you a view into workloads on your
Kubernetes namespaces that are at risk of running out of space, with an estimate for the number of days
remaining before each persistent volume becomes full.

You can view this Insight by navigating to Dashboards > Insights.

Kubernetes Namespaces Running Out of Space (3)

Description Estimated Days to Full Waorkloads at Risk Detected
1 workload at risk ones 35 1 2 days ago
1 workload at risk on manager 24 1 2 days ago
2 workloads at risk on 1 2 2 days ago

cloudinsights

Click on a workload to open a detail page for the Insight. On this page you will see a graph showing the
workload capacity trends as well as a table showing the following:

* Workload Name

* Persistent Volume affected

* Predicted Time-to-Full in days

* Persistent Volume capacity

» Backend Storage Resource affected, with current capacity used out of total capacity. Clicking this link will
opoen the detailed landing page for the backend volume.

Workloads at risk (2)

[E] workloads Persistant Volume (pvClaim) Time to Full (Days) |  Persistant Volume Capacity (GiB) ~ Backend Storage Resource (Capacity Used)
FH multi (1) pvl (pvel) 1 4.00 internal-volume-601 60.00% (3.00/5.00 GiB)
[ taskmanager (1) pvl (pvel) 1 4.00 internal-volume-601 60.00% (3.00/5.00 GiB)

What can | do if I'm running out of space?

On the Insight page, click the +Show Recommendations to view possible solutions. The easiest option when
running out of space is always to add more capacity, and Data Infrastructure Insights shows you the optimal
capacity to add to increase time-to-full to a target 60-day prediction. Other recommendations are also shown.
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[l show Recommendations

° Get time to full back up te 60 days by adding more capacity to backend resources
Add to the following resources to bring time-to-full up to ideal capacity.

Backend Resource L Current Capacity (time to Recommended Capacity to Ideal Capacity (time to full)
full) Add
internal-volume-601 2,00 GiB I Days + 518,79 GiB =  520.79 GiB 60 Days

o Use NetApp Astra Trident with your K8s to automatically grow capacity
Astra Trident can keep your capacity lean without risk of running out of space.

| Learn more about @- Astra Trident

3 Copy Insight Link

It is here also that you can copy a convenient link to this Insight, to bookmark the page or to easily share with
your team.

Insights: Reclaim ONTAP Cold Storage

The Reclaim ONTAP Cold Storage Insight provides data about cold capacity, potential
cost/power savings and recommended action items for volumes on ONTAP systems.

To view these Insights, navigate to Dashboards > Insights and take a look at the Reclaim ONTAP Cold
Storage Insight. Note that this Insight will only list affected storages if Data Infrastructure Insights has detected
cold storage, otherwise you will see an "all clear" message.

Keep in mind that cold data less than 30 days old is not shown.

Reclaim ONTAP Cold Storage (3)

Description Cold data storage(TiB) Workloads with cold data Detected 1
0.30 TiB of cold data on storage rtp-sa-cl04 0.30 45 an hour ago
1.22 Tig of cold data on storage umeng- 1.22 84 16 days ago
aff300-01-02

11.62 TiB of cold data on storage rtp-sa-cl01  11.62 171 16 days ago

The Insight description gives a quick indication of the amount of data detected as "cold" and which storage that
data resides on. The table also provides a count of workloads with cold data.

Selecting an Insight from the list opens a page showing more details, including recommendations to move data
to the Cloud or cycle down unised disks, as well as estimated cost and power savings you could potentially
realize from implementing those recommendations. The page even provides a handy link to NetApp’'s TCO
Calculator so you can experiment with the numbers.
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(ACTIVE)
cold data. May 18,2023 10:05AM

L | You could lower costs 9.3% a year and reduce your carbon footprint by moving cold storage to the cloud.

r@ 150 Workloads on storage rtp-sa-cl01 contains a total of 9.5 TiB of Detected: 2 months ago, 9:21 AM

Move 9.5 TiB of data to the cloud

@ Current Storage (TiB) &

Hold or cycle down available storage

0 kWh
Estimated Yearly kwh Reduction
Cost Savings™ Yearly Savings™* 10 TiB of HDDs = 368.73 kWh per year **
$9,728.00 . 368.73 kWh
0
Opfimized
(Estimate)
9.1
*Visit the NetApp TCO Calculator [4 for your actual cost savings. "* Based on average disk power consumption

Goto Annotation Page [4] to edit the cloud tier cost in the tier annotation.

Recommendations

On the Insight page, expand the Recommendations to explore the following options:
* Move unused workloads (zombies) to a lower cost storage tier (HDD)
Utilizing the zombie flag, cold storage and number of days, find the coldest and largest amount of data and
move the workload to a lower cost storage tier (such as a storage pool using hard disk storage). A
workload is considered a "zombie" when is has not received any significant 10 requests for 30 days or
more.

* Delete unused workloads

Verify which workloads are not in use and consider archiving them or remove them from the storage
system.

» Consider NetApp’s Fabric Pool Solution

NetApp’s Fabric Pool Solution automatically tiers cold data to low cost cloud storage, thus increasing the
effiecency of your performance tier as well as providing remote data protection.

Visualize and Explore

The graphs and table provide additional trending information as well as allow you to drill into the individual
workloads.
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Cluster Cold Storage Trend show Details

Cold Data (TiB)
15

13. May 14. May 15. May 16. May 17. May

W HOD | sSD | Virtual Disk

Cold 5torage by Days Cold (TIB)
10

Cold = 120 days Cold = 90 days Cold = 60 days Cold = 30 days
0TIB 0TiB oTB 9.5TB
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Workloads with cold data (150) € viewallworkloads = Filter.,

Workloads # Days T Total Size Cold Data Percent Is Zombie ﬂ Disk Type
cold (GiB) Size (GiB) Cold (%)

SelectPool 31 8,1%2.00 1,714.21 20.93 NA SAS
nj_UCS_VMw_Infrastruct 31 5,120.00 934.74 18.26 NA SAS

ure

Oracle_SAP_DS_220 31 2,048.00 B61.97 42.09 NA 55D
rtp_sa_workspace 31 13,000.00 741.32 5.70 A SAS
vc220_migrate 31 4,311.58 685.30 15.89 NA SAS
HO1_shared 31 998.25 646.55 64.77 NA S50
ProdSelectPool 31 8,1%2.00 555.30 6.78 NA SAS
vcenter_migrate 31 6,144.00 475,55 7.75 A SAS
rip_sa_mgmt_apps 31 4,096.00 440,26 10.97 NA SAS
SOFTWARE 31 600.00 365.34 60.92 NA SAS
DP_Migrate 31 7,168.00 347.20 4,84 NA SAS

4 3

Monitors and Alerts

Alerting with Monitors

Configure monitors to track performance thresholds, log events, and anomalies across
your infrastructure resources. Create custom alerts for metrics like node write latency,
storage capacity, or application performance, and receive notifications when these
conditions are met.

Monitors allow you to set thresholds on metrics generated by "infrastructure" objects such as storage, VM,
EC2, and ports, as well as for "integration" data such as those collected for Kubernetes, ONTAP advanced
metrics, and Telegraf plugins. These metric monitors alert you when warning-level or critical-level thresholds
are crossed.

You can also create monitors to trigger warning-, critical-, or informational-level alerts when specified log
events are detected.

Data Infrastructure Insights provides a number of System-Defined Monitors as well, based on your
environment.

Security Best Practice

Data Infrastructure Insights alerts are designed to highlight data points and trends on your tenant, and Data
Infrastructure Insights allows you to enter any valid email address as an alert recipient. If you are working in a
secure environment, be especially mindful of who is receiving the notification or otherwise has access to the
alert.
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Metric or Log Monitor?

1. From the Data Infrastructure Insights menu, click Alerts > Manage Monitors

The Monitors list page is displayed, showing currently configured monitors.

2. To modify an existing monitor, click the monitor name in the list.

3. To add a monitor, Click + Monitor.

Metric Monitor
Set the high and low
»  parameters that will

trigger an alert if Ui

' exceeded

Log Monitor
¢+ Monitor logs and N
configure alerts

4

0_

Use when you know
the upper and lower
operating range

Use when you want
to trigger alerts in
response to log
activity

When you add a new monitor, you are prompted to create a Metric Monitor or a Log Monitor.

o Metric monitors alert on infrastructure- or performance-related triggers

o Log monitors alert on log-related activity

After you choose your monitor type, the Monitor Configuration dialog is displayed. Configuration varies
depending on which type of monitor you are creating.

Metric Monitor

1. In the drop-down, search for and choose an object type and metric to monitor.

You can set filters to narrow down which object attributes or metrics to monitor.
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o Select a metric to monitor

netapp_ontap.aggregate.cp_reads

FilterBy B
Group k_

Metrics -
Unit Disple

cp_read_blocks
cp_reads
data_compaction_space_saved

data_compaction_space_saved_percent

size_total !

T
When working with integration data (Kubernetes, ONTAP Advanced Data, etc.), metric filtering removes the
individual/unmatched data points from the plotted data series, unlike infrastructure data (storage, VM, ports

etc.) where filters work on the aggregated value of the data series and potentially remove the entire object from
the chart.

Metric monitors apply to Inventory objects such as storage, switch, host, vm, etc., as well as integration metrics
such as ONTAP Advanced or Kubernetes data. WWhen monitoring inventory objects, note that you cannot select
a "Group By" method. However, grouping is allowed when monitoring integration data.

Multi-Condition monitors

You may choose to further refine your metric monitor by adding a second condition. Simply expand the "+Add
Secondary Metric Condition" prompt and configure the additional condition.

£\ Warning @ critical
Alertifthe iops.read is = (greater than) 1000 10fs andfor | Warmning er Critical required 10/s occurring Once ¥
AND  iops.total ¥ = (greater than) ¥ Value required /s il

The monitor will alert if both conditions are met.

Note that you can only "AND" a second condition; you cannot choose to alert on one condition OR the other.

Define the Conditions of the Monitor.

1. After choosing the object and metric to monitor, set the Warning-level and/or Critical-level thresholds.

2. For the Warning level, enter 200 for our example. The dashed line indicating this Warning level displays in

72



the example graph.
3. For the Critical level, enter 400. The dashed line indicating this Critical level displays in the example graph.

The graph displays historical data. The Warning and Critical level lines on the graph are a visual
representation of the Monitor, so you can easily see when the Monitor might trigger an alert in each case.

4. For the occurrence interval, choose Continuously for a period of 15 Minutes.

You can choose to trigger an alert the moment a threshold is breached, or wait until the threshold has been
in continuous breach for a period of time. In our example, we do not want to be alerted every time the Total
IOPS peaks above the Warning or Critical level, but only when a monitored object continuously exceeds
one of these levels for at least 15 minutes.

£ Warning © Critical
Alertifthe jopstotalis > (greaterthan) ¥ 2500 [0/s and/or 3500 10fs

Occuring Continuously ¥ |forsperiodof 15 minutes ¥

fops.total (10/¢)

.,__/'\L__4/\._7,/“-‘-—-&—;"'\-.._/”“-~_ JA\_,__/"‘*-\/ \._4,/\/\/‘"'—“&,/-'""{ -\_‘/‘»—r\/f\_g_-\_,_7/'\\-._‘,.»\.k___/-‘_,_7/2\‘7-\/\k_:‘\__7 /\'-E,_./\\‘__,'
= -—__,_-/Q‘\...._—_‘__ e e e e =

6:00 PM 8:00 FM 10:00 PV 11. Oct 2:00 AM 4:00 AM 6:00 &AM B:00 AM 10:00 AM 12:00 PM

Chart Displaying Top ~ 0 - Overthe | Last24 Hours +

Define the alert resolution behavior

You can choose how a metric monitor alert is resolved. You are presented with two choices:

* Resolve when the metric returns to the acceptable range.

* Resolve when the metric is within the acceptable range for a specified amount of time, from 1 minute to 7
days.

Log Monitor

When creating a Log monitor, first choose which log to monitor from the available log list. You can then filter
based on the available attributes as above. You can also choose one or more "Group By" attributes.

@ The Log Monitor filter cannot be empty.

Define the alert Behavior

You can create the monitor to alert with a severity level of Critical, Warning, or Informational, when the
conditions you defined above occur once (i.e. immediately), or wait to alert until the conditions occur 2 times or
more.
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Define the alert resolution behavior

You can choose how a log monitor alert is resolved. You are presented with three choices:

* Resolve instantly: The alert is immediately resolved with no further action needed
* Resolve based on time: The alert is resolved after the specified time has passed

* Resolve based on log entry: The alert is resolved when a subsequent log activity has occurred. For
example, when an object is logged as "available".

(O Resolve instantly
(O Resolve based on time

(®) Resolve based on log entry

Log Source

Filter By - ems.ems_message_type [RJEaselCYettill A0 v X

Anomaly Detection Monitor

1. In the drop-down, search for and choose an object type and metric to monitor.

You can set filters to narrow down which object attributes or metrics to monitor.

o Select a metric anomaly to monitor

Object | Storage ¥  Metric | iops.total v

Filter by Attribute 7]
Filter by Metric (7]

Group by  Storage v

Unit Displayed In | Whole Number +

Define the Conditions of the Monitor.

1. After choosing the object and metric to monitor, yous et the conditions under which an anomaly is detected.

o Choose whether to detect an anomaly when the chosen metric spikes above the predicted bounds,
drops below those bounds, or spikes above or drops below the bounds.

o Set the sensitivity of detection. Low (fewer anomalies are detcted), Medium, or High (more
anomalies are detected).

o Set the alerts to be wither Warning or Critical.
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o If desired, you can choose to reduce noise, ignoring anomalies when the chosen metric is below a
threshold that you set.

o Define the monitor's conditions

Trigger alert when performance.iops.total Spikesabove ¥  the predicted bounds.
Setsensitivity:  Low [detect fewer anomalies] ¥

Alert severity:  Critical =

To reduce noise, ignore anomalies when performance.iops.total is below

iops.total (10/s;
100K

50k

25k

6:00 PM 9:00 PM 9. Aug 3:00 AM 6:00 AR :00 AM 12:00 PM 3:00 PR

Chart Displaying | Top ¥ 10w Overthe Last24Hours ¥

Select notification type and recipients

In the Set up team notification(s) section, you can choose whether to alert your team via email or Webhook.

o Set up team notification(s) (alert your team via email, or Webhook)

Add Delivery Method
Email

Webhook

Alerting via Email:

Specify the email recipients for alert notifications. If desired, you can choose different recipients for warning or

critical alerts.
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o Set up team notification(s)

Email Notify team on Add Recipients (Required)
Critical, Resolved v user_l@email.com X user_2@email.com X
Critical -
Resolved 13
Email Notify team on Add Recipients (Required)
Warning v user_3@email.com X

Alerting via Webhook:

Specify the webhook(s) for alert notifications. If desired, you can choose different webhooks for warning or
critical alerts.

o Set up team notification(s) (alert your team via email, or Webhook
Slack
By Webhook Notify team on Use Webhook(s)
Critical - Slack ®  Teams x v
Notify team on Use Webhook(s)
Resolved - Slack x Teams x A
Notify team on Use Webhook(s)

Waming v Slack = Teams X v

ONTAP Data Collector notifications take precedence over any specific Monitor notifications that

@ are relevant to the cluster/data collector. The recipient list you set for the Data Collector itself will
receive the data collector alerts. If there are no active data collector alerts, then monitor-
generated alerts will be sent to specific monitor recipients.

Setting Corrective Actions or Additional Information

You can add an optional description as well as additional insights and/or corrective actions by filling in the Add
an Alert Description section. The description can be up to 1024 characters and will be sent with the alert. The
insights/corrective action field can be up to 67,000 characters and will be displayed in the summary section of
the alert landing page.

In these fields you can provide notes, links, or steps to take to correct or otherwise address the alert.
You can add any object attribute (for example, storage name) as a parameter to an alert description. For

example, you can set parameters for volume name and storage name in a description like: "High Latency for
Volume: % %relatedObject.volume.name %%, Storage: % %relatedObject.storage.name%%".
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o Add an alert description (optional)

Add a description

Add insights and
corrective actions

Save your Monitor

1. If desired, you can add a description of the monitor.

2. Give the Monitor a meaningful name and click Save.

Your new monitor is added to the list of active Monitors.

Monitor List
The Monitor page lists the currently configured monitors, showing the following:

* Monitor Name
 Status
* Object/metric being monitored

» Conditions of the Monitor

You can choose to temporarily pause monitoring of an object type by clicking the menu to the right of the
monitor and selecting Pause. When you are ready to resume monitoring, click Resume.

You can copy a monitor by selecting Duplicate from the menu. You can then modify the new monitor and
change the object/metric, filter, conditions, email recipients, etc.

If a monitor is no longer needed, you can delete it by selecting Delete from the menu.

Monitor Groups

Grouping allows you to view and manage related monitors. For example, you can have a monitor group
dedicated to the storage on your tenant, or monitors relevant to a certain recipient list.
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Monitor Groups (5) 4

Q

All Monitors (5

The following monitor groups are shown. The number of monitors contained in a group is shown next to the
group name.

 All Monitors lists all monitors.

* Custom Monitors lists all user-created monitors.

+ Suspended Monitors will list any system monitors that have been suspended by Data Infrastructure
Insights.

 Data Infrastructure Insights will also show a number of System Monitor Groups, which will list one or
more groups of system-defined monitors, including ONTAP Infrastructure and Workload monitors.

@ Custom monitors can be paused, resumed, deleted, or moved to another group. System-defined
monitors can be paused and resumed but can not be deleted or moved.
Suspended Monitors

This group will only be shown if Data Infrastructure Insights has suspended one or more monitors. A monitor
may be suspended if it is generating excessive or continuous alerts. If the monitor is a custom monitor, modify
the conditions to prevent the continuous alerting, and then resume the monitor. The monitor will be removed
from the Suspended Monitors group when the issue causing the suspension is resolved.

System-Defined Monitors

These groups will show monitors provided by Data Infrastructure Insights, as long as your environment
contains the devices and/or log availability required by the monitors.

System-Defined monitors cannot be modified, moved to another group, or deleted. However, you can duplicate
a system monitor and modify or move the duplicate.

System monitors may include monitors for ONTAP Infrastructure (storage, volume, etc.) or Workloads (i.e. log

monitors), or other groups. NetApp is constantly evaluating customer need and product functionality, and will
update or add to system monitors and groups as needed.

Custom Monitor Groups

You can create your own groups to contain monitors based on your needs. For example, you may want a
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group for all of your storage-related monitors.

To create a new custom monitor group, click the "+" Create New Monitor Group button. Enter a name for the
group and click Create Group. An empty group is created with that name.

To add monitors to the group, go to the All Monitors group (recommended) and do one of the following:

» To add a single monitor, click the menu to the right of the monitor and select Add to Group. Choose the
group to which to add the monitor.

* Click on the monitor name to open the monitor’s edit view, and select a group in the Associate to a monitor
group section.

o Associate to a monitor group (optional

ONTAP Monitors -

Remove monitors by clicking on a group and selecting Remove from Group from the menu. You can not
remove monitors from the All Monitors or Custom Monitors group. To delete a monitor from these groups, you
must delete the monitor itself.

Removing a monitor from a group does not delete the monitor from Data Infrastructure Insights.
@ To completely remove a monitor, select the monitor and click Delete. This also removes it from
the group to which it belonged and it is no longer available to any user.

You can also move a monitor to a different group in the same manner, selecting Move to Group.
To pause or resume all monitors in a group at once, select the menu for the group and click Pause or Resume.

Use the same menu to rename or delete a group. Deleting a group does not delete the monitors from Data
Infrastructure Insights; they are still available in All Monitors.
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Monitor Groups (3) <

Q Agent Monitors &)

All Monitors (4)

custom Monitors (4)

Agant Monitors (3) H

Pause
Resume
Rename

Delete

System-Defined Monitors

Data Infrastructure Insights includes a number of system-defined monitors for both metrics and logs. The
system monitors available are dependent on the data collectors present on your tenant. Because of that, the
monitors available in Data Infrastructure Insights may change as data collectors are added or their
configurations changed.

View the System-Defined Monitors page for descriptions of monitors included with Data Infrastructure Insights.

More Information

* Viewing and Dismissing Alerts

Viewing and Managing Alerts from Monitors

Data Infrastructure Insights displays alerts when monitored thresholds are exceeded.

Monitors and Alerting is available in Data Infrastructure Insights Standard Edition and higher.

Viewing and Managing Alerts

To view and manage alerts, do the following.

1. Navigate to the Alerts > All Alerts page.

2. Alist of up to the most recent 1,000 alerts is displayed. You can sort this list on any field by clicking the
column header for the field. The list displays the following information. Note that not all of these columns
are displayed by default. You can select columns to display by clicking on the "gear" icon:

o Alert ID: System-generated unique alert ID
> Triggered Time: The time at which the relevant Monitor triggered the alert

o Current Severity (Active alerts tab): The current severity of the active alert
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> Top Severity (Resolved alerts tab); The maximum severity of the alert before it was resolved
o Monitor: The monitor configured to trigger the alert

> Triggered On: The object on which the monitored threshold was breached

o Status: Current alert status, New or In Process

o Active Status: Active or Resolved

o Condition: The threshold condition that triggered the alert

o Metric: The object’s metric on which the monitored threshold was breached

o Monitor Status: Current status of the monitor that triggered the alert

o Has Corrective Action: The alert has suggested corrective actions. Open the alert page to view these.
You can manage an alert by clicking the menu to the right of the alert and choosing one of the following:

* In Process to indicate that the alert is under investigation or otherwise needs to be kept open

» Dismiss to remove the alert from the list of active alerts.

You can manage multiple alerts by selecting the checkbox to the left of each Alert and clicking Change
Selected Alerts Status.

Clicking on an Alert ID opens the Alert Detail Page.

Alert Detail Panel

Select any alert row to open the alert’s detail panel. The alert detail panel provides additional detail about the
alert, including a Summary, a Performance section showing graphs related to the object’s data, any Related
Assets, and Comments entered by alert investigators.
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Metric Alert

© Critical Alert AL-14930837 (ACTIVE

Triggered On
Storage:
CI-GDL1-Ontap-fasg8080

Monitor
altimeout

Description
No Description Provided

Status

New

Alert Summary Alert Attributes

iops.total (10/s)

9:30 AM 9:40 AM 9:50 AM

Alerts When Data Is Missing

B Collapse Details

Details

Top Severity: Critical

Condition: Average iops.total is > (greater than) 1,700 10/s and/or 2,000 10/s all the time in 15-minute window.

Attributes

Filters Applied: N/A

Resoluton conditions
Resolve when metric is within acceptable range for 10 mins

Time

Triggered time: Jun 3, 2025 10:44 AM  Duration: 17m (Active)

10:00 AM

10:10 AM

10:20 AM

Jun 03,2025 09:29 AM - 10:47 AM & Settings -

10:30 AM

10:40 AM

In a realtime system such as Data Infrastructure Insights, to trigger the analysis of a Monitor to decide if an
Alert should be generated, we rely on one of two things:

* the next datapoint to arrive

+ atimer to fire when there is no datapoint and you have waited long enough

As is the case with slow data arrival—or no data arrival—the timer mechanism needs to take over as the data
arrival rate is insufficient to trigger alerts in "real time." So the question typically becomes "How long do | wait
before | close the analysis window and look at what | have?" If you wait too long then you are not generating

the alerts fast enough to be useful.

If you have a Monitor with a 30-minute window that notices that a condition is violated by the last data point
before a long-term loss-of-data, an Alert will be generated because the Monitor received no other information
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to use to confirm a recovery of the metric or notice that the condition persisted.

"Permanently Active" Alerts

It is possible to configure a monitor in such a way for the condition to always exist on the monitored object—for
example, IOPS > 1 or latency > 0. These are often created as 'test' monitors and then forgotten. Such monitors
create alerts that stay permanently open on the constituent objects, which can cause system stress and
stability issues over time.

To prevent this, Data Infrastructure Insights will automatically close any "permanently active" alert after 7 days.
Note that the underlying monitor conditions may (probably will) continue to exist, causing a new alert to be
issued almost immediately, but this closing of "always active" alerts alleviates some of the system stress that
can otherwise occur.

Configuring Email Notifications

You can configure an email list for subscription-related notifications, as well as a global
email list of recipients for notification of performance policy threshold violations.

To configure notification email recipient settings, go to the Admin > Notifications page and select the Email
tab.

Subscription Notification Recipients

Send subscription related notifications to the following:
All Account Cwners

All Monitor & Optimize Administrators

Additional Email Addresses

name@email.com X

Save

Global Monitor Notification Recipients

Default email recipients for monitor related notifications:
[ All Account Owners

All Monitor & Optimize Administrators

[] Additional Email Addresses

Subscription Notification Recipients

To configure recipients for subscription-related event notifications, go to the "Subscription Notification
Recipients" section.
You can choose to have email notifications sent for subscription-related events to any or all of the following
recipients:

 All Account Owners

» All Monitor & Optimize Administrators
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« Additional Email Addresses that you specify

The following are examples of the types of notifications that might be sent, and user actions you can take.

Notification: User Action:

Trial or subscription has been updated Review subscription details on the Subscription page
Subscription will expire in 90 days No action needed if “Auto Renewal” is enabled
Subscription will expire in 30 days Contact NetApp sales to renew the subscription

Trial ends in 2 days Renew trial from the Subscription page. You can

renew a trial one time.
Contact NetApp sales to purchase a subscription

Trial or subscription has expired Contact NetApp sales to purchase a subscription

Account will stop collecting data in 48 hours
Account will be deleted after 48 hours

To ensure your recipients receive notifications from Data Infrastructure Insights, add the
following email addresses to any "allow" lists:

+ accounts@service.cloudinsights.netapp.com

» DoNotReply@cloudinsights.netapp.com

Global Recipient List for Alerts

Email notifications of alerts are sent to the alert recipient list for every action on the alert. You can choose to
send alert notifications to a global recipient list.

To configure global alert recipients, choose the desired recipients in the Global Monitor Notification
Recipients section.

You can always override the global recipients list for an individual monitor when creating or modifying the
monitor.

ONTAP Data Collector notifications take precedence over any specific Monitor notifications that

@ are relevant to the cluster/data collector. The recipient list you set for the Data Collector itself will
receive the data collector alerts. If there are no active data collector alerts, then monitor-
generated alerts will be sent to specific monitor recipients.

Editing Notifications for ONTAP

You can modify notifications for ONTAP clusters by selecting Edit Notifications from the upper-right drop-down
on a Storage landing page.
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Z Edit ¥
Poll Again
Postpone 3 Days
Postpone 7 Days
Postpone 30 Days
Edit Motifications
Delete

From here, you can set notifications for Critical, Warning, Informational, and/or Resolved alerts. Each scenario
can notify the Global Recipient list or other recipients you choose.

Edit Notifications X
By Email
Notify team on Send to i

| O clobal Monitor Recipient List
Critical, Warmm... =

(®) other Email Recipients

email@email.one

emailz@email2.two X

E ]

Notify team on Send to

ved (®) Global Monitor Recipient List
Resolve v

(O other Email Recipients

[ ] Bywebhook

Enable webhook notification to add recipients
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Anomaly Detection Monitors

Anomaly Detection provides insight into unexpected changes in the patterns of data on
your tenant. An anomaly occurs when the pattern of an object’s behavior changes, for
example, if an object experiences a certain level of latency at a certain time on
Wednesdays, but latency spikes above that level at that time on the subsequent
Wednesday, that spike would be considered an anomaly. Data Infrastructure Insights
allows the creation of monitors to alert when anomalies such as this occur.

Anomaly detection is suitable for object metrics that exhibit a recurring, predictable pattern. When these object
metrics spike above or drop below their expected levels, Data Infrastructure Insights can generate an alert to
prompt investigation.

Expert View ResetZoom  Display Metrics ¥

Mean latency.read (ms) @ [_| Show Full Anomaly Bounds Show Weekly Trend

9:00 PM 9:30 PM 10:00 PM 10:30 PM 11:00 PM 11:30 PM 29, Jul 2:30 AM 1:00 AM 180 AM 2:00 AM 2:30 AM 300 AM 3:30 AM

M current B 1weekago MM 2Weeksago

What is Anomaly Detection?

An anomaly occurs when the mean value of a metric is a number of standard deviations away from the
weighted mean of that metric for the previous few weeks, with recent weeks having more weight than previous
weeks. Data Infrastructure Insights provides the ability to monitor data and alert when anomalies are detected.
You have a choice to set the "sensitivity" levels of detection. For example, a higher sensitivity would be when
the mean value is fewer standard deviations from the mean, thus causing more alerts to be generated.
Conversely, lower sensitivity = more standard deviations from mean = fewer alerts.

Anomaly Detection monitoring differs from Threshold Monitoring.

* Threshold-based monitoring works when you have pre-defined thresholds for specific metrics. In other
words, when you have a clear understanding of what is expected (i.e. within a normal range).

Metric Monitor

Set the high and low [ Use when you know
parameters that will 4 theupperand lower
trigger an alert if —  operating range
exceeded

* Anomaly Detection monitoring uses machine learning algorithms to identify outliers that deviate from the
norm, for when the definition of "normal" is not clear.
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Anomaly

Detection Monitor
Detect and be alerted

to abnormal S N—
performance changes

When would | need Anomaly Detection?

Use when you want to
/\ trigger alerts against

/N performance spikes

and drops

Anomaly Detection monitoring can provide helpful alerts for many situations, including the following:

* When the definition of normal is unclear. For example, SAN error rates may be expected in varying
amounts depending on port. Alerting on one error is noisy and unnecessary, but a sudden or significant

increase could indicate a widespread issue.

* Where there are changes over time. Workloads that exhibit seasonality (i.e. they are busy or quiet at
certain times). This could include unexpected quiet periods that may Indicate a batch stall.

« Working with large amounts of data where manually defining and adjusting thresholds is impractical. For
example, a tenant with a large numbers of hosts and/or volumes with varying workloads. Each may have
different SLAs, so understanding the ones that exceed the norm is important.

Creating an Anomaly Detection Monitor

To alert on anomalies, create a monitor by navigating to Observability > Alerts > +Monitor. Select Anomaly

Detection Monitor as the monitor type.

Metric Monitor f

Set the high and low -0
parameters that will A d
trigger an alert if

exceeded

Log Monitor o
Monitor logs and
configure alerts o

Anomaly

Detection Monitor
Detect and be alerted X
to abnormal S NS ~—

performance changes

Use when you know
the upper and lower
operating range

Use when you want to
trigger alertsin
response to log

activity

Use when you want to
trigger alerts against
performance spikes
and drops

Choose the object and metric you want to monitor. You can set filters and grouping as with other types of

monitors.

Next, set the conditions for the monitor.
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 Trigger an alert when the selected metric either Spikes above the predicted bounds, Drops below those
bounds, or both.

 Set sensitivity to Medium, Low (fewer anomalies are detected), or High (more anomalies are detected).

» Determine whether the alert level is Critical or Warning.

» Optionally, set a value below which anomalies are ignored. This can help reduce noise. This value is
shown as a dashed line on the sample graph.

o Define the monitor's conditions

Trigger alert when performance.iops.total Spikes above ¥ the predicted bounds.
Set sensitivity: | Low (detect fewer anomalies] =
Alertseverity: | Critical =

To reduce noise, ignore anomalies when performance.iops.total is below 3000 13/s

iopstotal (10/s)
25k

20k
15k
10k

Sk

0 - — S ——
&:00 PM 9:00 FM 2.Feh 300 AM 6:00 AM 5:00 AM 12:00 FM 300 PM
Chart Displaying Top * 0 - Overthe Last24 Hours ¥

Finally, you can configure a delivery method for the alerts (email, webhook, or both), give the monitor an
optional description or corrective actions, and add the monitor to a custom group, if desired.

Save the monitor with a meaningful name, and you're done.

Upon creation, the monitor analyzes data from the previous week to establish an initial baseline. Anomaly
detection becomes more accurate as time passes and more history occurs.

When a monitor is created, DIl looks at any existing data for the week prior for significant data
spikes or drops; these are considered anomalies. During the first week after monitor creation

@ (the "learning" phase), there is a chance for increased "noise" in alerts. To mitigate this noise,
only spikes or drops lasting longer than 30 minutes are considered anomalies and generate
alerts. In the subsequent week as more data is analyzed the noise will typically reduce and a
significant spike or drop lasting any period of time will be considered an anomaly..

Viewing the Anomalies
On an alert landing page, alerts triggered when anomalies are detected will show a highlighted band in the

chart, from the time when the metric spiked outside the predicted bounds to when it moved back inside those
bounds.
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Expert View ResetZoom  Display Metrics ¥

Mean latency.read (ms) @ [_| Show Full Anomaly Bounds Show Weekly Trend

9:00 PM 9:30 PM 10:00 PM 10:30 PM 11:00 PM 11:30 PM 29.Ju 12:30 AM 1:00 AM 180 AM 2:00 AM 2:30 AM 3:00 AM 3:30 AM

M current B 1weekago M 2Weeksago

While viewing an anomaly chart on an alert landing page, you can choose the following options:

* Weekly Trend: compare values to the same time, same day on previous weeks, for up to 5 previous weeks.

* Full Anomaly Bounds: by default, the graph focuses on the metric value so you can better analyze the
metric behavior. Select to show full anomaly bounds (maximum value, etc.)

You can also view objects that contributed to the anomaly by selecting those in the landing page’s performance
section . The chart will show the behavior of the selected objects.

Objects Contributing to the Anomaly

latency.total {ms)

250
Detection Window @

4:35PK 40P 4,45 PM £50PM 25591 5:00 P 5:05 P 5:10 Pt 515 PM 520 P 5:25 PN 530 Pl 535 PN

Internal Volumes Value at Time of Detection (ms) + Change Over Detection Window (ms)

B vol_mysql_logs_1 176.92 499,82
W vol_mysql_logs_2 159.32 -3.24
B vol_mysal_logs_2 158.21 -2.43
B vol_mysql_logs 4 12793 +0.25
vol_mysql_logs_5 126.40 +0.17
vol_mysql_logs_6 12611 +0.20

System Monitors

Data Infrastructure Insights includes a number of system-defined monitors for both
metrics and logs. The system monitors available are dependent on the data collectors
present on your tenant. Because of that, the monitors available in Data Infrastructure
Insights may change as data collectors are added or their configurations changed.

Many System Monitors are in Paused state by default. You can enable a system monitor by
selecting the Resume option for the monitor. Ensure that Advanced Counter Data Collection and
Enable ONTAP EMS log collection are enabled in the Data Collector. These options can be

@ found in the ONTAP Data Collector under Advanced Configuration:

Enable ONTAP EMS log collection

Opt in for Advanced Counter Data Collection rollout.
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Monitor Descriptions

System-defined monitors are comprised of pre-defined metrics and conditions, as well as default descriptions
and corrective actions, which can not be modified. You can modify the notification recipient list for system-

defined monitors. To view the metrics, conditions, description and corrective actions, or to modify the recipient
list, open a system-defined monitor group and click the monitor name in the list.

System-defined monitor groups cannot be modified or removed.

The following system-defined monitors are available, in the noted groups.

* ONTAP Infrastructure includes monitors for infrastructure-related issues in ONTAP clusters.

* ONTAP Workload Examples includes monitors for workload-related issues.

* Monitors in both group default to Paused state.

Below are the system monitors currently included with Data Infrastructure Insights:

Metric Monitors

Monitor Name Severity

Fiber Channel Port CRITICAL
Utilization High
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Monitor Description

Fiber Channel Protocol
ports are used to receive
and transfer the SAN
traffic between the

customer host system and

the ONTAP LUNSs. If the
port utilization is high,
then it will become a
bottleneck and it will
ultimately affect the
performance of sensitive
of Fiber Channel Protocol
workloads....A warning
alert indicates that
planned action should be
taken to balance network
traffic....A critical alert
indicates that service
disruption is imminent and
emergency measures
should be taken to
balance network traffic to
ensure service continuity.

Corrective Action

If critical threshold is
breached, consider
immediate actions to
minimize service
disruption:

1. Move workloads to
another lower utilized FCP
port.

2. Limit the traffic of
certain LUNs only to
essential work, either via
QoS policies in ONTAP or
host-side configuration to
lighten the utilization of
the FCP ports....

If warning threshold is
breached, plan to take the
following actions:

1. Configure more FCP
ports to handle the data
traffic so that the port
utilization gets distributed
among more ports.

2. Move workloads to
another lower utilized FCP
port.

3. Limit the traffic of
certain LUNs only to
essential work, either via
QoS policies in ONTAP or
host-side configuration to
lighten the utilization of
the FCP ports.



Lun Latency High

CRITICAL

LUNs are objects that
serve the 1/O traffic often
driven by performance
sensitive applications
such as databases. High
LUN latencies means that
the applications
themselves might suffer
and be unable to
accomplish their tasks....A
warning alert indicates
that planned action should
be taken to move the LUN
to appropriate Node or
Aggregate....A critical
alert indicates that service
disruption is imminent and
emergency measures
should be taken to ensure
service continuity.
Following are expected
latencies based on media
type - SSD up to 1-2
milliseconds; SAS up to 8-
10 milliseconds, and SATA
HDD 17-20 milliseconds

If critical threshold is
breached, consider
following actions to
minimize service
disruption:

If the LUN or its volume
has a QoS policy
associated with it, then
evaluate its threshold
limits and validate if they
are causing the LUN
workload to get
throttled....

If warning threshold is
breached, plan to take the
following actions:

1. If aggregate is also
experiencing high
utilization, move the LUN
to another aggregate.

2. If the node is also
experiencing high
utilization, move the
volume to another node or
reduce the total workload
of the node.

3. If the LUN or its volume
has a QoS policy
associated with it,
evaluate its threshold
limits and validate if they
are causing the LUN
workload to get throttled.
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Network Port Utilization
High

92

CRITICAL

Network ports are used to
receive and transfer the
NFS, CIFS, and iSCSI
protocol traffic between
the customer host
systems and the ONTAP
volumes. If the port
utilization is high, then it
becomes a bottleneck and
it will ultimately affect the
performance of NFS,
CIFS and iSCSI
workloads....A warning
alert indicates that
planned action should be
taken to balance network
traffic....A critical alert
indicates that service
disruption is imminent and
emergency measures
should be taken to
balance network traffic to
ensure service continuity.

If critical threshold is
breached, consider
following immediate
actions to minimize
service disruption:

1. Limit the traffic of
certain volumes only to
essential work, either via
QoS policies in ONTAP or
host-side analysis to
decrease the utilization of
the network ports.

2. Configure one or more
volumes to use another
lower utilized network
port....

If warning threshold is
breached, consider the
following immediate
actions:

1. Configure more network
ports to handle the data
traffic so that the port
utilization gets distributed
among more ports.

2. Configure one or more
volumes to use another
lower utilized network
port.



NVMe Namespace
Latency High

CRITICAL

NVMe Namespaces are
objects that serve the 1/0
traffic that is driven by
performance sensitive
applications such as
databases. High NVMe
Namespaces latency
means that the
applications themselves
may suffer and be unable
to accomplish their
tasks....A warning alert
indicates that planned
action should be taken to
move the LUN to
appropriate Node or
Aggregate....A critical
alert indicates that service
disruption is imminent and
emergency measures
should be taken to ensure
service continuity.

If critical threshold is
breached, consider
immediate actions to
minimize service
disruption:

If the NVMe namespace
or its volume has a QoS
policy assigned to them,
then evaluate its limit
thresholds in case they
are causing the NVMe
namespace workload to
get throttled....

If warning threshold is
breached, consider to take
the following actions:

1. If aggregate is also
experiencing high
utilization, move the LUN
to another aggregate.

2. If the node is also
experiencing high
utilization, move the
volume to another node or
reduce the total workload
of the node.

3. If the NVMe
namespace or its volume
has a QoS policy
assigned to them,
evaluate its limit
thresholds in case they
are causing the NVMe
namespace workload to
get throttled.
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QTree Capacity Full CRITICAL

QTree Capacity Hard Limit CRITICAL
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A gtree is a logically
defined file system that
can exist as a special
subdirectory of the root
directory within a volume.
Each gtree has a default
space quota or a quota
defined by a quota policy
to limit amount of data
stored in the tree within
the volume capacity....A
warning alert indicates
that planned action should
be taken to increase the
space....A critical alert
indicates that service
disruption is imminent and
emergency measures
should be taken to free up
space to ensure service
continuity.

A gtree is a logically
defined file system that
can exist as a special
subdirectory of the root
directory within a volume.
Each qtree has a space
quota measured in KBytes
that is used to store data
in order to control the
growth of user data in
volume and not exceed its
total capacity....A gtree
maintains a soft storage
capacity quota that
provides alert to the user
proactively before
reaching the total capacity
quota limit in the gtree and
being unable to store data
anymore. Monitoring the
amount of data stored
within a qtree ensures that
the user receives
uninterrupted data
service.

If critical threshold is
breached, consider
immediate actions to
minimize service
disruption:

1. Increase the space of
the gtree in order to
accommodate the growth.
2. Delete unwanted data
to free up space....

If warning threshold is
breached, plan to take the
following immediate
actions:

1. Increase the space of
the gtree in order to
accommodate the growth.
2. Delete unwanted data
to free up space.

If critical threshold is
breached, consider
following immediate
actions to minimize
service disruption:

1. Increase the tree space
quota in order to
accommodate the growth
2. Instruct the user to
delete unwanted data in
the tree to free up space



QTree Capacity Soft Limit WARNING

QTree Files Hard Limit

CRITICAL

A gtree is a logically
defined file system that
can exist as a special
subdirectory of the root
directory within a volume.
Each gtree has a space
quota measured in KBytes
that it can use to store
data in order to control the
growth of user data in
volume and not exceed its
total capacity....A gtree
maintains a soft storage
capacity quota that
provides alert to the user
proactively before
reaching the total capacity
quota limit in the gtree and
being unable to store data
anymore. Monitoring the
amount of data stored
within a gtree ensures that
the user receives
uninterrupted data
service.

A gtree is a logically
defined file system that
can exist as a special
subdirectory of the root
directory within a volume.
Each qgtree has a quota of
the number of files that it
can contain to maintain a
manageable file system
size within the volume....A
gtree maintains a hard file
number quota beyond
which new files in the tree
are denied. Monitoring the
number of files within a
gtree ensures that the
user receives
uninterrupted data
service.

If warning threshold is
breached, consider the
following immediate
actions:

1. Increase the tree space
quota to accommodate
the growth.

2. Instruct the user to
delete unwanted data in
the tree to free up space.

If critical threshold is
breached, consider
immediate actions to
minimize service
disruption:

1. Increase the file count
quota for the gtree.

2. Delete unwanted files
from the qtree file system.
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QTree Files Soft Limit WARNING

Snapshot Reserve Space CRITICAL
Full
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A gtree is a logically
defined file system that
can exist as a special
subdirectory of the root
directory within a volume.
Each gtree has a quota of
the number of files that it
can contain in order to
maintain a manageable
file system size within the
volume....A gtree
maintains a soft file
number quota to provide
alert to the user
proactively before
reaching the limit of files in
the gtree and being
unable to store any
additional files. Monitoring
the number of files within
a qgtree ensures that the
user receives
uninterrupted data
service.

Storage capacity of a
volume is necessary to
store application and
customer data. A portion
of that space, called
shapshot reserved space,
is used to store snapshots
which allow data to be
protected locally. The
more new and updated
data stored in the ONTAP
volume the more snapshot
capacity is used and less
snapshot storage capacity
is available for future new
or updated data. If the
snapshot data capacity
within a volume reaches
the total snapshot reserve
space, it might lead to the
customer being unable to
store new snapshot data
and reduction in the level
of protection for the data
in the volume. Monitoring
the volume used snapshot
capacity ensures data
services continuity.

If warning threshold is
breached, plan to take the
following immediate
actions:

1. Increase the file count
quota for the gtree.

2. Delete unwanted files
from the qgtree file system.

If critical threshold is
breached, consider
immediate actions to
minimize service
disruption:

1. Configure snapshots to
use data space in the
volume when the
snapshot reserve is full.
2. Delete some older
unwanted snapshots to
free up space....

If warning threshold is
breached, plan to take the
following immediate
actions:

1. Increase the snapshot
reserve space within the
volume to accommodate
the growth.

2. Configure snapshots to
use data space in the
volume when the
snapshot reserve is full.



Storage Capacity Limit

Storage Performance
Limit

CRITICAL

CRITICAL

When a storage pool
(aggregate) is filling up,
I/O operations slow down
and finally stop resulting in
storage outage incident. A
warning alert indicates
that planned action should
be taken soon to restore
minimum free space. A
critical alert indicates that
service disruption is
imminent and emergency
measures should be taken
to free up space to ensure
service continuity.

When a storage system
reaches its performance
limit, operations slow
down, latency goes up
and workloads and
applications may start
failing. ONTAP evaluates
the storage pool utilization
for workloads and
estimates what percent of
performance has been
consumed....A warning
alert indicates that
planned action should be
taken to reduce storage
pool load to ensure that
there will be enough
storage pool performance
left to service workload
peaks....A critical alert
indicates that a
performance brownout is
imminent and emergency
measures should be taken
to reduce storage pool
load to ensure service
continuity.

If critical threshold is
breached, immediately
consider the following
actions to minimize
service disruption:

1. Delete Snapshots on
non-critical volumes.

2. Delete Volumes or
LUNSs that are non-
essential workloads and
that may be restored from
off storage copies....... If
warning threshold is
breached, plan the
following immediate
actions:

1. Move one or more
volumes to a different
storage location.

2. Add more storage
capacity.

3. Change storage
efficiency settings or tier
inactive data to cloud
storage.

If critical threshold is
breached, consider
following immediate
actions to minimize
service disruption:

1. Suspend scheduled
tasks such as Snapshots
or SnapMirror replication.
2. Idle non-essential
workloads....

If warning threshold is
breached, take the
following actions
immediately:

1. Move one or more
workloads to a different
storage location.

2. Add more storage
nodes (AFF) or disk
shelves(FAS) and
redistribute workloads

3. Change workload
characteristics(block size,
application caching).
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User Quota Capacity Hard CRITICAL
Limit
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ONTAP recognizes the
users of Unix or Windows
systems who have the
rights to access volumes,
files or directories within a
volume. As a result,
ONTAP allows the
customers to configure
storage capacity for their
users or groups of users
of their Linux or Windows
systems. The user or
group policy quota limits
the amount of space the
user can utilize for their
own data....A hard limit of
this quota allows
notification of the user
when the amount of
capacity used within the
volume is right before

reaching the total capacity

quota. Monitoring the
amount of data stored
within a user or group
quota ensures that the
user receives
uninterrupted data
service.

If critical threshold is
breached, consider
following immediate
actions to minimize
service disruption:

1. Increase the space of
the user or group quota in
order to accommodate the
growth.

2. Instruct the user or
group to delete unwanted
data to free up space.



User Quota Capacity Soft WARNING
Limit

ONTAP recognizes the
users of Unix or Windows
systems that have the
rights to access volumes,
files or directories within a
volume. As a result,
ONTAP allows the
customers to configure
storage capacity for their
users or groups of users
of their Linux or Windows
systems. The user or
group policy quota limits
the amount of space the
user can utilize for their
own data....A soft limit of
this quota allows proactive
notification to the user
when the amount of
capacity used within the
volume is reaching the
total capacity quota.
Monitoring the amount of
data stored within a user
or group quota ensures
that the user receives
uninterrupted data
service.

If warning threshold is
breached, plan to take the
following immediate
actions:

1. Increase the space of
the user or group quota in
order to accommodate the
growth.

2. Delete unwanted data
to free up space.
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Volume Capacity Full
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CRITICAL

Storage capacity of a
volume is necessary to
store application and
customer data. The more
data stored in the ONTAP
volume the less storage
availability for future data.
If the data storage
capacity within a volume
reaches the total storage
capacity may lead to the
customer being unable to
store data due to lack of
storage capacity.
Monitoring the volume
used storage capacity
ensures data services
continuity.

If critical threshold is
breached, consider
following immediate
actions to minimize
service disruption:

1. Increase the space of
the volume to
accommodate the growth.
2. Delete unwanted data
to free up space.

3. If snapshot copies
occupy more space than
the snapshot reserve,
delete old Snapshots or
enable Volume Snapshot
Autodelete....If warning
threshold is breached,
plan to take the following
immediate actions:

1. Increase the space of
the volume in order to
accommodate the growth
2. If snapshot copies
occupy more space than
the snapshot reserve,
delete old Snapshots or
enabling Volume
Snapshot Autodelete.......



Volume Inodes Limit

CRITICAL

Volumes that store files
use index nodes (inode) to
store file metadata. When
a volume exhausts its
inode allocation, no more
files can be added to
it....Awarning alert
indicates that planned
action should be taken to
increase the number of
available inodes....A
critical alert indicates that
file limit exhaustion is
imminent and emergency
measures should be taken
to free up inodes to
ensure service continuity.

If critical threshold is
breached, consider
following immediate
actions to minimize
service disruption:

1. Increase the inodes
value for the volume. If the
inodes value is already at
the max value, then split
the volume into two or
more volumes because
the file system has grown
beyond the maximum
size.

2. Use FlexGroup as it
helps to accommodate
large file systems....

If warning threshold is
breached, plan to take the
following immediate
actions:

1. Increase the inodes
value for the volume. If the
inodes value is already at
the max, then split the
volume into two or more
volumes because the file
system has grown beyond
the maximum size.

2. Use FlexGroup as it
helps to accommodate
large file systems
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Volume Latency High

Monitor Name
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CRITICAL

Severity

Volumes are objects that
serve the 1/O traffic often
driven by performance
sensitive applications
including devOps
applications, home
directories, and
databases. High volume
latencies means that the
applications themselves
may suffer and be unable
to accomplish their tasks.
Monitoring volume
latencies is critical to
maintain application
consistent performance.
The following are
expected latencies based
on media type - SSD up to
1-2 milliseconds; SAS up
to 8-10 milliseconds and
SATAHDD 17-20
milliseconds.

Monitor Description

If critical threshold is
breached, consider
following immediate
actions to minimize
service disruption:

If the volume has a QoS
policy assigned to it,
evaluate its limit
thresholds in case they
are causing the volume
workload to get
throttled....

If warning threshold is
breached, consider the
following immediate
actions:

1. If aggregate is also
experiencing high
utilization, move the
volume to another
aggregate.

2. If the volume has a
QoS policy assigned to i,
evaluate its limit
thresholds in case they
are causing the volume
workload to get throttled.
3. If the node is also
experiencing high
utilization, move the
volume to another node or
reduce the total workload
of the node.

Corrective Action



Node High Latency

WARNING / CRITICAL

Node latency has reached |f critical threshold is

the levels where it might
affect the performance of
the applications on the
node. Lower node latency
ensures consistent
performance of the
applications. The
expected latencies based
on media type are: SSD
up to 1-2 milliseconds;
SAS up to 8-10
milliseconds and SATA
HDD 17-20 milliseconds.

breached, then immediate
actions should be taken to
minimize service
disruption:

1. Suspend scheduled
tasks, Snapshots or
SnapMirror replication

2. Lower the demand of
lower priority workloads
via QoS limits

3. Inactivate non-essential
workloads

Consider immediate
actions when warning
threshold is breached:
1. Move one or more
workloads to a different
storage location

2. Lower the demand of
lower priority workloads
via QoS limits

3. Add more storage
nodes (AFF) or disk
shelves (FAS) and
redistribute workloads
4. Change workload
characteristics (block size,
application caching etc)
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Node Performance Limit
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WARNING / CRITICAL

Node performance
utilization has reached the
levels where it might affect
the performance of the
IOs and the applications
supported by the node.
Low node performance
utilization ensures
consistent performance of
the applications.

Immediate actions should
be taken to minimize
service disruption if critical
threshold is breached:

1. Suspend scheduled
tasks, Snapshots or
SnapMirror replication

2. Lower the demand of
lower priority workloads
via QoS limits

3. Inactivate non-essential
workloads

Consider the following
actions if warning
threshold is breached:
1. Move one or more
workloads to a different
storage location

2. Lower the demand of
lower priority workloads
via QoS limits

3. Add more storage
nodes (AFF) or disk
shelves (FAS)and
redistribute workloads
4. Change workload
characteristics (block size,
application caching etc)



Storage VM High Latency WARNING / CRITICAL

User Quota Files Hard
Limit

CRITICAL

Storage VM (SVM)
latency has reached the
levels where it might affect
the performance of the
applications on the
storage VM. Lower
storage VM latency
ensures consistent
performance of the
applications. The
expected latencies based
on media type are: SSD
up to 1-2 milliseconds;
SAS up to 8-10
milliseconds and SATA
HDD 17-20 milliseconds.

The number of files
created within the volume
has reached the critical
limit and additional files
cannot be created.
Monitoring the number of
files stored ensures that
the user receives
uninterrupted data
service.

If critical threshold is
breached, then
immediately evaluate the
threshold limits for
volumes of the storage
VM with a QoS policy
assigned, to verify
whether they are causing
the volume workloads to
get throttled

Consider following
immediate actions when
warning threshold is
breached:

1. If aggregate is also
experiencing high
utilization, move some
volumes of the storage
VM to another aggregate.
2. For volumes of the
storage VM with a QoS
policy assigned, evaluate
the threshold limits if they
are causing the volume
workloads to get throttled
3. If the node is
experiencing high
utilization, move some
volumes of the storage
VM to another node or
reduce the total workload
of the node

Immediate actions are
required to minimize
service disruption if critical
threshold is
breached....Consider
taking following actions:

1. Increase the file count
quota for the specific user
2. Delete unwanted files to
reduce the pressure on
the files quota for the
specific user
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User Quota Files Soft
Limit

WARNING

Volume Cache Miss Ratio WARNING / CRITICAL
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The number of files
created within the volume
has reached the threshold
limit of the quota and is
near to the critical limit.
You cannot create
additional files if quota
reaches the critical limit.
Monitoring the number of
files stored by a user
ensures that the user
receives uninterrupted
data service.

Volume Cache Miss Ratio
is the percentage of read
requests from the client
applications that are
returned from the disk
instead of being returned
from the cache. This
means that the volume
has reached the set
threshold.

Consider immediate
actions if warning
threshold is breached:

1. Increase the file count
quota for the specific user
quota

2. Delete unwanted files to
reduce the pressure on
the files quota for the
specific user

If critical threshold is
breached, then immediate
actions should be taken to
minimize service
disruption:

1. Move some workloads
off of the node of the
volume to reduce the 10
load

2. If not already on the
node of the volume,
increase the WAFL cache
by purchasing and adding
a Flash Cache

3. Lower the demand of
lower priority workloads
on the same node via
QoS limits

Consider immediate
actions when warning
threshold is breached:

1. Move some workloads
off of the node of the
volume to reduce the 1O
load

2. If not already on the
node of the volume,
increase the WAFL cache
by purchasing and adding
a Flash Cache

3. Lower the demand of
lower priority workloads
on the same node via
QoS limits

4. Change workload
characteristics (block size,
application caching etc)



Volume Qtree Quota
Overcommit

Back to Top

Log Monitors

Monitor Name

AWS Credentials Not
Initialized

WARNING / CRITICAL

Severity

INFO

Volume Qtree Quota
Overcommit specifies the
percentage at which a
volume is considered to
be overcommitted by the
gtree quotas. The set
threshold for the qtree
quota is reached for the
volume. Monitoring the
volume qtree quota
overcommit ensures that
the user receives
uninterrupted data
service.

Description

This event occurs when a
module attempts to
access Amazon Web
Services (AWS) Identity
and Access Management
(IAM) role-based
credentials from the cloud
credentials thread before
they are initialized.

If critical threshold is
breached, then immediate
actions should be taken to
minimize service
disruption:

1. Increase the space of
the volume

2. Delete unwanted data

When warning threshold is
breached, then consider
increasing the space of
the volume.

Corrective Action

Wait for the cloud
credentials thread, as well
as the system, to
complete initialization.
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Cloud Tier Unreachable

Disk Out of Service

108

CRITICAL

INFO

A storage node cannot
connect to Cloud Tier
object store APl. Some
data will be inaccessible.

This event occurs when a
disk is removed from
service because it has
been marked failed, is
being sanitized, or has
entered the Maintenance
Center.

If you use on-premises
products, perform the
following corrective
actions: ...Verify that your
intercluster LIF is online
and functional by using
the "network interface
show" command....Check
the network connectivity to
the object store server by
using the "ping" command
over the destination node
intercluster LIF....Ensure
the following:...The
configuration of your
object store has not
changed....The login and
connectivity information is
still valid....Contact
NetApp technical support
if the issue persists.

If you use Cloud Volumes
ONTAP, perform the
following corrective
actions: ...Ensure that the
configuration of your
object store has not
changed.... Ensure that
the login and connectivity
information is still
valid....Contact NetApp
technical support if the
issue persists.

None.



FlexGroup Constituent
Full

Flexgroup Constituent
Nearly Full

FlexGroup Constituent
Nearly Out of Inodes

CRITICAL

WARNING

WARNING

A constituent within a
FlexGroup volume is full,
which might cause a
potential disruption of
service. You can still
create or expand files on
the FlexGroup volume.
However, none of the files
that are stored on the
constituent can be
modified. As a result, you
might see random out-of-
space errors when you try
to perform write
operations on the
FlexGroup volume.

A constituent within a
FlexGroup volume is
nearly out of space, which
might cause a potential
disruption of service. Files
can be created and
expanded. However, if the
constituent runs out of
space, you might not be
able to append to or
modify the files on the
constituent.

A constituent within a
FlexGroup volume is
almost out of inodes,
which might cause a
potential disruption of
service. The constituent
receives lesser create
requests than average.
This might impact the
overall performance of the
FlexGroup volume,
because the requests are
routed to constituents with
more inodes.

It is recommended that
you add capacity to the
FlexGroup volume by
using the "volume modify
-files +X"
command....Alternatively,
delete files from the
FlexGroup volume.
However, it is difficult to
determine which files have
landed on the constituent.

It is recommended that
you add capacity to the
FlexGroup volume by
using the "volume modify
-files +X"
command....Alternatively,
delete files from the
FlexGroup volume.
However, it is difficult to
determine which files have
landed on the constituent.

It is recommended that
you add capacity to the
FlexGroup volume by
using the "volume modify
-files +X"
command....Alternatively,
delete files from the
FlexGroup volume.
However, it is difficult to
determine which files have
landed on the constituent.
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FlexGroup Constituent CRITICAL

Out of Inodes

LUN Offline INFO

Main Unit Fan Failed WARNING

Main Unit Fan in Warning INFO
State

NVRAM Battery Low WARNING
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A constituent of a
FlexGroup volume has run
out of inodes, which might
cause a potential
disruption of service. You
cannot create new files on
this constituent. This
might lead to an overall
imbalanced distribution of
content across the
FlexGroup volume.

This event occurs when a
LUN is brought offline
manually.

One or more main unit
fans have failed. The
system remains
operational....However, if
the condition persists for
too long, the
overtemperature might
trigger an automatic
shutdown.

This event occurs when
one or more main unit
fans are in a warning
state.

The NVRAM battery
capacity is critically low.
There might be a potential
data loss if the battery
runs out of power....Your
system generates and
transmits an AutoSupport
or "call home" message to
NetApp technical support
and the configured
destinations if it is
configured to do so. The
successful delivery of an
AutoSupport message
significantly improves
problem determination
and resolution.

It is recommended that
you add capacity to the
FlexGroup volume by
using the "volume modify
-files +X"
command....Alternatively,
delete files from the
FlexGroup volume.
However, it is difficult to
determine which files have
landed on the constituent.

Bring the LUN back
online.

Reseat the failed fans. If
the error persists, replace
them.

Replace the indicated fans
to avoid overheating.

Perform the following
corrective actions:...View
the battery’s current
status, capacity, and
charging state by using
the "system node
environment sensors
show" command....If the
battery was replaced
recently or the system
was non-operational for
an extended period of
time, monitor the battery
to verify that it is charging
properly....Contact
NetApp technical support
if the battery runtime
continues to decrease
below critical levels, and
the storage system shuts
down automatically.



Service Processor Not WARNING

Configured

Service Processor Offine CRITICAL

This event occurs on a
weekly basis, to remind
you to configure the
Service Processor (SP).
The SP is a physical
device that is incorporated
into your system to
provide remote access
and remote management
capabilities. You should
configure the SP to use its
full functionality.

ONTAP is no longer
receiving heartbeats from
the Service Processor
(SP), even though all the
SP recovery actions have
been taken. ONTAP
cannot monitor the health
of the hardware without
the SP....The system will
shut down to prevent
hardware damage and
data loss. Set up a panic
alert to be notified
immediately if the SP
goes offline.

Perform the following
corrective
actions:...Configure the
SP by using the "system
service-processor network
modify"
command....Optionally,
obtain the MAC address
of the SP by using the
"system service-processor
network show"
command....Verify the SP
network configuration by
using the "system service-
processor network show"
command....Verify that the
SP can send an
AutoSupport email by
using the "system service-
processor autosupport
invoke" command.

NOTE: AutoSupport email
hosts and recipients
should be configured in
ONTAP before you issue
this command.

Power-cycle the system
by performing the
following actions:...Pull
the controller out from the
chassis....Push the
controller back in....Turn
the controller back on....If
the problem persists,
replace the controller
module.

1M



Shelf Fans Failed CRITICAL

System Cannot Operate  CRITICAL
Due to Main Unit Fan
Failure

Unassigned Disks INFO

Antivirus Server Busy WARNING

AWS Credentials for IAM  CRITICAL
Role Expired
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The indicated cooling fan
or fan module of the shelf
has failed. The disks in
the shelf might not receive
enough cooling airflow,
which might result in disk
failure.

One or more main unit
fans have failed,
disrupting system
operation. This might lead
to a potential data loss.

System has unassigned
disks - capacity is being
wasted and your system
may have some
misconfiguration or partial
configuration change
applied.

The antivirus server is too
busy to accept any new
scan requests.

Cloud Volume ONTAP has
become inaccessible. The
Identity and Access
Management (IAM) role-
based credentials have
expired. The credentials
are acquired from the
Amazon Web Services
(AWS) metadata server
using the IAM role, and
are used to sign API
requests to Amazon
Simple Storage Service
(Amazon S3).

Perform the following
corrective actions:...Verify
that the fan module is fully
seated and secured.
NOTE: The fan is
integrated into the power
supply module in some
disk shelves....If the issue
persists, replace the fan
module....If the issue still
persists, contact NetApp
technical support for
assistance.

Replace the failed fans.

Perform the following
corrective
actions:...Determine
which disks are
unassigned by using the
"disk show -n"
command....Assign the
disks to a system by using
the "disk assign"
command.

If this message occurs
frequently, ensure that
there are enough antivirus
servers to handle the virus
scan load generated by
the SVM.

Perform the
following:...Log in to the
AWS EC2 Management
Console....Navigate to the
Instances page....Find the
instance for the Cloud
Volumes ONTAP
deployment and check its
health....Verify that the
AWS IAM role associated
with the instance is valid
and has been granted
proper privileges to the
instance.



AWS Credentials for IAM  CRITICAL
Role Not Found

AWS Credentials for IAM  CRITICAL
Role Not Valid

AWS |AM Role Not Found CRITICAL

The cloud credentials
thread cannot acquire the
Amazon Web Services
(AWS) Identity and
Access Management
(IAM) role-based
credentials from the AWS
metadata server. The
credentials are used to
sign API requests to
Amazon Simple Storage
Service (Amazon S3).
Cloud Volume ONTAP has
become inaccessible....

The Identity and Access
Management (IAM) role-
based credentials are not
valid. The credentials are
acquired from the Amazon
Web Services (AWS)
metadata server using the
IAM role, and are used to
sign API requests to
Amazon Simple Storage
Service (Amazon S3).
Cloud Volume ONTAP has
become inaccessible.

The Identity and Access
Management (IAM) roles
thread cannot find an
Amazon Web Services
(AWS) IAM role on the
AWS metadata server.
The IAM role is required to
acquire role-based
credentials used to sign
API requests to Amazon
Simple Storage Service
(Amazon S3). Cloud
Volume ONTAP has
become inaccessible....

Perform the
following:...Log in to the
AWS EC2 Management
Console....Navigate to the
Instances page....Find the
instance for the Cloud
Volumes ONTAP
deployment and check its
health....Verify that the
AWS IAM role associated
with the instance is valid
and has been granted
proper privileges to the
instance.

Perform the
following:...Log in to the
AWS EC2 Management
Console....Navigate to the
Instances page....Find the
instance for the Cloud
Volumes ONTAP
deployment and check its
health....Verify that the
AWS IAM role associated
with the instance is valid
and has been granted
proper privileges to the
instance.

Perform the
following:...Log in to the
AWS EC2 Management
Console....Navigate to the
Instances page....Find the
instance for the Cloud
Volumes ONTAP
deployment and check its
health....Verify that the
AWS IAM role associated
with the instance is valid.
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AWS |AM Role Not Valid  CRITICAL

AWS Metadata Server
Connection Fail

CRITICAL

FabricPool Space Usage WARNING
Limit Nearly Reached
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The Amazon Web
Services (AWS) Identity
and Access Management
(IAM) role on the AWS
metadata server is not
valid. The Cloud Volume
ONTAP has become
inaccessible....

The Identity and Access
Management (IAM) roles
thread cannot establish a
communication link with
the Amazon Web Services
(AWS) metadata server.
Communication should be
established to acquire the
necessary AWS IAM role-
based credentials used to
sign API requests to
Amazon Simple Storage
Service (Amazon S3).
Cloud Volume ONTAP has
become inaccessible....

The total cluster-wide
FabricPool space usage
of object stores from
capacity-licensed
providers has nearly
reached the licensed limit.

Perform the
following:...Log in to the
AWS EC2 Management
Console....Navigate to the
Instances page....Find the
instance for the Cloud
Volumes ONTAP
deployment and check its
health....Verify that the
AWS IAM role associated
with the instance is valid
and has been granted
proper privileges to the
instance.

Perform the
following:...Log in to the
AWS EC2 Management
Console....Navigate to the
Instances page....Find the
instance for the Cloud
Volumes ONTAP
deployment and check its
health....

Perform the following
corrective
actions:...Check the
percentage of the licensed
capacity used by each
FabricPool storage tier by
using the "storage
aggregate object-store
show-space"
command....Delete
Snapshot copies from
volumes with the tiering
policy "snapshot" or
"backup" by using the
"volume snapshot delete"
command to clear up
space....Install a new
license on the cluster to
increase the licensed
capacity.



FabricPool Space Usage
Limit Reached

Giveback of Aggregate
Failed

CRITICAL

CRITICAL

The total cluster-wide
FabricPool space usage
of object stores from
capacity-licensed
providers has reached the
license limit.

This event occurs during
the migration of an
aggregate as part of a
storage failover (SFO)
giveback, when the
destination node cannot
reach the object stores.

Perform the following
corrective
actions:...Check the
percentage of the licensed
capacity used by each
FabricPool storage tier by
using the "storage
aggregate object-store
show-space"
command....Delete
Snapshot copies from
volumes with the tiering
policy "snapshot" or
"backup" by using the
"volume snapshot delete"
command to clear up
space....Install a new
license on the cluster to
increase the licensed
capacity.

Perform the following
corrective actions:...Verify
that your intercluster LIF is
online and functional by
using the "network
interface show"
command....Check
network connectivity to the
object store server by
using the"'ping" command
over the destination node
intercluster LIF. ...Verify
that the configuration of
your object store has not
changed and that login
and connectivity
information is still accurate
by using the "aggregate
object-store config show"
command....Alternatively,
you can override the error
by specifying false for the
"require-partner-waiting"
parameter of the giveback
command....Contact
NetApp technical support
for more information or
assistance.
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HA Interconnect Down
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WARNING

The high-availability (HA)
interconnect is down. Risk
of service outage when
failover is not available.

Corrective actions depend
on the number and type of
HA interconnect links
supported by the platform,
as well as the reason why
the interconnect is down.
...If the links are
down:...Verify that both
controllers in the HA pair
are operational....For
externally connected links,
make sure that the
interconnect cables are
connected properly and
that the small form-factor
pluggables (SFPs), if
applicable, are seated
properly on both
controllers....For internally
connected links, disable
and re-enable the links,
one after the other, by
using the "ic link off" and
"ic link on" commands.
...If links are disabled,
enable the links by using
the "ic link on" command.
...If a peer is not
connected, disable and re-
enable the links, one after
the other, by using the "ic
link off" and "ic link on"
commands....Contact
NetApp technical support
if the issue persists.



Max Sessions Per User
Exceeded

WARNING

You have exceeded the
maximum number of
sessions allowed per user
over a TCP connection.
Any request to establish a
session will be denied
until some sessions are
released. ...

Perform the following
corrective actions:
...Inspect all the
applications that run on
the client, and terminate
any that are not operating
properly....Reboot the
client....Check if the issue
is caused by a new or
existing application:...If
the application is new, set
a higher threshold for the
client by using the "cifs
option modify -max-opens
-same-file-per-tree"
command.

In some cases, clients
operate as expected, but
require a higher threshold.
You should have
advanced privilege to set
a higher threshold for the
client. ...If the issue is
caused by an existing
application, there might be
an issue with the client.
Contact NetApp technical
support for more
information or assistance.
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Max Times Open Per File WARNING
Exceeded
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You have exceeded the
maximum number of times
that you can open the file
over a TCP connection.
Any request to open this
file will be denied until you
close some open
instances of the file. This
typically indicates
abnormal application
behavior....

Perform the following
corrective
actions:...Inspect the
applications that run on
the client using this TCP
connection.

The client might be
operating incorrectly
because of the application
running on it....Reboot the
client....Check if the issue
is caused by a new or
existing application:...If
the application is new, set
a higher threshold for the
client by using the "cifs
option modify -max-opens
-same-file-per-tree"
command.

In some cases, clients
operate as expected, but
require a higher threshold.
You should have
advanced privilege to set
a higher threshold for the
client. ...If the issue is
caused by an existing
application, there might be
an issue with the client.
Contact NetApp technical
support for more
information or assistance.



NetBIOS Name Conflict

NFSv4 Store Pool
Exhausted

No Registered Scan
Engine

CRITICAL

CRITICAL

CRITICAL

The NetBIOS Name
Service has received a
negative response to a
name registration request,
from a remote machine.
This is typically caused by
a conflict in the NetBIOS
name or an alias. As a
result, clients might not be
able to access data or
connect to the right data-
serving node in the
cluster.

A NFSv4 store pool has
been exhausted.

The antivirus connector
notified ONTAP that it
does not have a
registered scan engine.
This might cause data
unavailability if the "scan-
mandatory" option is
enabled.

Perform any one of the
following corrective
actions:...If there is a
conflict in the NetBIOS
name or an alias, perform
one of the
following:...Delete the
duplicate NetBIOS alias
by using the "vserver cifs
delete -aliases alias
-vserver vserver"
command....Rename a
NetBIOS alias by deleting
the duplicate name and
adding an alias with a new
name by using the
"vserver cifs create
-aliases alias -vserver
vserver" command. ...If
there are no aliases
configured and there is a
conflict in the NetBIOS
name, then rename the
CIFS server by using the
"vserver cifs delete
-vserver vserver" and
"vserver cifs create -cifs
-server netbiosname"
commands.

NOTE: Deleting a CIFS
server can make data
inaccessible. ...Remove
NetBIOS name or rename
the NetBIOS on the
remote machine.

If the NFS server is
unresponsive for more
than 10 minutes after this
event, contact NetApp
technical support.

Perform the following
corrective
actions:...Ensure that the
scan engine software
installed on the antivirus
server is compatible with
ONTAP....Ensure that
scan engine software is
running and configured to
connect to the antivirus
connector over local
loopback.
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No Vscan Connection CRITICAL

Node Root Volume Space CRITICAL
Low

Nonexistent Admin Share CRITICAL

NVMe Namespace Out of CRITICAL
Space

NVMe-oF Grace Period WARNING
Active
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ONTAP has no Vscan
connection to service virus
scan requests. This might
cause data unavailability if
the "scan-mandatory"
option is enabled.

The system has detected
that the root volume is
dangerously low on
space. The node is not
fully operational. Data
LIFs might have failed
over within the cluster,
because of which NFS
and CIFS access is limited
on the node.
Administrative capability is
limited to local recovery
procedures for the node to
clear up space on the root
volume.

Vscan issue: a client has
attempted to connect to a
nonexistent
ONTAP_ADMINS$ share.

An NVMe namespace has
been brought offline
because of a write failure
caused by lack of space.

This event occurs on a
daily basis when the
NVMe over Fabrics
(NVMe-oF) protocol is in
use and the grace period
of the license is active.
The NVMe-oF
functionality requires a
license after the license
grace period expires.
NVMe-oF functionality is
disabled when the license
grace period is over.

Ensure that the scanner
pool is properly configured
and the antivirus servers
are active and connected
to ONTAP.

Perform the following
corrective actions:...Clear
up space on the root
volume by deleting old
Snapshot copies, deleting
files you no longer need
from the /mroot directory,
or expanding the root
volume capacity....Reboot
the controller....Contact
NetApp technical support
for more information or
assistance.

Ensure that Vscan is
enabled for the mentioned
SVM ID. Enabling Vscan
on a SVM causes the
ONTAP_ADMINS$ share to
be created for the SVM
automatically.

Add space to the volume,
and then bring the NVMe
namespace online by
using the "vserver nvme
namespace modify"
command.

Contact your sales
representative to obtain
an NVMe-oF license, and
add it to the cluster, or
remove all instances of
NVMe-oF configuration
from the cluster.



NVMe-oF Grace Period WARNING
Expired

NVMe-oF Grace Period WARNING
Start

Object Store Host CRITICAL

Unresolvable

Object Store Intercluster  CRITICAL
LIF Down

Object Store Signature CRITICAL

Mismatch

The NVMe over Fabrics
(NVMe-oF) license grace
period is over and the
NVMe-oF functionality is
disabled.

The NVMe over Fabrics
(NVMe-oF) configuration
was detected during the
upgrade to ONTAP 9.5
software. NVMe-oF
functionality requires a
license after the license
grace period expires.

The object store server
host name cannot be
resolved to an IP address.
The object store client
cannot communicate with
the object-store server
without resolving to an IP
address. As a result, data
might be inaccessible.

The object-store client
cannot find an operational
LIF to communicate with
the object store server.
The node will not allow
object store client traffic
until the intercluster LIF is
operational. As a result,
data might be
inaccessible.

The request signature
sent to the object store
server does not match the
signature calculated by
the client. As a result, data
might be inaccessible.

Contact your sales
representative to obtain
an NVMe-oF license, and
add it to the cluster.

Contact your sales
representative to obtain
an NVMe-oF license, and
add it to the cluster.

Check the DNS
configuration to verify that
the host name is
configured correctly with
an IP address.

Perform the following
corrective
actions:...Check the
intercluster LIF status by
using the "network
interface show -role
intercluster"
command....Verify that the
intercluster LIF is
configured correctly and
operational....If an
intercluster LIF is not
configured, add it by using
the "network interface
create -role intercluster"
command.

Verify that the secret
access key is configured
correctly. If it is configured
correctly, contact NetApp
technical support for
assistance.
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READDIR Timeout

122

CRITICAL

A READDIR file operation
has exceeded the timeout
that it is allowed to run in
WAFL. This can be
because of very large or
sparse directories.
Corrective action is
recommended.

Perform the following
corrective actions:...Find
information specific to
recent directories that
have had READDIR file
operations expire by using
the following 'diag’
privilege nodeshell CLI
command:

wafl readdir notice
show....Check if
directories are indicated
as sparse or not:...If a
directory is indicated as
sparse, it is recommended
that you copy the contents
of the directory to a new
directory to remove the
sparseness of the
directory file. ...If a
directory is not indicated
as sparse and the
directory is large, it is
recommended that you
reduce the size of the
directory file by reducing
the number of file entries
in the directory.



Relocation of Aggregate
Failed

Shadow Copy Failed

CRITICAL

CRITICAL

This event occurs during
the relocation of an
aggregate, when the
destination node cannot
reach the object stores.

A Volume Shadow Copy
Service (VSS), a Microsoft
Server backup and restore
service operation, has
failed.

Perform the following
corrective actions:...Verify
that your intercluster LIF is
online and functional by
using the "network
interface show"
command....Check
network connectivity to the
object store server by
using the"'ping" command
over the destination node
intercluster LIF. ...Verify
that the configuration of
your object store has not
changed and that login
and connectivity
information is still accurate
by using the "aggregate
object-store config show"
command....Alternatively,
you can override the error
by using the "override-
destination-checks"
parameter of the
relocation
command....Contact
NetApp technical support
for more information or
assistance.

Check the following using
the information provided in
the event message:...Is
shadow copy
configuration
enabled?...Are the
appropriate licenses
installed? ...On which
shares is the shadow copy
operation performed?...ls
the share name
correct?...Does the share
path exist?...What are the
states of the shadow copy
set and its shadow
copies?

123



Storage Switch Power WARNING
Supplies Failed

Too Many CIFS WARNING
Authentication

Unauthorized User WARNING
Access to Admin Share

Virus Detected WARNING
Volume Offline INFO
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There is a missing power
supply in the cluster
switch. Redundancy is
reduced, risk of outage
with any further power
failures.

Many authentication
negotiations have
occurred simultaneously.
There are 256 incomplete
new session requests
from this client.

A client has attempted to
connect to the privileged
ONTAP_ADMIN$ share
even though their logged-
in user is not an allowed
user.

AVscan server has
reported an error to the
storage system. This
typically indicates that a
virus has been found.
However, other errors on
the Vscan server can
cause this event....Client
access to the file is
denied. The Vscan server
might, depending on its
settings and configuration,
clean the file, quarantine
it, or delete it.

This message indicates
that a volume is made
offline.

Perform the following
corrective
actions:...Ensure that the
power supply mains,
which supplies power to
the cluster switch, is
turned on....Ensure that
the power cord is
connected to the power
supply....Contact NetApp
technical support if the
issue persists.

Investigate why the client
has created 256 or more
new connection requests.
You might have to contact
the vendor of the client or
of the application to
determine why the error
occurred.

Perform the following
corrective
actions:...Ensure that the
mentioned username and
IP address is configured in
one of the active Vscan
scanner pools....Check
the scanner pool
configuration that is
currently active by using
the "vserver vscan
scanner pool show-active"
command.

Check the log of the
Vscan server reported in
the "syslog" event to see if
it was able to successfully
clean, quarantine, or
delete the infected file. If it
was not able to do so, a
system administrator
might have to manually
delete the file.

Bring the volume back
online.



Volume Restricted

Storage VM Stop
Succeeded

Node Panic

Back to Top

INFO

INFO

WARNING

Anti-Ransomware Log Monitors

Monitor Name

Storage VM Anti-
ransomware Monitoring
Disabled

Storage VM Anti-
ransomware Monitoring
Enabled (Learning Mode)

Volume Anti-ransomware
Monitoring Enabled

Volume Anti-ransomware
Monitoring Disabled

Volume Anti-ransomware
Monitoring Enabled
(Learning Mode)

Volume Anti-ransomware
Monitoring Paused
(Learning Mode)

Volume Anti-ransomware
Monitoring Paused

Volume Anti-ransomware
Monitoring Disabling

Severity

WARNING

INFO

INFO

WARNING

INFO

WARNING

WARNING

WARNING

This event indicates that a
flexible volume is made
restricted.

This message occurs
when a 'vserver stop'
operation succeeds.

This event is issued when
a panic occurs

Description

The anti-ransomware
monitoring for the storage
VM is disabled. Enable
anti-ransomware to
protect the storage VM.

The anti-ransomware
monitoring for the storage
VM is enabled in learning
mode.

The anti-ransomware
monitoring for the volume
is enabled.

The anti-ransomware
monitoring for the volume
is disabled. Enable anti-
ransomware to protect the
volume.

The anti-ransomware
monitoring for the volume
is enabled in learning
mode.

The anti-ransomware
monitoring for the volume
is paused in learning
mode.

The anti-ransomware
monitoring for the volume
is paused.

The anti-ransomware
monitoring for the volume
is disabling.

Bring the volume back
online.

Use 'vserver start'
command to start the data
access on a storage VM.

Contact NetApp customer
support.

Corrective Action

None

None

None

None

None

None

None

None
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Ransomware Activity CRITICAL To protect the data from  Refer to the "FINAL-
Detected the detected ransomware, DOCUMENT-NAME" to
a Snapshot copy has take remedial measures
been taken that can be for ransomware activity.
used to restore original
data.
Your system generates
and transmits an
AutoSupport or "call
home" message to
NetApp technical support
and any configured
destinations. AutoSupport
message improves
problem determination
and resolution.

Back to Top

FSx for NetApp ONTAP Monitors

Monitor Name Thresholds Monitor Description Corrective Action
FSx Volume Capacity is  Warning @ > 85 Storage capacity of a Immediate actions are
Full %...Critical @ > 95 % volume is necessary to required to minimize

store application and service disruption if critical

customer data. The more threshold is breached:...1.
data stored in the ONTAP Consider deleting data
volume the less storage  that is not needed
availability for future data. anymore to free up space
If the data storage

capacity within a volume

reaches the total storage

capacity may lead to the

customer being unable to

store data due to lack of

storage capacity.

Monitoring the volume

used storage capacity

ensures data services

continuity.
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FSx Volume High Latency Warning @ > 1000

FSx Volume Inodes Limit

ps...Critical @ > 2000 ps

Warning @ > 85
%...Critical @ > 95 %

Volumes are objects that
serve the |0 traffic often
driven by performance
sensitive applications
including devOps
applications, home
directories, and
databases. High volume
latencies means that the
applications themselves
may suffer and be unable
to accomplish their tasks.
Monitoring volume
latencies is critical to
maintain application
consistent performance.

Volumes that store files
use index nodes (inode) to
store file metadata. When
a volume exhausts its
inode allocation no more
files can be added to it. A
warning alert indicates
that planned action should
be taken to increase the
number of available
inodes. A critical alert
indicates that file limit
exhaustion is imminent
and emergency measures
should be taken to free up
inodes to ensure service
continuity

Immediate actions are
required to minimize
service disruption if critical
threshold is breached:...1.
If the volume has a QoS
policy assigned to it,
evaluate its limit
thresholds in case they
are causing the volume
workload to get
throttled...... Plan to take
the following actions soon
if warning threshold is
breached:...1. If the
volume has a QoS policy
assigned to it, evaluate its
limit thresholds in case
they are causing the
volume workload to get
throttled....2. If the node is
also experiencing high
utilization, move the
volume to another node or
reduce the total workload
of the node.

Immediate actions are
required to minimize
service disruption if critical
threshold is breached:...1.
Consider increasing the
inodes value for the
volume. If the inodes
value is already at the
max, then consider
splitting the volume into
two or more volumes
because the file system
has grown beyond the
maximum size...... Plan to
take the following actions
soon if warning threshold
is breached:...1. Consider
increasing the inodes
value for the volume. If the
inodes value is already at
the max, then consider
splitting the volume into
two or more volumes
because the file system
has grown beyond the
maximum size
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FSx Volume Qtree Quota Warning @ > 95

Overcommit

FSx Snapshot Reserve
Space is Full
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%...Critical @ > 100 %

Warning @ > 90
%...Critical @ > 95 %

Volume Qtree Quota
Overcommit specifies the
percentage at which a
volume is considered to
be overcommitted by the
gtree quotas. The set
threshold for the qtree
quota is reached for the
volume. Monitoring the
volume qtree quota
overcommit ensures that
the user receives
uninterrupted data
service.

Storage capacity of a
volume is necessary to
store application and
customer data. A portion
of that space, called
snapshot reserved space,
is used to store snapshots
which allow data to be
protected locally. The
more new and updated
data stored in the ONTAP
volume the more snapshot
capacity is used and less
snapshot storage capacity
will be available for future
new or updated data. If
the snapshot data
capacity within a volume
reaches the total snapshot
reserve space it may lead
to the customer being
unable to store new
snapshot data and
reduction in the level of
protection for the data in
the volume. Monitoring the
volume used snapshot
capacity ensures data
services continuity.

If critical threshold is
breached, then immediate
actions should be taken to
minimize service
disruption:

1. Delete unwanted
data...When warning
threshold is breached,
then consider increasing
the space of the volume.

Immediate actions are
required to minimize
service disruption if critical
threshold is breached:...1.
Consider configuring
snapshots to use data
space in the volume when
the snapshot reserve is
full...2. Consider deleting
some older snapshots that
may not be needed
anymore to free up
space...... Plan to take the
following actions soon if
warning threshold is
breached:...1. Consider
increasing the snapshot
reserve space within the
volume to accommodate
the growth...2. Consider
configuring snapshots to
use data space in the
volume when the
snapshot reserve is full



FSx Volume Cache Miss
Ratio

Back to Top

K8s Monitors

Monitor Name

Warning @ > 95
%...Critical @ > 100 %

Description

Volume Cache Miss Ratio
is the percentage of read
requests from the client
applications that are
returned from the disk
instead of being returned
from the cache. This
means that the volume
has reached the set
threshold.

Corrective Actions

If critical threshold is
breached, then immediate
actions should be taken to
minimize service
disruption:

1. Move some workloads
off of the node of the
volume to reduce the 10
load

2. Lower the demand of
lower priority workloads
on the same node via
QoS limits...Consider
immediate actions when
warning threshold is
breached:

1. Move some workloads
off of the node of the
volume to reduce the 10
load

2. Lower the demand of
lower priority workloads
on the same node via
QoS limits

3. Change workload
characteristics (block size,
application caching etc)

Severity/Threshold
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Persistent Volume
Latency High

Cluster Memory
Saturation High

POD Attach Failed
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High persistent volume
latencies means that the
applications themselves
may suffer and be unable
to accomplish their tasks.
Monitoring persistent

volume latencies is critical

to maintain application
consistent performance.
The following are
expected latencies based

on media type - SSD up to

1-2 milliseconds; SAS up
to 8-10 milliseconds and
SATA HDD 17-20
milliseconds.

Cluster allocatable

memory saturation is high.

Cluster CPU saturation is
calculated as the sum of
memory usage divided by
the sum of allocatable
memory across all K8s
nodes.

This alert occurs when a
volume attachment with
POD is failed.

Immediate Actions

If critical threshold is
breached, consider
immediate actions to
minimize service
disruption:

If the volume has a QoS
policy assigned to it,
evaluate its limit
thresholds in case they
are causing the volume
workload to get throttled.
Actions To Do Soon

If warning threshold is
breached, plan the
following immediate
actions:

1. If storage pool is also
experiencing high
utilization, move the

volume to another storage

pool.

2. If the volume has a
QoS policy assigned to it,
evaluate its limit
thresholds in case they
are causing the volume
workload to get throttled.
3. If the controller is also
experiencing high
utilization, move the
volume to another
controller or reduce the
total workload of the
controller.

Add nodes.

Fix any unscheduled
nodes.

Right-size pods to free up
memory on nodes.

Warning @ > 6,000 ps
Critical @ > 12,000 us

Warning @ > 80 %
Critical @ > 90 %

Warning



High Retransmit Rate

Node File System
Capacity High

Workload Network Jitter
High

Persistent Volume
Throughput

High TCP Retransmit
Rate

Node File System
Capacity High

High TCP Jitter (high
latency/response time
variations)

MBPS thresholds on
persistent volumes can be
used to alert an
administrator when
persistent volumes
exceed predefined
performance expectations,
potentially impacting other
persistent volumes.
Activating this monitor will
generate alerts
appropriate for the typical
throughput profile of
persistent volumes on
SSDs. This monitor will
cover all persistent
volumes on your tenant.
The warning and critical
threshold values can be
adjusted based on your
monitoring goals by
duplicating this monitor
and setting thresholds
appropriate for your
storage class. A
duplicated monitor can be
further targeted to a
subset of the persistent
volumes on your tenant.

Check for Network
congestion - Identify
workloads that consume a
lot of network bandwidth.
Check for high Pod CPU
utilization.

Check hardware network
performance.

Warning @ > 10 %
Critical @ > 25 %

- Increase the size of the
node disks to ensure that
there is sufficient room for
the application files.

- Decrease application file
usage.

Check for Network
congestion. Identify
workloads that consume a
lot of network bandwidth.
Check for high Pod CPU
utilization.

Check hardware network
performance

Warning @ > 80 %
Critical @ > 90 %

Warning @ > 30 ms
Critical @ > 50 ms

Immediate Actions

If critical threshold is
breached, plan immediate
actions to minimize
service disruption:

1. Introduce QoS MBPS
limits for the volume.

2. Review the application
driving the workload on
the volume for anomalies.
Actions To Do Soon

If warning threshold is
breached, plan to take the
following immediate
actions:

1. Introduce QoS MBPS
limits for the volume.

2. Review the application
driving the workload on
the volume for anomalies.

Warning @ > 10,000 MB/s
Critical @ > 15,000 MB/s
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Container at Risk of Going The container’s memory

OOM Killed

Workload Down

Persistent Volume Claim
Failed Binding

ResourceQuota Mem
Limits About to Exceed

ResourceQuota Mem
Requests About to
Exceed

Node Creation Failed

Persistent Volume
Reclamation Failed

Container CPU Throttling

Service Load Balancer
Failed to Delete

Persistent Volume IOPS
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limits are set too low. The
container is at risk of
eviction (Out of Memory
Kill).

Workload has no healthy
pods.

This alert occurs when a
binding is failed on a PVC.

Memory limits for
Namespace are about to
exceed ResourceQuota

Memory requests for
Namespace are about to
exceed ResourceQuota

The node could not be
scheduled because of a
configuration error.

The volume has failed its
automatic reclamation.

The container’'s CPU
Limits are set too low.
Container processes are
slowed.

IOPS thresholds on
persistent volumes can be
used to alert an
administrator when
persistent volumes
exceed predefined

performance expectations.

Activating this monitor will
generate alerts
appropriate for the typical
IOPS profile of
persistence volumes. This
monitor will cover all
persistent volumes on
your tenant. The warning
and critical threshold
values can be adjusted
based on your monitoring
goals by duplicating this
monitor and setting
thresholds appropriate for
your workload.

Increase container
memory limits.

Check the Kubernetes
event log for the cause of
the configuration failure.

Increase container CPU
limits.

Immediate Actions

If critical threshold is
breached, plan Immediate
actions to minimize
service disruption :

1. Introduce QoS IOPS
limits for the volume.

2. Review the application
driving the workload on
the volume for anomalies.
Actions To Do Soon

If warning threshold is
breached, plan the
following immediate
actions:

1. Introduce QoS IOPS
limits for the volume.

2. Review the application
driving the workload on
the volume for anomalies.

Warning @ > 95 %

Critical @ < 1

Warning

Warning @ > 80 %
Critical @ > 90 %

Warning @ > 80 %
Critical @ > 90 %

Critical

Warning @ > 0B

Warning @ > 95 %
Critical @ > 98 %

Warning

Warning @ > 20,000 IO/s
Critical @ > 25,000 10/s



Service Load Balancer
Failed to Update

POD Failed Mount

Node PID Pressure

Pod Image Pull Failure

Job Running Too Long

Node Memory High

ResourceQuota CPU
Limits About to Exceed

Pod Crash Loop Backoff

Node CPU High

This alert occurs when a
mount is failed on a POD.

Available process
identifiers on the (Linux)
node has fallen below an
eviction threshold.

Kubernetes failed to pull
the pod container image.

Job is running for too long

Node memory usage is
high

CPU limits for Namespace
are about to exceed
ResourceQuota

Pod has crashed and
attempted to restart
multiple times.

Node CPU usage is high.

Find and fix pods that
generate many processes
and starve the node of
available process IDs.
Set up PodPidsLimit to
protect your node against
pods or containers that
spawn too many
processes.

- Make sure the pod’s
image is spelled correctly
in the pod configuration.

- Check image tag exists
in your registry.

- Verify the credentials for
the image registry.

- Check for registry
connectivity issues.

- Verify you are not hitting
the rate limits imposed by
public registry providers.

Add nodes.

Fix any unscheduled
nodes.

Right-size pods to free up
memory on nodes.

Add nodes.

Fix any unscheduled
nodes.

Right-size pods to free up
CPU on nodes.

Warning

Warning

Critical@ >0

Warning

Warning @ > 1 hr
Critical @ > 5 hr

Warning @ > 85 %
Critical @ > 90 %

Warning @ > 80 %
Critical @ > 90 %

Critical @ > 3

Warning @ > 80 %
Critical @ > 90 %
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Workload Network
Latency RTT High

Job Failed

Persistent Volume Full in
a Few Days

Node Memory Pressure

Node Unready

Persistent Volume
Capacity High

Service Load Balancer
Failed to Create

Workload Replica
Mismatch

ResourceQuota CPU
Requests About to
Exceed
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High TCP RTT (Round
Trip Time) latency

Job did not complete
successfully due to a node
crash or reboot, resource
exhaustion, job timeout, or
pod scheduling failure.

Persistent Volume will run
out of space in a few days

Node is running out of
memory. Available
memory has met eviction
threshold.

Node has been unready
for 5 minutes

Persistent Volume
backend used capacity is
high.

Service Load Balancer
Create Failed

Some pods are currently
not available for a
Deployment or
DaemonSet.

CPU requests for
Namespace are about to
exceed ResourceQuota

Check for Network

workloads that consume a
lot of network bandwidth.
Check for high Pod CPU
utilization.

Check hardware network
performance.

Check the Kubernetes
event logs for failure
causes.

-Increase the volume size
to ensure that there is
sufficient room for the
application files.

-Reduce the amount of
data stored in
applications.

Add nodes.

Fix any unscheduled
nodes.

Right-size pods to free up
memory on nodes.

Verify the node have
enough CPU, memory,
and disk resources.
Check node network
connectivity.

Check the Kubernetes
event logs for failure
causes.

- Increase the volume size
to ensure that there is
sufficient room for the
application files.

- Reduce the amount of
data stored in
applications.

Warning @ > 150 ms
Critical @ > 300 ms

Warning @ > 1

Warning @ < 8 day
Critical @ < 3 day

Critical@ >0

Critical @ < 1

Warning @ > 80 %
Critical @ > 90 %

Critical

Warning @ > 1

Warning @ > 80 %
Critical @ > 90 %



High Retransmit Rate

Node Disk Pressure

Cluster CPU Saturation
High

Back to Top

Change Log Monitors

Monitor Name

High TCP Retransmit
Rate

Available disk space and
inodes on either the
node’s root filesystem or
image filesystem has
satisfied an eviction
threshold.

Cluster allocatable CPU
saturation is high.
Cluster CPU saturation is
calculated as the sum of

Check for Network
congestion - Identify
workloads that consume a
lot of network bandwidth.
Check for high Pod CPU
utilization.

Check hardware network
performance.

Warning @ > 10 %
Critical @ > 25 %

- Increase the size of the  Critical @ > 0
node disks to ensure that

there is sufficient room for

the application files.

- Decrease application file

usage.
Add nodes. Warning @ > 80 %
Fix any unscheduled Critical @ > 90 %
nodes.

Right-size pods to free up

CPU usage divided by the CPU on nodes.

sum allocatable CPU
across all K8s nodes.

Severity

Monitor Description

Internal Volume Discovered

Internal Volume Modified

Storage Node Discovered

Storage Node Removed

Storage Pool Discovered

Storage Virtual Machine
Discovered

Storage Virtual Machine Modified

Back to Top

Informational

Informational

Informational

Informational

Informational

Informational

Informational

This message occurs when an
Internal Volume is discovered.

This message occurs when an
Internal Volume is modified.

This message occurs when an
Storage Node is discovered.

This message occurs when an
Storage Node is removed.

This message occurs when an
Storage Pool is discovered.

This message occurs when an
Storage Virtual Machine is
discovered.

This message occurs when an
Storage Virtual Machine is
modified.
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Data Collection Monitors

Monitor Name

Acquisition Unit Shutdown

Collector Failed

Collector Warning

Back to Top

Security Monitors

Monitor Name
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Threshold

Description

Data Infrastructure Insights
Acquisition Units periodically restart
as part of upgrades to introduce
new features. This happens once a
month or less in a typical
environment. A Warning Alert that
an Acquisition Unit has shutdown
should be followed soon after by a
Resolution noting that the newly-
restarted Acquisition Unit has
completed a registration with Data
Infrastructure Insights. Typically this
shutdown-to-registration cycle
takes 5 to 15 minutes.

The poll of a data collector
encountered an unexpected failure
situation.

This Alert typically can arise
because of an erroneous
configuration of the data collector or
of the target system. Revisit the
configurations to prevent future
Alerts. It can also be due to a
retrieval of less-than-complete data
where the data collector gathered
all the data that it could. This can
happen when situations change
during data collection (e.g., a virtual
machine present at the beginning of
data collection is deleted during
data collection and before its data
is captured).

Monitor Description

Corrective Action

If the alert occurs frequently or lasts
longer than 15 minutes, check on
the operation of the system hosting
the Acquisition Unit, the network,
and any proxy connecting the AU to
the Internet.

Visit the data collector page in Data
Infrastructure Insights to learn more
about the situation.

Check the configuration of the data
collector or target system.

Note that the monitor for Collector
Warning can send more alerts than
other monitor types, so it is
recommended to set no alert
recipients unless you are
troubleshooting.

Corrective Action



AutoSupport HTTPS
transport disabled

Cluster Insecure ciphers
for SSH

Cluster Login Banner
Disabled

Cluster Peer
Communication Not
Encrypted

Warning @ < 1

Warning @ < 1

Warning @ < 1

Warning @ < 1

AutoSupport supports
HTTPS, HTTP, and SMTP
for transport protocols.
Because of the sensitive
nature of AutoSupport
messages, NetApp
strongly recommends
using HTTPS as the
default transport protocol
for sending AutoSupport
messages to NetApp
support.

Indicates that SSH is
using insecure ciphers, for
example ciphers
beginning with *cbc.

Indicates that the Login
banner is disabled for
users accessing the
ONTAP system.
Displaying a login banner
is helpful for establishing
expectations for access
and use of the system.

When replicating data for
disaster recovery,
caching, or backup, you
must protect that data
during transport over the
wire from one ONTAP
cluster to another.
Encryption must be
configured on both the
source and destination
clusters.

To set HTTPS as the
transport protocol for
AutoSupport messages,
run the following ONTAP
command:...system node
autosupport modify
-transport https

To remove the CBC
ciphers, run the following
ONTAP
command:...security ssh
remove -vserver <admin
vserver> -ciphers aes256-
cbc,aes192-cbc,aes128-
cbc,3des-cbc

To configure the login
banner for a cluster, run
the following ONTAP
command:...security login
banner modify -vserver
<admin svm> -message
"Access restricted to
authorized users"

To enable encryption on
cluster peer relationships
that were created prior to
ONTAP 9.6, the source
and destination cluster
must be upgraded to 9.6.
Then use the "cluster peer
modify" command to
change both the source
and destination cluster
peers to use Cluster
Peering Encryption....See
the NetApp Security
Hardening Guide for
ONTAP 9 for details.
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Default Local Admin User Warning @ >0
Enabled

FIPS Mode Disabled Warning @ < 1
Log Forwarding Not Warning @ < 1
Encrypted

MDS5 Hashed password Warning @ >0
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NetApp recommends
locking (disabling) any
unneeded Default Admin
User (built-in) accounts
with the lock command.
They are primarily default
accounts for which
passwords were never
updated or changed.

When FIPS 140-2
compliance is enabled,
TLSv1 and SSLv3 are
disabled, and only
TLSv1.1 and TLSv1.2
remain enabled. ONTAP
prevents you from
enabling TLSv1 and
SSLv3 when FIPS 140-2
compliance is enabled.

Offloading of syslog
information is necessary
for limiting the scope or
footprint of a breach to a
single system or solution.
Therefore, NetApp
recommends securely
offloading syslog
information to a secure
storage or retention
location.

NetApp strongly
recommends to use the
more secure SHA-512
hash function for ONTAP
user account passwords.
Accounts using the less
secure MD5 hash function
should migrate to the
SHA-512 hash function.

To lock the built-in "admin"
account, run the following
ONTAP
command:...security login
lock -username admin

To enable FIPS 140-2
compliance on a cluster,
run the following ONTAP
command in advanced
privilege mode:...security
config modify -interface
SSL -is-fips-enabled true

Once a log forwarding
destination is created, its
protocol cannot be
changed. To change to an
encrypted protocol, delete
and recreate the log
forwarding destination
using the following
ONTAP
command:...cluster log-
forwarding create
-destination <destination
ip> -protocol tcp-
encrypted

NetApp strongly
recommends user
accounts migrate to the
more secure SHA-512
solution by having users
change their
passwords....to lock
accounts with passwords
that use the MD5 hash
function, run the following
ONTAP
command:...security login
lock -vserver * -username
* -hash-function md5



No NTP servers are
configured

Warning @ < 1

NTP server countis low  Warning @ < 3
Remote Shell Enabled Warning @ >0
Storage VM Audit Log Warning @ < 1
Disabled

Storage VM Insecure Warning @ < 1

ciphers for SSH

Storage VM Login banner Warning @ < 1
disabled

Indicates that the cluster
has no configured NTP
servers. For redundancy
and optimum service,
NetApp recommends that
you associate at least
three NTP servers with
the cluster.

Indicates that the cluster
has less than 3 configured
NTP servers. For
redundancy and optimum
service, NetApp
recommends that you
associate at least three
NTP servers with the
cluster.

Remote Shell is not a
secure method for
establishing command-
line access to the ONTAP
solution. Remote Shell
should be disabled for
secure remote access.

Indicates that Audit
logging is disabled for
SVM.

Indicates that SSH is
using insecure ciphers, for
example ciphers
beginning with *cbc.

Indicates that the Login
banner is disabled for
users accessing SVMs on
the system. Displaying a
login banner is helpful for
establishing expectations
for access and use of the
system.

To associate an NTP
server with the cluster, run
the following ONTAP
command:

cluster time-service ntp
server create -server <ntp
server host name or ip
address>

To associate an NTP
server with the cluster, run
the following ONTAP
command:...cluster time-
service ntp server create
-server <ntp server host
name or ip address>

NetApp recommends
Secure Shell (SSH) for
secure remote
access.... To disable
Remote shell on a cluster,
run the following ONTAP
command in advanced
privilege mode:...security
protocol modify
-application rsh- enabled
false

To configure the Audit log
for a vserver, run the
following ONTAP
command:...vserver audit
enable -vserver <svm>

To remove the CBC
ciphers, run the following
ONTAP
command:...security ssh
remove -vserver
<vserver> -ciphers
aes256-cbc,aes192-
cbc,aes128-cbc,3des-cbc

To configure the login
banner for a cluster, run
the following ONTAP
command:...security login
banner modify -vserver
<svm> -message "Access
restricted to authorized
users"
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Telnet Protocol Enabled

Back to Top

Data Protection Monitors

Monitor Name

Insufficient Space for Lun
Snapshot Copy
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Warning @ >0

Thresholds

(Filter contains_luns =
Yes) Warning @ > 95
%...Critical @ > 100 %

Telnet is not a secure
method for establishing
command-line access to
the ONTAP solution.
Telnet should be disabled
for secure remote access.

Monitor Description

Storage capacity of a
volume is necessary to
store application and
customer data. A portion
of that space, called
snapshot reserved space,
is used to store snapshots
which allow data to be
protected locally. The
more new and updated
data stored in the ONTAP
volume the more snapshot
capacity is used and less
snapshot storage capacity
will be available for future
new or updated data. If
the snapshot data
capacity within a volume
reaches the total snapshot
reserve space it may lead
to the customer being
unable to store new
snapshot data and
reduction in the level of
protection for the data in
the LUNSs in the volume.
Monitoring the volume
used snapshot capacity
ensures data services
continuity.

NetApp recommends
Secure Shell (SSH) for
secure remote access.
To disable Telnet on a
cluster, run the following
ONTAP command in
advanced privilege
mode:...security protocol
modify -application telnet
-enabled false

Corrective Action

Immediate Actions
If critical threshold is
breached, consider
immediate actions to
minimize service
disruption:

1. Configure snapshots to
use data space in the
volume when the
snapshot reserve is full.
2. Delete some older
unwanted snapshots to
free up space.

Actions To Do Soon

If warning threshold is
breached, plan to take the
following immediate
actions:

1. Increase the snapshot
reserve space within the
volume to accommodate
the growth.

2. Configure snapshots to
use data space in the
volume when the
snapshot reserve is full.



SnapMirror Relationship
Lag

Back to Top

Cloud Volume (CVO) Monitors

Monitor Name

CVO Disk Out of Service

Warning @ >
150%...Critical @ > 300%

Cl Severity
INFO

SnapMirror relationship
lag is the difference
between the snapshot

Monitor SnapMirror status
using the "snapmirror
show" command. Check

timestamp and the time on the SnapMirror transfer

the destination system.
The lag_time_percent is
the ratio of lag time to the
SnapMirror Policy’s
schedule interval. If the
lag time equals the
schedule interval, the
lag_time_percent will be
100%. If the SnapMirror
policy does not have a
schedule,
lag_time_percent will not
be calculated.

Monitor Description

This event occurs when a
disk is removed from
service because it has
been marked failed, is
being sanitized, or has
entered the Maintenance
Center.

history using the
"snapmirror show-history"
command

Corrective Action

None
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CVO Giveback of Storage CRITICAL
Pool Failed

142

This event occurs during
the migration of an
aggregate as part of a
storage failover (SFO)
giveback, when the
destination node cannot
reach the object stores.

Perform the following
corrective actions:

Verify that your
intercluster LIF is online
and functional by using
the "network interface
show" command.

Check network
connectivity to the object
store server by using
the™ping" command over
the destination node
intercluster LIF.

Verify that the
configuration of your
object store has not
changed and that login
and connectivity
information is still accurate
by using the "aggregate
object-store config show"
command.

Alternatively, you can
override the error by
specifying false for the
"require-partner-waiting"
parameter of the giveback
command.

Contact NetApp technical
support for more
information or assistance.



CVO HA Interconnect
Down

WARNING

The high-availability (HA)

Corrective actions depend

interconnect is down. Risk on the number and type of

of service outage when
failover is not available.

HA interconnect links
supported by the platform,
as well as the reason why
the interconnect is down.

If the links are down:

Verify that both controllers
in the HA pair are
operational.

For externally connected
links, make sure that the
interconnect cables are
connected properly and
that the small form-factor
pluggables (SFPs), if
applicable, are seated
properly on both
controllers.

For internally connected
links, disable and re-
enable the links, one after
the other, by using the "ic
link off" and "ic link on"
commands.

If links are disabled,
enable the links by using
the "ic link on" command.

If a peer is not connected,
disable and re-enable the
links, one after the other,
by using the "ic link off"
and "ic link on"
commands.

Contact NetApp technical

support if the issue
persists.
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CVO Max Sessions Per
User Exceeded
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WARNING

You have exceeded the
maximum number of
sessions allowed per user
over a TCP connection.
Any request to establish a
session will be denied
until some sessions are
released.

Perform the following
corrective actions:

Inspect all the applications
that run on the client, and

terminate any that are not
operating properly.

Reboot the client.

Check if the issue is
caused by a new or
existing application:

If the application is new,
set a higher threshold for
the client by using the "cifs
option modify -max-opens
-same-file-per-tree"
command.

In some cases, clients
operate as expected, but
require a higher threshold.
You should have
advanced privilege to set
a higher threshold for the
client.

If the issue is caused by
an existing application,
there might be an issue
with the client. Contact
NetApp technical support
for more information or
assistance.



CVO NetBIOS Name
Conflict

CVO NFSv4 Store Pool
Exhausted

CVO Node Panic

CRITICAL

CRITICAL

WARNING

The NetBIOS Name
Service has received a
negative response to a
name registration request,
from a remote machine.
This is typically caused by
a conflict in the NetBIOS
name or an alias. As a
result, clients might not be
able to access data or
connect to the right data-
serving node in the
cluster.

A NFSv4 store pool has
been exhausted.

This event is issued when
a panic occurs

Perform any one of the
following corrective
actions:

If there is a conflict in the
NetBIOS name or an
alias, perform one of the
following:

Delete the duplicate
NetBIOS alias by using
the "vserver cifs delete
-aliases alias -vserver
vserver" command.

Rename a NetBIOS alias
by deleting the duplicate
name and adding an alias
with a new name by using
the "vserver cifs create
-aliases alias -vserver
vserver" command.

If there are no aliases
configured and there is a
conflict in the NetBIOS
name, then rename the
CIFS server by using the
"vserver cifs delete
-vserver vserver" and
"vserver cifs create -cifs
-server netbiosname"
commands.

NOTE: Deleting a CIFS
server can make data
inaccessible.

Remove NetBIOS name
or rename the NetBIOS
on the remote machine.

If the NFS server is
unresponsive for more
than 10 minutes after this
event, contact NetApp
technical support.

Contact NetApp customer
support.
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CVO Node Root Volume
Space Low

CVO Nonexistent Admin
Share

CVO Object Store Host
Unresolvable

CVO Object Store
Intercluster LIF Down
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CRITICAL

CRITICAL

CRITICAL

CRITICAL

The system has detected
that the root volume is
dangerously low on
space. The node is not
fully operational. Data
LIFs might have failed
over within the cluster,
because of which NFS
and CIFS access is limited
on the node.
Administrative capability is
limited to local recovery
procedures for the node to
clear up space on the root
volume.

Vscan issue: a client has
attempted to connect to a
nonexistent
ONTAP_ADMINS share.

The object store server
host name cannot be
resolved to an IP address.
The object store client
cannot communicate with
the object-store server
without resolving to an IP
address. As a result, data
might be inaccessible.

The object-store client
cannot find an operational
LIF to communicate with
the object store server.
The node will not allow
object store client traffic
until the intercluster LIF is
operational. As a result,
data might be
inaccessible.

Perform the following
corrective actions:

Clear up space on the root
volume by deleting old
Snapshot copies, deleting
files you no longer need
from the /mroot directory,
or expanding the root
volume capacity.

Reboot the controller.

Contact NetApp technical
support for more
information or assistance.

Ensure that Vscan is
enabled for the mentioned
SVM ID. Enabling Vscan
on a SVM causes the
ONTAP_ADMIN$ share to
be created for the SVM
automatically.

Check the DNS
configuration to verify that
the host name is
configured correctly with
an IP address.

Perform the following
corrective actions:

Check the intercluster LIF
status by using the
"network interface show
-role intercluster”
command.

Verify that the intercluster
LIF is configured correctly
and operational.

If an intercluster LIF is not
configured, add it by using
the "network interface
create -role intercluster"
command.



CVO Object Store
Signature Mismatch

CVO QoS Monitor
Memory Maxed Out

CRITICAL

CRITICAL

The request signature
sent to the object store
server does not match the
signature calculated by
the client. As a result, data
might be inaccessible.

The QoS subsystem’s
dynamic memory has
reached its limit for the
current platform hardware.
Some QoS features might
operate in a limited
capacity.

Verify that the secret
access key is configured
correctly. If it is configured
correctly, contact NetApp
technical support for
assistance.

Delete some active
workloads or streams to
free up memory. Use the
“statistics show -object
workload -counter ops”
command to determine
which workloads are
active. Active workloads
show non-zero ops. Then
use the “workload delete
<workload_name>"
command multiple times
to remove specific
workloads. Alternatively,
use the “stream delete
-workload <workload
name> *” command to
delete the associated
streams from the active
workload.
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CVO READDIR Timeout
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CRITICAL

A READDIR file operation
has exceeded the timeout
that it is allowed to run in
WAFL. This can be
because of very large or
sparse directories.
Corrective action is
recommended.

Perform the following
corrective actions:

Find information specific
to recent directories that
have had READDIR file
operations expire by using
the following 'diag’
privilege nodeshell CLI
command:

wafl readdir notice show.

Check if directories are
indicated as sparse or not:

If a directory is indicated
as sparse, itis
recommended that you
copy the contents of the
directory to a new
directory to remove the
sparseness of the
directory file.

If a directory is not
indicated as sparse and
the directory is large, it is
recommended that you
reduce the size of the
directory file by reducing
the number of file entries
in the directory.



CVO Relocation of
Storage Pool Failed

CRITICAL

This event occurs during
the relocation of an
aggregate, when the
destination node cannot
reach the object stores.

Perform the following
corrective actions:

Verify that your
intercluster LIF is online
and functional by using
the "network interface
show" command.

Check network
connectivity to the object
store server by using
the™ping" command over
the destination node
intercluster LIF.

Verify that the
configuration of your
object store has not
changed and that login
and connectivity
information is still accurate
by using the "aggregate
object-store config show"
command.

Alternatively, you can
override the error by using
the "override-destination-
checks" parameter of the
relocation command.

Contact NetApp technical

support for more
information or assistance.
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CVO Shadow Copy Failed CRITICAL

CVO Storage VM Stop
Succeeded

CVO Too Many CIFS
Authentication

CVO Unassigned Disks
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INFO

WARNING

INFO

A Volume Shadow Copy
Service (VSS), a Microsoft
Server backup and restore
service operation, has
failed.

This message occurs
when a 'vserver stop'
operation succeeds.

Many authentication
negotiations have
occurred simultaneously.
There are 256 incomplete
new session requests
from this client.

System has unassigned
disks - capacity is being
wasted and your system
may have some
misconfiguration or partial
configuration change
applied.

Check the following using
the information provided in
the event message:

Is shadow copy
configuration enabled?

Are the appropriate
licenses installed?

On which shares is the
shadow copy operation
performed?

Is the share name
correct?

Does the share path
exist?

What are the states of the
shadow copy set and its
shadow copies?

Use 'vserver start'
command to start the data
access on a storage VM.

Investigate why the client
has created 256 or more
new connection requests.
You might have to contact
the vendor of the client or
of the application to
determine why the error
occurred.

Perform the following
corrective actions:

Determine which disks are
unassigned by using the
"disk show -n" command.

Assign the disks to a
system by using the "disk
assign" command.



CVO Unauthorized User
Access to Admin Share

CVO Virus Detected

CVO Volume Offline

CVO Volume Restricted

Back to Top

WARNING

WARNING

INFO

INFO

A client has attempted to
connect to the privileged
ONTAP_ADMIN$ share
even though their logged-
in user is not an allowed
user.

A Vscan server has
reported an error to the
storage system. This
typically indicates that a
virus has been found.
However, other errors on
the Vscan server can
cause this event.

Client access to the file is
denied. The Vscan server
might, depending on its
settings and configuration,
clean the file, quarantine
it, or delete it.

This message indicates
that a volume is made
offline.

This event indicates that a
flexible volume is made
restricted.

SnapMirror for Business Continuity (SMBC) Mediator Log Monitors

Monitor Name

ONTAP Mediator Added

Severity

INFO

Monitor Description

This message occurs
when ONTAP Mediator is
added successfully on a
cluster.

Perform the following
corrective actions:

Ensure that the mentioned
username and IP address
is configured in one of the
active Vscan scanner
pools.

Check the scanner pool
configuration that is
currently active by using
the "vserver vscan
scanner pool show-active"
command.

Check the log of the
Vscan server reported in
the "syslog" event to see if
it was able to successfully
clean, quarantine, or
delete the infected file. If it
was not able to do so, a
system administrator
might have to manually
delete the file.

Bring the volume back
online.

Bring the volume back
online.

Corrective Action

None
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ONTAP Mediator Not
Accessible

ONTAP Mediator
Removed

ONTAP Mediator
Unreachable

SMBC CA Certificate
Expired
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CRITICAL

INFO

WARNING

CRITICAL

This message occurs
when either the ONTAP
Mediator is repurposed or
the Mediator package is
no longer installed on the
Mediator server. As a
result, SnapMirror failover
is not possible.

This message occurs
when ONTAP Mediator is
removed successfully
from a cluster.

This message occurs
when the ONTAP
Mediator is unreachable
on a cluster. As a result,
SnapMirror failover is not
possible.

This message occurs
when the ONTAP
Mediator certificate
authority (CA) certificate
has expired. As a result,
all further communication
to the ONTAP Mediator
will not be possible.

Remove the configuration
of the current ONTAP
Mediator by using the
"snapmirror mediator
remove" command.
Reconfigure access to the
ONTAP Mediator by using
the "snapmirror mediator
add" command.

None

Check the network
connectivity to the ONTAP
Mediator by using the
"network ping" and
"network traceroute"
commands. If the issue
persists, remove the
configuration of the
current ONTAP Mediator
by using the "snapmirror
mediator remove"
command. Reconfigure
access to the ONTAP
Mediator by using the
"snapmirror mediator add"
command.

Remove the configuration
of the current ONTAP
Mediator by using the
"snapmirror mediator
remove" command.
Update a new CA
certificate on the ONTAP
Mediator server.
Reconfigure access to the
ONTAP Mediator by using
the "snapmirror mediator
add" command.



SMBC CA Certificate
Expiring

WARNING

SMBC Client Certificate CRITICAL
Expired

SMBC Client Certificate  ~ WARNING
Expiring

SMBC Relationship Out of CRITICAL
Sync

Note: UM doesn’t have

this one

This message occurs
when the ONTAP
Mediator certificate
authority (CA) certificate is
due to expire within the
next 30 days.

This message occurs
when the ONTAP
Mediator client certificate
has expired. As a result,
all further communication
to the ONTAP Mediator
will not be possible.

This message occurs
when the ONTAP
Mediator client certificate
is due to expire within the
next 30 days.

This message occurs
when a SnapMirror for
Business Continuity
(SMBC) relationship
changes status from "in-
sync" to "out-of-sync".
Due to this RPO=0 data
protection will be
disrupted.

Before this certificate
expires, remove the
configuration of the
current ONTAP Mediator
by using the "snapmirror
mediator remove"
command. Update a new
CA certificate on the
ONTAP Mediator server.
Reconfigure access to the
ONTAP Mediator by using
the "snapmirror mediator
add" command.

Remove the configuration
of the current ONTAP
Mediator by using the
"snapmirror mediator
remove" command.
Reconfigure access to the
ONTAP Mediator by using
the "snapmirror mediator
add" command.

Before this certificate
expires, remove the
configuration of the
current ONTAP Mediator
by using the "snapmirror
mediator remove"
command. Reconfigure
access to the ONTAP
Mediator by using the
"snapmirror mediator add"
command.

Check the network
connection between the
source and destination
volumes. Monitor the
SMBC relationship status
by using the "snapmirror
show" command on the
destination, and by using
the "snapmirror list-
destinations" command on
the source. Auto-resync
will attempt to bring the
relationship back to "in-
sync" status. If the resync
fails, verify that all the
nodes in the cluster are in
quorum and are healthy.
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SMBC Server Certificate  CRITICAL
Expired

SMBC Server Certificate WARNING
Expiring

Back to Top

This message occurs
when the ONTAP
Mediator server certificate
has expired. As a result,
all further communication
to the ONTAP Mediator
will not be possible.

This message occurs
when the ONTAP
Mediator server certificate
is due to expire within the
next 30 days.

Additional Power, Heartbeat, and Miscellaneous System Monitors

Monitor Name Severity

Disk Shelf Power Supply INFORMATIONAL
Discovered

Disk Shelves Power INFORMATIONAL
Supply Removed

MetroCluster Automatic CRITICAL

Unplanned Switchover
Disabled
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Monitor Description

This message occurs
when a power supply unit
is added to the disk shelf.

This message occurs
when a power supply unit
is removed from the disk
shelf.

This message occurs
when automatic

unplanned switchover
capability is disabled.

Remove the configuration
of the current ONTAP
Mediator by using the
"snapmirror mediator
remove" command.
Update a new server
certificate on the ONTAP
Mediator server.
Reconfigure access to the
ONTAP Mediator by using
the "snapmirror mediator
add" command.

Before this certificate
expires, remove the
configuration of the
current ONTAP Mediator
by using the "snapmirror
mediator remove"
command. Update a new
server certificate on the
ONTAP Mediator server.
Reconfigure access to the
ONTAP Mediator by using
the "snapmirror mediator
add" command.

Corrective Action

NONE

NONE

Run the "metrocluster
modify -node-name
<nodename> -automatic
-switchover-onfailure true
command for each node
in the cluster to enable
automatic switchover.



Monitor Name

MetroCluster Storage
Bridge Unreachable

MetroCluster Bridge
Temperature Abnormal -
Below Ciritical

MetroCluster Bridge
Temperature Abnormal -
Above Critical

MetroCluster Aggregate
Left Behind

Severity

CRITICAL

CRITICAL

CRITICAL

WARNING

Monitor Description

The storage bridge is not
reachable over the
management network

The sensor on the Fibre
Channel bridge is
reporting a temperature
that is below the critical
threshold.

The sensor on the Fibre
Channel bridge is
reporting a temperature
that is above the critical
threshold.

The aggregate was left
behind during switchback.

Corrective Action

1) If the bridge is
monitored by SNMP, verify
that the node
management LIF is up by
using the "network
interface show" command.
Verify that the bridge is
alive by using the
"network ping" command.
2) If the bridge is
monitored in-band, check
the fabric cabling to the
bridge, and then verify
that the bridge is powered
up.

1) Check the operational
status of the fans on the
storage bridge.

2) Verify that the bridge is
operating under
recommended
temperature conditions.

1) Check the operational
status of the chassis
temperature sensor on the
storage bridge using the
command "storage bridge
show -cooling".

2) Verify that the storage
bridge is operating under
recommended
temperature conditions.

1) Check the aggregate
state by using the
command "aggr show".

2) If the aggregate is
online, return it to its
original owner by using
the command
"metrocluster switchback".
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Monitor Name Severity

All Links Between CRITICAL
Metrocluster Partners
Down

MetroCluster Partners Not CRITICAL
Reachable Over Peering
Network

MetroCluster Inter Switch CRITICAL
All Links Down
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Monitor Description

RDMA interconnect

adapters and intercluster

LIFs have broken

connections to the peered

cluster or the peered
cluster is down.

The connectivity to the
peer cluster is broken.

All Inter-Switch Links
(ISLs) on the storage
switch are down.

Corrective Action

1) Ensure that the
intercluster LIFs are up
and running. Repair the
intercluster LIFs if they are
down.

2) Verify that the peered
cluster is up and running
by using the "cluster peer
ping" command. See the
MetroCluster Disaster
Recovery Guide if the
peered cluster is down.
3) For fabric MetroCluster,
verify that the back-end
fabric ISLs are up and
running. Repair the back-
end fabric ISLs if they are
down.

4) For non-fabric
MetroCluster
configurations, verify that
the cabling is correct
between the RDMA
interconnect adapters.
Reconfigure the cabling if
the links are down.

1) Ensure that the port is
connected to the correct
network/switch.

2) Ensure that the
intercluster LIF is
connected with the peered
cluster.

3) Ensure that the peered
cluster is up and running
by using the command
"cluster peer ping". Refer
to the MetroCluster
Disaster Recovery Guide
if the peered cluster is
down.

1) Repair the back-end
fabric ISLs on the storage
switch.

2) Ensure that the partner
switch is up and its ISLs
are operational.

3) Ensure that
intermediate equipment,
such as xX\WWDM devices,
are operational.



Monitor Name Severity
MetroCluster Node To WARNING
Storage Stack SAS Link

Down

MetroClusterFC Initiator CRITICAL
Links Down

FC-VI Interconnect Link CRITICAL
Down

MetroCluster Spare Disks WARNING
Left Behind

MetroCluster Storage CRITICAL

Bridge Port Down

Monitor Description

The SAS adapter or its
attached cable might be at
fault.

The FC initiator adapter is
at fault.

The physical link on the
FC-VI port is offline.

The spare disk was left
behind during switchback.

The port on the storage
bridge is offline.

Corrective Action

1. Verify that the SAS
adapter is online and
running.

2. Verify that the physical
cable connection is secure
and operating, and
replace the cable if
necessary.

3. If the SAS adapter is
connected to disk shelves,
ensure IOMs and disks
are properly seated.

1. Ensure that the FC
initiator link has not been
tampered with.

2. Verify the operational
status of the FC initiator
adapter by using the
command "system node
run -node local -command
storage show adapter".

1. Ensure that the FC-VI
link has not been
tampered with.

2. Verify that the physical
status of the FC-VI
adapter is "Up" by using
the command
"metrocluster interconnect
adapter show".

3. If the configuration
includes fabric switches,
ensure that they are
properly cabled and
configured.

If the disk is not failed,
return it to its original
owner by using the
command "metrocluster
switchback".

1) Check the operational
status of the ports on the
storage bridge by using
the command "storage
bridge show -ports".

2) Verify logical and
physical connectivity to
the port.
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Monitor Name

MetroCluster Storage
Switch Fans Failed

MetroCluster Storage
Switch Unreachable

MetroCluster Switch
Power Supplies Failed

MetroCluster Switch
Temperature Sensors
Failed
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Severity

CRITICAL

CRITICAL

CRITICAL

CRITICAL

Monitor Description

The fan on the storage
switch failed.

The storage switch is not
reachable over the
management network.

A power supply unit on the
storage switch is not
operational.

The sensor on the Fibre
Channel switch failed.

Corrective Action

1) Ensure that the fans in
the switch are operating
correctly by using the
command "storage switch
show -cooling".

2) Ensure that the fan
FRUs are properly
inserted and operational.

1) Ensure that the node
management LIF is up by
using the command
"network interface show".
2) Ensure that the switch
is alive by using the
command "network ping".
3) Ensure that the switch
is reachable over SNMP
by checking its SNMP
settings after logging into
the switch.

1) Check the error details
by using the command
"storage switch show
-error -switch-name
<swtich name>".

2) Identify the faulty power
supply unit by using the
command "storage switch
show -power -switch
-name <switch name>".
3) Ensure that the power
supply unitis properly
inserted into the chassis
of the storage switch and
fully operational.

1) Check the operational
status of the temperature
sensors on the storage
switch by using the
command "storage switch
show -cooling".

2) Verify that the switch is
operating under
recommended
temperature conditions.



Monitor Name

MetroCluster Switch
Temperature Abnormal

Service Processor
Heartbeat Missed

Severity

CRITICAL

INFORMATIONAL

Monitor Description

The temperature sensor
on the Fibre Channel
switch reported abnormal
temperature.

This message occurs
when ONTAP does not
receive an expected
"heartbeat" signal from the
Service Processor (SP).
Along with this message,
log files from SP will be
sent out for debugging.
ONTAP will reset the SP
to attempt to restore
communication. The SP
will be unavailable for up
to two minutes while it
reboots.

Corrective Action

1) Check the operational
status of the temperature
sensors on the storage
switch by using the
command "storage switch
show -cooling".

2) Verify that the switch is
operating under
recommended
temperature conditions.

Contact NetApp technical
support.
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Monitor Name

Service Processor
Heartbeat Stopped

Back to Top

More Information

Severity

WARNING

Monitor Description

This message occurs
when ONTAP is no longer
receiving heartbeats from
the Service Processor
(SP). Depending on the
hardware design, the
system may continue to
serve data or may
determine to shut down to
prevent data loss or
hardware damage. The
system continues to serve
data, but because the SP
might not be working, the
system cannot send
notifications of down
appliances, boot errors, or
Open Firmware (OFW)
Power-On Self-Test
(POST) errors. If your
system is configured to do
so, it generates and
transmits an AutoSupport
(or 'call home') message
to NetApp technical
support and to the
configured destinations.
Successful delivery of an
AutoSupport message
significantly improves
problem determination
and resolution.

Corrective Action

If the system has shut
down, attempt a hard
power cycle: Pull the
controller out from the
chassis, push it back in
then power on the system.
Contact NetApp technical
support if the problem
persists after the power
cycle, or for any other
condition that may warrant
attention.

* Viewing and Dismissing Alerts

Webhook Notifications

Notification using Webhooks

Webhooks allow users to send alert notifications to various applications using a
customized webhook channel.

Many commercial applications support webhooks as a standard input interface, for example: Slack, PagerDuty,
Teams, and Discord all support webhooks. By supporting a generic, customizable webhook channel, Data
Infrastructure Insights can support many of these delivery channels. Information on webhooks can be found on
these application websites. For example, Slack provides this useful guide.

You can create multiple webhook channels, each channel targeted for a different purpose; separate
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applications, different recipients, etc.

The webhook channel instance is comprised of the following elements:

Name Unigque name

URL Webhook target URL, including the http.// or https://
prefix along with the url params

Method GET, POST - Default is POST

Custom Header Specify any custom header lines here

Message Body Put the body of your message here

Default Alert Parameters Lists the default parameters for the webhook

Custom Parameters and Secrets Custom parameters and secrets allow you to add
unique parameters and secure elements such as
passwords

Creating a Webhook

To create a Data Infrastructure Insights webhook, go to Admin > Notifications and select the Webhooks tab.

The following image shows an example webhook configured for Slack:
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Edit a Webhook

Name

Slack Test

Template Type

Slack v

URL

hitps:/ hooks.slack.com/services/<token=

Method
FOST -

Custom Header

Content-Type: application/json
Accept: application/json

b

Message Body

{
"blocks":[

"type™: "saction",
"t "]
"type":"mrkdwn",
"taxt";"*Cloud Insights Alert - 2c%alertid %
Severity - *U%saverity®a0et"
¥ .

1]
- “

Cancel ‘ ‘ Test Webhook Save Webhook

Enter appropriate information for each of the fields, and click "Save" when complete.

You can also click the "Test Webhook" button to test the connection. Note that this will send the "Message
Body" (without substitutions) to the defined URL according to the selected Method.

Data Infrastructure Insights webhooks comprise a number of default parameters. Additionally, you can create
your own custom parameters or secrets.
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Default Alert Parameters

Name
%o%alertDescription%a%o

Ya%alertid®e%s

2% alertRelativelrl%:%

Yo%metricName%:%0
%% monitorMamefoo
%o%objectTypelods
Yo%oseveritydo%o

%% alertCondition%:%

Description
Alert description
AlertID

Relative URL to the Alert page. To build alert link use
hitps://%%cloudinsightsHostMame®:%%%alertRelativeUrl%%

Monitored metric
Monitor name
Monitored object type
Alert saverity level

Alert condition

Yo%ctriggerTime%®o Alert trigger time in GMT (Tue, 27 Oct 2020 01:20:30 GMT’)

Yo%etriggerTimeEpochado Alert trigger time in Epoch format (milliseconds)

I

Triggered On |

So%etriggeredOn%%% (keywvalue pairs separated by commas)

Ba%valueleto Metric value that triggered the alert

%o%cloudinsightsLogoUrl%% Cloud Insights logo URL

Cloud Insights Hostname (concatenate with relative URL to build

g, :
%o%ecloudinsightsHostname%6% alert link]

Custom Parameters and Secrets ©

Name Value Description

Mo Data Available

Parameters: What are they and how do | use them?

Alert Parameters are dynamic values populated per alert. For example, the %% TriggeredOn% % parameter will
be replaced with the object on which the alert was triggered.

You can add any object attribute (for example, storage name) as a parameter to a webhook. For example, you
can set parameters for volume name and storage name in a webhook description like: "High Latency for
Volume: % %relatedObject.volume.name %%, Storage: % %relatedObject.storage.name%%".

Note that in this section, substitutions are not performed when clicking the "Test Webhook" button; the button
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sends a payload that shows the %% substitutions but does not replace them with data.

Custom Parameters and Secrets

In this section you can add any custom parameters and/or secrets you wish. For security reasons, if a secret is
defined only the webhook creator can modify this webhook channel. It is read-only for others. You can use
secrets in URL/Headers as % %<secret name>%%.

Webhooks List Page

On the Webhooks list page, displayed are the Name, Created By, Created On, Status, Secure, and Last
Reported fields.

Choosing Webhook Notification in a Monitor

To choose the webhook notification in a monitor, go to Alerts > Manage Monitors and select the desired
monitor, or add a new monitor. In the Set up team notifications section, choose Webhook as the delivery
method. Select the alert levels (Critical, Warning, Resolved), then choose the desired webhook.

e Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Motify team on Use Webhook &

Critical, Warning, Resolved - Please Select -

ci-alerts-notifications-dev

ci-alerts-notifications-aa

Webhook Examples:

Webhooks for Slack
Webhooks for PagerDuty
Webhooks for Teams
Webhooks for Discord

Webhook Example for Discord

Webhooks allow users to send alert notifications to various applications using a
customized webhook channel. This page provides an example for setting up webhooks
for Discord.

@ This page refers to third-party instructions, which could be subject to change. Refer to the
Discord documentation for the most up-to-date information.

Discord Setup:

* In Discord, select the Server, under Text Channels, select Edit Channel (gear icon)
« Select Integrations > View Webhooks and click New Webhook

» Copy the Webhook URL. You will need to paste this into the Data Infrastructure Insights webhook
configuration.
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Create Data Infrastructure Insights Webhook:
1. In Data Infrastructure Insights, navigate to Admin > Notifications and select the Webhooks tab. Click
+Webhook to create a new webhook.
2. Give the webhook a meaningful Name, such as "Discord".
3. In the Template Type drop-down, select Discord.
4. Paste the URL from above into the URL field.

Edit a Webhook

MName

Discord Webhook

Template Type

Discord v

URL

https://discord.com/api/webhooks/ <token string>

Method
POST -

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

-
1

"content™: null,
“embeds™: [

"color™: 3244733,
"fields™ [ -

m , B LnLm &

e o DL i m i m Bl e =

Cancel Test Webhook Save Webhook

In order to test the webhook, temporarily replace the url value in the message body with any
@ valid URL (such as https.//netapp.com) then click the Test Webhook button. Be sure to set the
message body back once the test completes.

165


https://netapp.com

Notifications via Webhook

To notify on events via webhook, in Data Infrastructure Insights navigate to Alerts > Monitors and click
+Monitor to create a new monitor.

» Select a metric and define the monitor’s conditions.
» Under _Set up team notification(s), choose the Webhook Delivery Method.

* Choose the "Discord" webhook for the desired events (Critical, Warning, Resolved)

© Sset up team notification(s) (alert your team via email, or Webhook)
By Webhook Notify team on Use Webhook(s) 0
Critical, Warning, Resolved v Discord x X

Webhook Example for PagerDuty

Webhooks allow users to send alert notifications to various applications using a

customized webhook channel. This page provides an example for setting up webhooks
for PagerDuty.

@ This page refers to third-party instructions, which could be subject to change. Refer to the
PagerDuty documentation for the most up-to-date information.

PagerDuty Setup:

1. In PagerDuty, navigate to Services > Service Directory and click on the +New Service button

2. Enter in a Name and select Use our API directly. Click on Add Service.
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Add a Service

A service may represent an application, component or team you wish to open incidents against
General Settings

MName

Description Add a desoription for this sarvies [ootional)

Integration Settings

Conneot with one of PesgerDuty’s supported integrations, or oreate a custom Integration through email or AP Alans fr
a sarvice from a supportad integration or through the Events V2 AP
You can add more then one integration to a servics, for example, one for monitoring alerts and one for change events

Integration Type @ O Select a toal "

PagarDuty integrates with hundreds of tocls, inciidng moniaring
tooly tcksting Systems, code repositoriss. and deplay pipelnat
This may invehe configuration Gteps in the 1Ol Fou are integrating
with PagerDuty.

() Integrate via emall
If yous monitoring toal can send emall, it can integrate with
PagerDuty ubng & custom small sodress

i Use our AP directly
I youlre wiiting your Swin INTepration, uBe our Events APL Mose
infarmatian i in cur developer dosumentation

Events AR v2 v

() Don't use an integratian
If you only Wt incidants 1o B2 manusly created, You can atway's
#09 pAIDONS! INTegrations leter

. Click on the Integrations tab to see the Integration Key. You will need this key when you create the Data
Infrastructure Insights webhook below.

. Go to Incidents or Services to view Alerts.

m Sl T | o i ek o by ot

Incidents on All Teams

Vit g incierte AB sger ncidwmin
& I g B
a7 g ]

(Ra= g aacemiweged Sempbed me Aol

[Ty Lrger ¥ ren Crames hrrm mam g B2
[ - B T T T e e—— T Yaest [T
"o - LD T mitn, e e R E e B
e - Ansegril | a W  pggroEs e e LR St § SNy
TR e
P = R b 1 P e S B b Wil (B s ]
i ol
= il - R T bl WP L el PR LT L] [T ]
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[ — - L = o e T wiifem
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Create Data Infrastructure Insights Webhook:

1.

In Data Infrastructure Insights, navigate to Admin > Notifications and select the Webhooks tab. Click
+Webhook to create a new webhook.

. Give the webhook a meaningful Name, such as "PagerDuty Trigger". You will use this webhook for critical-

and warning-level events.

In the Template Type drop-down, select PagerDuty.

. Create a custom parameter secret named routingKey and set the value to the PagerDuty Integration Key

value from above.

Custom Parameters and Secrets ©

Name Value T Description

FhEEEEE

Bo%routingKeye%e

Name © Value
routingkey

Type Description
Secret v

Repeat these steps to create a "PagerDuty Resolve" webhook for resolved events.

PagerDuty to Data Infrastructure Insights Field Mapping

The following table and image show the mapping of fields between PagerDuty and Data Infrastructure Insights:

PagerDuty Data Infrastructure Insights
Alert Key Alert ID

Source Triggered On

Component Metric Name

Group Object Type

Class Monitor Name
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Message Body
{

"dedup_key": "%%alertld%%",
"event_action™: "trigger”,
"links": [
"href": "hitps:/ /%% cloudinsightsHostname%%%%alertRelativeUr|%6%4",
"text™: "'t metricNamet' value of %% valuee®s (%%alertCondition®e%s) for
Se%etriggered On% et

]l

"payload™: |
"class™: "M% monitorNametsie,
"component™: "% metrichame%eta",
"group™: "%%objectTypeas’,

"severity": "critical”,

"source”: "%%otriggeredOn®ods”

"summary": "%oseverity?ol | %0%alertld%% | %oY%iriggeredOnYso”
h

"routing_key": "%%routingKeya%"
!

Notifications via Webhook

To notify on events via webhook, in Data Infrastructure Insights navigate to Alerts > Monitors and click
+Monitor to create a new monitor.

« Select a metric and define the monitor’s conditions.
» Under _Set up team notification(s), choose the Webhook Delivery Method.
» Choose the "PagerDuty Trigger" webhook for Critical- and Warning-level events.

» Choose the "PagerDuty Resolve" for resolved events.

o Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Notify team on Use Webhook(s) o
Critical, Warning v PagerDuty Trigger % v
Notify team on Use Webhook(s) ]
Resolved - PagerDuty Resolve x v
@ Setting separate notifications for trigger events versus resolved events is a best practice, since
PagerDuty handles trigger events differently than resolved events.
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Webhook Example for Slack

Webhooks allow users to send alert notifications to various applications using a
customized webhook channel. This page provides an example for setting up webhooks
for Slack.

@ This page refers to third-party instructions, which could be subject to change. Refer to the Slack
documentation for the most up-to-date information.

Slack Example:

* Go to https://api.slack.com/apps and Create a new App. Give it a meaningful name and select the Slack
Workspace.

Create a Slack App X

App Name

e.g. Super Service ‘

Don't worry; you'll be able to change this later.

Development Slack Workspace

‘ Development Slack Workspace - ‘

Your app belongs to this workspace—leaving this workspace will remove your
ability to manage this app. Unfortunately, this can't be changed later.

By creating a Web API Application, you agree to the Slack API Terms of
Service.

Cancel Create App

* Go to Incoming Webhooks, click on Activate Incoming Webhooks, Request to Add New Webhook, and
select the Channel on which to Post.

» Copy the Webhook URL. You will need to paste this into the Data Infrastructure Insights webhook
configuration.

Create Data Infrastructure Insights Webhook:

1. In Data Infrastructure Insights, navigate to Admin > Notifications and select the Webhooks tab. Click
+Webhook to create a new webhook.

2. Give the webhook a meaningful Name, such as "Slack Webhook".

3. In the Template Type drop-down, select Slack.
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4. Paste the URL from above into the URL field.

Edit a Webhook

Mame

Slack

Template Type
Slack v

URL

https://hooks.slack.com/services/ <token string=

Method
POST v

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

{
"blocks":[
"type":"section",
"text":d
"type":"mrkdwn",
"text":""Cloud Insights Alert - %6%alertld%%”
Severity - "%0%severityo™"

} -

1
EL)

r /:’:

‘ Cancel H Test Webhook ‘

Notifications via Webhook

To notify on events via webhook, in Data Infrastructure Insights navigate to Alerts > Monitors and click
+Monitor to create a new monitor.

» Select a metric and define the monitor’s conditions.

» Under _Set up team notification(s), choose the Webhook Delivery Method.

* Choose the "Slack" webhook for the desired events (Critical, Warning, Resolved)
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o Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Notify team on Use Webhook(s)

Critical, Warning, Resolved A Slack x

More information:
» To modify message format and layout, see https://api.slack.com/messaging/composing
+ Error handling: https://api.slack.com/messaging/webhooks#handling_errors

Webhook Example for Microsoft Teams

Webhooks allow users to send alert notifications to various applications using a
customized webhook channel. This page provides an example for setting up webhooks
for Teams.

@ This page refers to third-party instructions, which could be subject to change. Refer to the
Teams documentation for the most up-to-date information.

Teams Setup:

1. In Teams, select the kebab, and search for Incoming Webhook.

incoming webhook Q

2* Incoming Webhook
€D Send data from a service to your Office 365 grou

2. Select Add to a Team > Select a Team > Setup a Connector.

3. Copy the Webhook URL. You will need to paste this into the Data Infrastructure Insights webhook
configuration.

Create Data Infrastructure Insights Webhook:

1. In Data Infrastructure Insights, navigate to Admin > Notifications and select the Webhooks tab. Click
+Webhook to create a new webhook.

2. Give the webhook a meaningful Name, such as "Teams Webhook".

172


https://api.slack.com/messaging/composing
https://api.slack.com/messaging/webhooks#handling_errors
https://docs.microsoft.com/en-us/microsoftteams/platform/webhooks-and-connectors/how-to/add-incoming-webhook

3. In the Template Type drop-down, select Teams.

Edit a Webhook

Name

Teams Webhook

Template Type

Teams b

URL
https://netapp.webhook.office.com/webhookb2/ <token string>

Method
POST v

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

"@type": "MessageCard",
"@context"™: "http://schema.org fextensions’,
"themeColor™: "0076DT",
"summary": "Cloud Insights Alert”,
"sections”: [

[

"activityTitle": "%%bseverity%:96 | %%alertid%% | %%triggeradOn®6t",
“activitySubtitie™: "0 triggerTima®e”,

“"markdown": false,

e ety T A

Cancel H Test Webhook ‘ Save Webhook

1. Paste the URL from above into the URL field.

Notifications via Webhook

To notify on events via webhook, in Data Infrastructure Insights navigate to Alerts > Monitors and click
+Monitor to create a new monitor.

» Select a metric and define the monitor’s conditions.
* Under _Set up team notification(s), choose the Webhook Delivery Method.

* Choose the "Teams" webhook for the desired events (Critical, Warning, Resolved)
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e Set up team notification(s) (alert your team via email, or Webhook

By Webhook Motify team on Use Webhook{s)

Critical, Warning, Resolved - Teams- Edwin % K-

Working with Annotations

Defining annotations

When customizing Data Infrastructure Insights to track data for your corporate
requirements, you can define specialized notes, called annotations, and assign them to
your assets.

You can assign annotations to assets with information such as asset end of life, data center, building location,
storage tier, or volume service level.

Using annotations to help monitor your environment includes the following high-level tasks:

 Creating or editing definitions for all annotation types.

 Displaying asset pages and associating each asset with one or more annotations.

For example, if an asset is being leased and the lease expires within two months, you might want to apply
an end-of-life annotation to the asset. This helps prevent others from using that asset for an extended time.

* Creating rules to automatically apply annotations to multiple assets of the same type.
* Filter assets by their annotations.
Default annotation types

Data Infrastructure Insights provides some default annotation types. These annotations can be used to filter or
group data.

You can associate assets with default annotation types such as the following:

 Asset life cycle, such as birthday, sunset, or end of life
« Location information about a device, such as data center, building, or floor
« Classification of assets, such as by quality (tiers), by connected devices (switch level), or by service level

« Status, such as hot (high utilization)

The following table lists the Data Infrastructure Insights-provided annotation types.

Annotation types Description Type
Alias User-friendly name for a resource Text
Compute Resource Group Group assignment used by the Host and VM Filesystems  List

data collector

Data Center Physical location List
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Hot

Note

Service Level

Sunset

Switch Level

Tier

Violation Severity

Alias, Data Center, Hot, Service Level, Sunset, Switch Level, Tier, and Violation Severity are

Devices under heavy use on a regular basis or at the Boolean
threshold of capacity

Comments associated with a resource Test

A set of supported service levels that you can assign to List
resources. Provides an ordered options list for internal
volumes, gtree, and volumes. Edit service levels to set
performance policies for different levels.

Threshold set after which no new allocations can be made Date
to that device. Useful for planned migrations and other
pending network changes.

Predefined options for setting up categories for switches.  List
Typically, these designations remain for the life of the

device, although you can edit them. Available only for
switches.

Can be used to define different levels of service within List
your environment. Tiers can define the type of level, such

as speed needed (for example, gold or silver). This

feature is available only on internal volumes, qtrees,

storage arrays, storage pools, and volumes.

Rank (for example, major) of a violation (for example, List
missing host ports or missing redundancy), in a hierarchy
of highest to lowest importance.

system-level annotations, which you cannot delete or rename; you can change only their

assigned values.

Creating custom annotations

Using annotations, you can add custom business-specific data that matches your business needs to assets.
While Data Infrastructure Insights provides a set of default annotations, you might find that you want to view
data in other ways. The data in custom annotations supplements device data already collected, such as

storage manufacturer, number volumes, and performance statistics. The data you add using annotations is not
discovered by Data Infrastructure Insights.

Steps

1. In the Data Infrastructure Insights menu, click Manage > Annotations.

The Annotations page displays the list of annotations.

2. Click +Add

3. Enter a Name and Description of the annotation.

You can enter up to 255 characters in these fields.

4. Click Type and then select one of the following options that represents the type of data allowed in this

annotation:

Annotation types
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* Boolean: Creates a drop-down list with the choices of yes and no. For example, the "Direct Attached"
annotation is Boolean.

» Date: This creates a field that holds a date. For example, if the annotation will be a date, select this.
« List: Creates either of the following:

o A drop-down fixed list
When others are assigning this annotation type on a device, they cannot add more values to the list.
> A drop-down flexible list

If you select the Add new values on the fly option when you create this list, when others are assigning
this annotation type on a device, they can add more values to the list.

* Number: Creates a field where the user assigning the annotation can enter a number. For example, if the
annotation type is "Floor", the user could select the Value Type of "number" and enter the floor number.

 Text: Creates a field that allows free-form text. For example, you might enter "Language" as the annotation
type, select "Text" as the value type, and enter a language as a value.

@ After you set the type and save your changes, you cannot change the type of the annotation. If
you need to change the type, you have to delete the annotation and create a new one.

1. If you select List as the annotation type, do the following:
a. Select Add new values on the fly if you want the ability to add more values to the annotation when on
an asset page, which creates a flexible list.

For example, suppose you are on an asset page and the asset has the City annotation with the values
Detroit, Tampa, and Boston. If you selected the Add new values on the fly option, you can add
additional values to City like San Francisco and Chicago directly on the asset page instead of having to
go to the Annotations page to add them. If you do not choose this option, you cannot add new
annotation values when applying the annotation; this creates a fixed list.

b. Enter a value and description in Value and Description fields.

c. Click Add to add additional values.

d. Click the Trash icon to delete a value.

2. Click Save

Your annotations appear in the list on the Annotations page.

A Note About Boolean Annotations
When filtering on a Boolean annotation, you may be presented with the following values on which to filter:

* Any: This will return all results, including results set to "Yes", "No", or not set at all.

* Yes: Returns only "Yes" results. Note that DIl shows "Yes" as a check mark in most tables. Values may be
set to "True", "On", etc.; DIl treats all of these as "Yes".

* No: Returns only "No" results. Note that DIl shows "No" as an "X" in most tables. Values may be set to
"False", "Off", etc.; DIl treats all of these as "No".

* None: Returns only results where the annotation has not been set at all. Also referred to as "Null" values.

After you finish

176



In the Ul, the annotation is available immediately for use.

Using annotations

You create annotations and assign them to assets you monitor. Annotations are notes
that provide information about an asset, such as physical location, end of life, storage tier,
or volume service levels.

Defining annotations

Using annotations, you can add custom business-specific data that matches your business needs to assets.
While Data Infrastructure Insights provides a set of default annotations, such as asset life cycle (birthday or
end of life), building or data center location, and tier, you might find that you want to view data in other ways.

The data in custom annotations supplements device data already collected, such as switch manufacturer,
number of ports, and performance statistics. The data you add using annotations is not discovered by Data
Infrastructure Insights.

Before you begin
« List any industry terminology to which environment data must be associated.

« List corporate terminology to which environment data must be associated.

« Identify any default annotation types that you might be able to use.

« Identify which custom annotations you need to create. You need to create the annotation before it can be
assigned to an asset.

Use the following steps to create an annotation.

Steps
1. In the Data Infrastructure Insights menu, click Observability > Enrich > Annotations

2. Click + Annotation to create a new annotation.

3. Enter a Name, Description, and type for the new annotation.

For example, enter the following to create a text annotation that defines the physical location of an asset in
Data Center 4:

o Enter a name for the annotation, such as "Location"
o Enter a description of what the annotation is describing, such as "Physical location is Data Center 4"

o Enter the 'type' of annotation it is, such as "Text".

Manually assigning annotations to assets

Assigning annotations to assets helps you sort, group, and report on assets in ways that are relevant to your
business. Although you can assign annotations to assets of a particular type automatically using annotation
rules, you can assign annotations to an individual asset by using its asset page.

Before you begin
* You must have created the annotation you want to assign.

Steps
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1. Log in to your Data Infrastructure Insights environment.
2. Locate the asset to which you want to apply the annotation.

> You can locate assets by querying, choosing from a dashoard widget, or search. When you have
located the asset you want, click the link to open the asset’s landing page.

On the asset page, in the User Data section, click + Annotation.
The Add Annotation dialog box displays.

Select an annotation from the list.

o ok~ w

Click Value and do either of the following, depending on type of annotation you selected:
o If the annotation type is list, date, or Boolean, select a value from the list.
o If the annotation type is text, type a value.
7. Click Save.
If you want to change the value of the annotation after you assign it, click the annotation field and select a
different value.

If the annotation is of list type for which the Add new values on the fly option is selected, you can type a new
value in addition to selecting an existing value.

Assigning annotations using annotation rules

To automatically assign annotations to assets based on criteria that you define, you configure annotation rules.
Data Infrastructure Insights assigns the annotations to assets based on these rules. Data Infrastructure
Insights also provides two default annotation rules, which you can modify to suit your needs or remove if you
do not want to use them.

Creating annotation rules

As an alternative to manually applying annotations to individual assets, you can automatically apply
annotations to multiple assets using annotation rules. Annotations set manually on an individual asset pages
take precedence over rule-based annotations when Insight evaluates the annotation rules.

Before you begin

You must have created a query for the annotation rule.

About this task

Although you can edit the annotation types while you are creating the rules, you should have defined the types
ahead of time.

Steps
1. Click Manage > Annotation rules

The Annotation Rules page displays the list of existing annotation rules.

2. Click + Add.
3. Do the following:

a. In the Name box, enter a unique name that describes the rule.
This name will appear in the Annotation Rules page.

b. Click Query and select the query that is used to apply the annotation to assets.
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c. Click Annotation and select the annotation you want to apply.

d. Click Value and select a value for the annotation.
For example, if you choose Birthday as the annotation, you specify a date for the value.

e. Click Save

f. Click Run all rules if you want to run all the rules immediately; otherwise, the rules are run at a
regularly scheduled interval.

Creating annotation rules

You can use annotation rules to automatically apply annotations to multiple assets based
on criteria that you define. Data Infrastructure Insights assigns the annotations to assets
based on these rules. Annotations set manually on an individual asset pages take
precedence over rule-based annotations when Cloud Insight evaluates the annotation
rules.

Before you begin
You must have created a query for the annotation rule.

Steps
1. In the Data Infrastructure Insights menu click Manage > Annotation rules.

2. Click + Rule to add a new annotation rule.
The Add Rule dialog is displayed.

3. Do the following:
a. In the Name box, enter a unique name that describes the rule.
The name appears in the Annotation Rules page.
b. Click Query and select the query that Data Infrastructure Insights uses to identify the assets the
annotation applies to.

c. Click Annotation and select the annotation you want to apply.

d. Click Value and select a value for the annotation.
For example, if you choose Birthday as the annotation, you specify a date for the value.

e. Click Save

f. Click Run all rules if you want to run all the rules immediately; otherwise, the rules are run at a
regularly scheduled interval.

In a large Data Infrastructure Insights environment, you may notice that running
annotation rules seems to take a while to complete. This is because the indexer runs

@ first and must complete prior to running the rules. The indexer is what gives Data
Infrastructure Insights the ability to search or filter for new or updated objects and
counters in your data. The rules engine waits until the indexer completes its update
before applying the rules.
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Modifying annotation rules

You can modify an annotation rule to change the rule’s name, its annotation, the annotation’s value, or the
query associated with the rule.

Steps
1. In the Data Infrastructure Insights menu, Click Manage > Annotation rules.

The Annotation Rules page displays the list of existing annotation rules.
2. Locate the Annotation Rule you want to modify.

You can filter the annotation rules by entering a value in the filter box or click a page number to browse
through the annotation rules by page.

3. Click the menu icon for the rule that you want to modify.
4. Click Edit

The Edit Rule dialog is displayed.

5. Modify the annotation rule’s name, annotation, value, or query.

Changing the Order of Rules

Annotation rules are processed from the top of the rules list to the bottom. To change the order in which a rule
is processed, do the following:

Steps
1. Click on the menu icon for the rule you want to move.

2. Click Move Up or Move Down as needed until the rule appears in the location you want.

Note that when running multiple rules that update the same annotation on an asset, the first rule (as run from
the top down) applies the annotation and updates the asset, then the second rule applies but doesn’t change
any annotation that was already set by the previous rule.

Deleting annotation rules

You might want to delete annotation rules that are no longer used.

Steps
1. In the Data Infrastructure Insights menu, Click Manage > Annotation rules.

The Annotation Rules page displays the list of existing annotation rules.
2. Locate the Annotation Rule you want to delete.

You can filter the annotation rules by entering a value in the filter box or click a page number to browse
through the annotation rules by page.

3. Click the menu icon for the rule that you want to delete.

4. Click Delete

A confirmation message is displayed, prompting whether you want to delete the rule.
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5. Click OK

Importing Annotations

Data Infrastructure Insights includes an API for importing annotations or applications from
a CSV file, and assigning them to objects you specify.

@ The Data Infrastructure Insights API is available in Data Infrastructure Insights Premium
Edition.
Importing

The Admin > API Access links contain documentation for the Assets/Import API. This documentation
contains information on the .CSV file format.

ASSETS.import v

/assets/import Importassets from a CSV file. ™

Import annotations and applications from the given CSV file. The format of the CSV file is following:

. . <Annotation Type> [, <Annotation Type> ...] [, Application] [, Tenant] [, Line_of Business] [, Business_Unit] [
z;ﬁg:z:]Type value 1>, <Object Name or Key 1>, <Annotation Value> [, <Annotation Value> ...] [, <Application>] [, <Tenant>] [, <Line_Of_Business>] [, <Business_Unit>] [,
:;E;;izt?r)](pe value 2>, <Object Name or Key 2>, <Annotation value> [, <Annotation value> ...] [, <Application>] [, <Temant»>] [, <Line_Of_Business>] [, <Business_Unit>] [,
:;L;:Ez:;)}pe Value 3>, <Object Name or Key 3>, <Annotation Value> [, <Annotation Value> ...] [, <Application>] [, <Tenant>] [, <Line_Of Business>] [, <Business_Unit>] [,
<Project>

<Object Type Value N>, <Object Name or Key N>, <Annotation Value> [, <Annotation Value> ...] [, <Application>] [, <Tenant>] [, <Line_Of Business>] [, <Business_Unit>] [,
<Project>]

.CSV File Format

The general format of the CSV file is as follows. The first line of the file defines the import fields and specifies
the order of the fields. This is followed by separate lines for each annotation or application. You do not need to
define every field. However, the subsequent annotation lines must follow the same order as the definition line.

[Object Type] , [Object Name or ID] , Annotation Type [, Annotation Type,
.] [, Application] [, Tenant] [, Line Of Business] [, Business Unit] [,
Project]

See the API Documentation for examples of .CSV files.

You can import and assign annotations from a .CSV file from within the API swagger itself. Simply choose the
file to use and click the Execute button:
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No parameters

Request body multipart/form-data ~ ]

CSV file to import

data

string(§binary) Choose File | No file chosen

Responses

Import Behavior

During the import operation, data is added, merged, or replaced, depending on the objects and object types
that are being imported. While importing, keep in mind the following behaviors.

» Adds an annotation or application if none exists with the same name in the target system.

» Merges an annotation if the annotation type is a list, and an annotation with the same name exists in the
target system.

* Replaces an annotation if the annotation type is anything other than a list, and an annotation with the same
name exists in the target system.

Note: If an annotation with the same name but with a different type exists in the target system, the import
fails. If objects depend on the failed annotation, those objects may show incorrect or unwanted information.
You must check all annotation dependencies after the import operation is complete.

If an annotation value is empty then that annotation is removed from the object. Inherited annotations are
not affected.

» Date type annotation values must be passed in as unix time in milliseconds.

* When annotating volumes or internal volumes, the object name is a combination of storage name and
volume name using the "->" separator. For example: <Storage Name>-><Volume Name>

If an object name contains a comma, the whole name must be in double quotes. For example:
"NetApp1,NetApp2"->023F

* When attaching annotating to storages, switches, and ports, the 'Application' column will be ignored.
» Tenant, Line_Of Business, Business_Unit, and/or Project makes a business entity. As with all business

entities, any of the values can be empty.

The following object types can be annotated.

OBJECT TYPE NAME OR KEY

Host id-><id> or <Name> or <IP>

VM id-><id> or <Name>

StoragePool id-><id> or <Storage Name>-><Storage Pool Name>

InternalVolume id-><id> or <Storage Name>-><Internal Volume
Name>
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Volume id-><id> or <Storage Name>-><Volume Name>

Storage id-><id> or <Name> or <IP>

Switch id-><id> or <Name> or <IP>

Port id-><id> or <WWN>

Qtree id-><id> or <Storage Name>-><Internal Volume

Name>-><Qtree Name>

Share id-><id> or <Storage Name>-><Internal Volume
Name>-><Share Name>-><Protocol>[-><Qtree Name
(optional in case of default Qtree)>]

Working with Applications

Tracking asset usage by application

Understanding the applications used in your company’s environment helps you to keep
track of asset usage and cost.

Before you can track data associated with the applications running on your tenant, you must first define those
applications and associate them with the appropriate assets. You can associate applications with the following
assets: hosts, virtual machines, volumes, internal volumes, gtrees, shares, and hypervisors.

This topic provides an example of tracking the usage of virtual machines that the Marketing Team uses for its
Exchange email.

You might want to create a table similar to the following to identify applications used on your tenant and note
the group or business unit using each applications.

Tenant Line of Business Business Unit Project Applications

NetApp Data Storage Legal Patents Oracle Identity
Manager, Oracle On
Demand, PatentWiz

NetApp Data Storage Marketing Sales Events Exchange, Oracle
Shared DataBase,
BlastOff Event
Planner

The table shows that that Marketing Team uses the Exchange application. We want to track their virtual
machine utilization for Exchange, so that we can predict when we will need to add more storage. We can
associate the Exchange application with all of Marketing’s virtual machines:
1. Create an application named Exchange
2. Go to Queries > +New Query to create a new query for virtual machines (or select an existing VM query, if
applicable).

Assuming the Marketing team’s VMs all have a name containing the string “mkt”, create your query to filter
VM name for “mkt”.
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3. Select the VMs.
4. Associate the VMs with the Exchange application using Bulk Actions > Add Applications.
5. Select the desired application and click Save.

6. When finished, Save the query.

Creating Applications

To track data associated with specific applications running on your tenant, you can define
the applications in Data Infrastructure Insights.

About this task

Data Infrastructure Insights allows you to track data from assets associated with applications for things like
usage or cost reporting.

Steps
1. In the Data Infrastructure Insights menu, click Observability > Enrich > Applications. Select

The Add Application dialog box displays.

2. Enter a unique name for the application.
3. Select a priority for the application.
4. Click Save.

After defining an application, it can be assigned to assets.

Assigning applications to assets

This procedure assigns the application to a host as an example. You can assign host, virtual machine, volume,
or internal volumes to an application.
Steps
1. Locate the asset to which you want to assign to the application:
2. Click Queries > +New Query and search for Host.
3. Click the check box on the left of the Host you want to associate with the application.
4. Click Bulk Actions > Add Application.
5. Select the Application you are assigning the asset to.
Any new applications you assign override any applications on the asset that were derived from another asset.

For example, volumes inherit applications from hosts, and when new applications are assigned to a volume,
the new application takes precedence over the derived application.

For environments with large amounts of related assets, inheritance of application assignments
to those assets could take several minutes. Please allow more time for inheritance to occur if
you have many related assets.

After you finish

After assigning the host to the application you can assign the remaining assets to the application. To access
the landing page for the application, click Manage > Application and select the application you created.
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Automatic Device Resolution

Automatic Device Resolution Overview

You need to identify all of the devices you want to monitor with Data Infrastructure
Insights. Identification is necessary in order to accurately track performance and
inventory on your tenant. Typically the majority of devices discovered on your tenant are
identified through Automatic Device Resolution.

After you configure data collectors, devices on your tenant including switches, storage arrays, and your virtual
infrastructure of hypervisors and VMs are identified. However, this does not normally identify 100% of the
devices on your tenant.

After data collector type devices have been configured, best practice is to leverage device resolution rules to
help identify the remaining unknown devices on your tenant. Device resolution can help you resolve unknown
devices as the following device types:

* Physical hosts

» Storage arrays

» Tapes

Devices remaining as unknown after device resolution are considered generic devices, which you can also
show in queries and on dashboards.

The rules created in turn will automatically identify new devices with similar attributes as they are added to your
environment. In some cases, device resolution also allows for manual identification bypassing the device
resolution rules for undiscovered devices within Data Infrastructure Insights.

Incomplete identification of devices can result in issues including:

* Incomplete paths

 Unidentified multipath connections

* The inability to group applications

* Inaccurate topology views

* Inaccurate data in the Data warehouse and reporting

The device resolution feature (Manage > Device resolution) includes the following tabs, each of which plays a
role in device resolution planning and viewing results:

» Fibre Channel Identify contains a list WWNs and port information of Fibre Channel devices that were not
resolved through automatic device resolution. The tab also identifies the percentage of devices that have
been identified.

« IP Address Identify contains a list of devices accessing CIFS shares and NFS shares that were not
identified through automatic device resolution. The tab also identifies the percentage of devices that have
been identified.

» Auto resolution rules contains the list of rules that are run when performing Fibre channel device
resolution. These are rules you create to resolve unidentified Fibre channel devices.

* Preferences provides configuration options that you use to customize device resolution for your
environment.
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Before You Begin

You need to know how your environment is configured before you define the rules for identifying devices. The
more you know about your environment the easier it will be to identify devices.

You need to answer questions similar to the following to help you create accurate rules:

* Does your environment have naming standards for zones or hosts and what percentage of these are
accurate?

» Does your environment use a switch alias or storage alias and do they match the host name?

* How often do naming schemes change on your tenant?
* Have there been any acquisitions or mergers that introduced different naming schemes?
After analyzing your environment, you should be able to identify what naming standards exist that you can

expect to reliability encounter. The information you gathered might be represented graphically in a figure
similar to the following:

Storage alias

h""‘-u.. -

Switch alias

In this example the largest number of devices are reliably represented by storage aliases. Rules that identify
hosts using storage aliases should be written first, rules using switch aliases should be written next , and the
last rules created should use zone aliases. Due to the overlap of the use of zone aliases and switch aliases,
some storage alias rules might identify additional devices, leaving less rules required for zone aliases and
switch aliases.

Steps to Identifying devices

Typically, you would use a workflow similar to the following to identify devices on your tenant. Identification is
an iterative process and might require multiple steps of planning and refining rules.
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* Research environment
* Plan rules

» Create/Revise rules

* Review results

» Create additional rules or Manually Identify devices

* Done
If you have unidentified devices (otherwise known as unknown or generic devices) on your
tenant and you subsequently configure a data source that identifies those devices upon polling,
they will no longer be displayed or counted as generic devices.
Related:

Creating Device Resolution Rules
Fibre Channel Device Resolution

IP Device Resolution

Setting Device Resolution Preferences

Device Resolution rules

You create device resolution rules to identify hosts, storage, and tapes that are not
automatically identified currently by Data Infrastructure Insights. The rules that you create
identify devices currently in your environment and also identify similar devices as they are
added to your environment.

Creating Device Resolution Rules

When you create rules you start by identifying the source of information that the rule runs against, the method
used to extract information, and whether DNS lookup is applied to the results of the rule.

Source that is used to identify the device * SRM aliases for hosts

* Storage alias containing an embedded host or tape
name

* Switch alias containing an embedded host or tape
name

* Zone names containing an embedded host name

Method that is used to extract the device name from  * As is (extract a name from an SRM)
the source * Delimiters

* Regular expressions
DNS lookup Specifies if you use DNS to verify the host name
You create rules in the Auto Resolution Rules tab. The following steps describe the rule creation process.

Procedure
1. Click Manage > Device Resolution

2. In the Auto resolution rules tab, click + Host Rule or + Tape Rule.

The Resolution Rule screen is displayed.
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@ Click the View matching criteria link for help with and examples for creating regular
expressions.

3. In the Type list select the device you want to identify.
You can select Host or Tape.
4. In the Source list, select the source you want to use to identify the host.
Depending on the source you chose, Data Infrastructure Insights displays the following response:

a. Zones lists the zones and WWN that need to be identified by Data Infrastructure Insights.

b. SRM lists the unidentified aliases that need to be identified by Data Infrastructure Insights

c. Storage alias lists storage aliases and WWN that need to be identified by Data Infrastructure Insights
d. Switch alias lists the switch aliases that need to be identified by Data Infrastructure Insights

5. In the Method list select the method you want to employ to identify the host.

Source Method

SRM As is, Delimiters, Regular expressions
Storage alias Delimiters, Regular expressions
Switch alias Delimiters, Regular expressions
Zones Delimiters, Regular expressions

° Rules using Delimiters require the delimiters and the minimum length of the host name.
The minimum length of the host name is number of characters that Data Infrastructure Insights should
use to identify a host. Data Infrastructure Insights performs DNS lookups only for host names that are
this long or longer.

For rules using Delimiters, the input string is tokenized by the delimiter and a list of host name
candidates is created by making several combinations of the adjacent token. The list is then sorted,
largest to smallest. For example, for an input sring of vipsnq03_hba3_emc3_12ep0 the list would result
in the following:

= vipsnq03_hba3 emc3 12ep0

= vipsnq03_hba3_emc3

* hba3 emc3_12ep0

= vipsnq03_hba3

= emc3_12ep0

= hba3 _emc3

= vipsnqg03

= 12ep0

= emc3

= hba3

> Rules using Regular expressions require a regular expression, the format, and cases sensitivity
selection.
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6. Click Run AR to run all rules, or click the down-arrow in the button to run the rule you created (and any
other rules that have been created since the last full run of AR).

The results of the rule run are displayed in the FC identify tab.

Starting an automatic device resolution update

A device resolution update commits manual changes that have been added since the last full automatic device
resolution run. Running an update can be used to commit and run only the new manual entries made to the
device resolution configuration. No full device resolution run is performed.

Procedure
1. Log into the Data Infrastructure Insights web UI.

2. Click Manage > Device Resolution
3. In the Device Resolution screen, click the down-arrow in the Run AR button.
4. Click Update to start the update.

Rule-assisted manual identification

This feature is used for special cases where you want to run a specific rule or a list of rules (with or without a
one-time reordering) to resolve unknown hosts, storage, and tape devices.

Before you begin

You have a number of devices that have not been identified and you also have multiple rules that successfully
identified other devices.

@ If your source only contains part of a host or device name, use a regular expression rule and
format it to add the missing text.

Procedure
1. Log into the Data Infrastructure Insights web UI.

2. Click Manage > Device Resolution
3. Click the Fibre Channel Identify tab.

The system displays the devices along with their resolution status.

4. Select multiple unidentified devices.

5. Click Bulk Actions and select Set host resolution or Set tape resolution.

The system displays the Identify screen which contains a list of all of the rules that successfully identified
devices.

6. Change the order of the rules to an order that meets your needs.
The order of the rules are changed in the Identify screen, but are not changed globally.
7. Select the method that that meets your needs.

Data Infrastructure Insights executes the host resolution process in the order in which the methods appear,
beginning with those at the top.
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When rules that apply are encountered, rule names are shown in the rules column and identified as manual.

Related:

Fibre Channel Device Resolution

IP Device Resolution

Setting Device Resolution Preferences

Fibre Channel device resolution

The Fibre Channel Identify screen displays the WWN and WWPN of fibre channel
devices whose hosts have not been identified by automatic device resolution. The screen
also displays any devices that have been resolved by manual device resolution.

Devices that have been resolved by manual resolution contain a status of OK and identify the rule used to
identify the device. Missing devices have a status of Unidentified. Devices that are specifically excluded from
identification have a status of Excluded. The total coverage for identification of devices is listed on this page.

You perform bulk actions by selecting multiple devices on the left-hand side of the Fibre Channel Identify
screen. Actions can be performed on a single device by hovering over a device and selecting the Identify or
Unidentify buttons on the far right of the list.

The Total Coverage link displays a list of the number of devices identified/number of devices available for your
configuration:

* SRM alias

 Storage alias

» Switch alias

» Zones

» User defined

Adding a Fibre Channel device manually

You can manually add a fibre channel device to Data Infrastructure Insights using the Manual Add feature
available in the device resolution Fibre Channel Identify tab. This process might be used for pre-identification
of a device that is expected to be discovered in the future.

Before you begin

To successfully add a device identification to the system you need to know the WWN or IP address and the
device name.

About this task
You can add a Host, Storage, Tape or Unknown fibre channel device manually.

Procedure
1. Log in to the Data Infrastructure Insights web Ul

2. Click Manage > Device Resolution
3. Click the Fibre Channel Identify tab.
4. Click the Add button.

The Add Device dialog is displayed
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5. Enter the WWN or IP address, the device name, and select the device type.

The device you enter is added to the list of devices in the Fibre Channel Identify tab. The Rule is identified
as Manual.

Importing Fibre Channel device identification from a .CSV file

You can manually import fibre channel device identification into Data Infrastructure Insights device resolution
using a list of devices in a .CSV file.

1. Before you begin

You must have a correctly formatted .CSV file in order to import device identifications directly into device
resolution. The .CSV file for fibre channel devices requires the following information:

WWN IP Name Type

The data fields must be enclosed in quotes, as shown in the example below.

"WWN", "IP", "Name", "Type"

"WWN:2693", "ADDRESS2693 | IP2693", "NAME-2693", "HOST"
"WWN:997", "ADDRESS997|IP997", "NAME-997", "HOST"
"WWN:1860", "ADDRESS1860 | IP1860", "NAME-1860", "HOST"

As a best practice, it is recommended to first export the Fibre Channel Identify information to a
(D .CSV file, make your desired changes in that file, and then import the file back into Fibre
Channel Identify. This ensures that the expected columns are present and in the proper order.

To import Fibre Channel Identify information:

1. Log into the Data Infrastructure Insights web UlI.
Click Manage > Device Resolution

Select the Fibre Channel Identify tab.

Click the Identify > Identify from file button.

o~ N

Navigate to the folder containing your .CSV files for import and select the desired file.

The devices you enter are added to the list of devices in the Fibre Channel Identify tab. The “Rule” is
identified as Manual.

Exporting Fibre Channel device identifications to a .CSV file

You can export existing fibre channel device identifications to a .CSV file from the Data Infrastructure Insights
device resolution feature. You might want to export a device identification so that you can modify it and then
import it back into Data Infrastructure Insights where it is then used to identify devices that are similar to those
originally matching the exported identification.

About this task
This scenario might be used when devices have similar attributes that can be easily edited in the .CSV file and

191



then imported back into the system.

When you export a Fibre Channel device identification to a .CSV file, the file contains the following information
in the order shown:

WWN IP Name Type

Procedure
1. Log into the Data Infrastructure Insights web Ul.

2. Click Manage > Device Resolution

3. Select the Fibre Channel Identify tab.

4. Select the Fibre Channel device or devices whose identification you want to export.
5. Click the Export | button.

Select whether to open the .CSV file or save the file.

Related:

IP Device Resolution

Creating Device Resolution Rules
Setting Device Resolution Preferences

IP device resolution

The IP Identify screen displays any iSCSI and CIFS or NFS shares that have been
identified by automatic device resolution or by manual device resolution. Unidentified
devices are also shown. The screen includes the IP address, Name, Status, iSCSI node,
and share name for devices. The percentage of devices that have been successfully
identified is also displayed.

m Total coverage
20% (2/10)
1] »
O« Address P Name Status iSCSI node Share name
r 1.1.11 1111 LA3-CNS-SQL-06A oK Nol/ServerLogs_STG/
r 0.0.0.010 NoliServerLogs_STG/
= 10.56.100.18 ign.1991-05.com.microsoftla3-cns-sql-06b.cns.comcastnets.com
r 10.56.100.19 ign_1991-05 com microsoft jec20643597717 tfayd com Noliwc_sc_libraries_prodiibraries_qtree/
I 100.54.18.100 100.54.18.100  ushaplp00096ib oK

Adding IP devices manually

You can manually add an IP device to Data Infrastructure Insights using the manual add feature available in
the IP Identify screen.

Procedure

1. Log in to the Data Infrastructure Insights web UI.
2. Click Manage > Device resolution
3. Click the IP Address Identify tab.

192



4. Click the Add button.
The Add Device dialog is displayed
5. Enter the address, IP address, and a unique device name.

Result
The device you enter is added to the list of devices in the IP Address Identify tab.
Importing IP device identification from a .CSV file

You can manually import IP device identifications into the Device Resolution feature using a list of device
identifications in a .CSV file.

1. Before you begin

You must have a correctly formatted .CSV file in order to import device identifications directly into the Device
Resolution feature. The .CSV file for IP devices requires the following information:

Address P Name

The data fields must be enclosed in quotes, as shown in the example below.

"Address", "IP", "Name"
"ADDRESS6447","IP6447", "NAME-6447"
"ADDRESS3211","IP3211", "NAME-3211"
"ADDRESS593", "IP593", "NAME-593"

As a best practice, it is recommended to first export the IP Address Identify information to a
@ .CSV file, make your desired changes in that file, and then import the file back into IP Address
Identify. This ensures that the expected columns are present and in the proper order.

Exporting IP device identification to a .CSV file

You can export existing IP device identifications to a .CSV file from the Data Infrastructure Insights device
resolution feature. You might want to export a device identification so that you can modify it and then import it
back into Data Infrastructure Insights where it is then used to identify devices that are similar to those originally
matching the exported identification.

About this task

This scenario might be used when devices have similar attributes that can be easily edited in the .CSV file and
then imported back into the system.

When you export an IP device identification to a .CSV file, the file contains the following information in the
order shown:

Address P Name

Procedure
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1. Log into the Data Infrastructure Insights web UlI.

Click Manage > Device Resolution

Select the IP Address Identify tab.

Select the IP device or devices whose identification you want to export.

Click the Export 7! button.

o~ N

Select whether to open the .CSV file or save the file.

Related:

Fibre Channel device resolution
Creating Device Resolution Rules
Setting Device Resolution Preferences

Setting options in the Preferences tab

The device resolution preferences tab lets you create an auto resolution schedule,
specify storage and tape venders to include or exclude from identification, and set DNS
lookup options.

Auto resolution schedule

An auto resolution schedule can specify when automatic device resolution is run:

Option Description

Every Use this option to run automatic device resolution on
intervals of days, hours, or minutes.

Every day Use this option to run automatic device resolution
daily at a specific time.

Manually Use this option to only run automatic device resolution
manually.

On every environment change Use this option to run automatic device resolution

whenever there is a change in the environment.
If you specify Manually, nightly automatic device resolution is disabled.

DNS processing options

DNS processing options allow you to select the following features:
* When DNS lookup result processing is enabled, you can add a list of DNS names to append to resolved
devices.

* You can select Auto resolution of IPs: to enables automatic host resolution for iSCSI initiators and hosts
accessing NFS shares by using DNS lookup. If this is not specified, only FC-based resolution is performed.

* You can choose to allow underscores in host names and to use a "connected to" alias instead of the
standard port alias in results.
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Including or excluding specific storage and tape vendors

You can include or exclude specific storage and tape vendors for automatic resolution. You might want to
exclude specific vendors if you know, for example, that a specific host will become a legacy host and should be
excluded from your new environment. You can also re-add vendors that you earlier excluded but no longer
want excluded.

@ Device resolution rules for tape only work for WWNs where the Vendor for that WWN is set to
Included as Tape only in the Vendors preferences.

See also: Regular Expression Examples

Regular expression examples

If you have selected the regular expression approach as your source naming strategy,
you can use the regular expression examples as guides for your own expressions used in
the Data Infrastructure Insights automatic resolution methods.

Formatting regular expressions

When creating regular expressions for Data Infrastructure Insights automatic resolution, you can configure
output format by entering values in a field named FORMAT.

The default setting is \1, which means that a zone name that matches the regular expression is replaced by the
contents of the first variable created by the regular expression. In a regular expression, variable values are
created by parenthetical statements. If multiple parenthetical statements occur, the variables are referenced
numerically, from left to right. The variables can be used in the output format in any order. Constant text can
also be inserted in the output, by adding it to the FORMAT field.

For example, you might have the following zone names for this zone naming convention:

[Zone number] [data center] [hostname] [device type] [interface number]

S123_Miami_hostname1_filer_FC1

* S14_Tampa_hostname2_switch_FC4

S3991 Boston_hostname3_ windows2K_FCO
* S44 _Raleigh_hostname4_solaris_FC1

And you might want the output to be in the following format:

[hostname] -[data center]-[device type]

To do this, you need to capture the host name, data center, and device type fields in variables, and use them in
the output. The following regular expression would do this:

.*? ([a-zA-Z20-91+) ([a-zA-Z0-9]+) ([a-zA-Z0-9]1+) .~*
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Because there are three sets of parentheses, the variables \1, \2 and \3 would be populated.

You could then use the following format to receive output in your preferred format:

\2-\1-\3

Your output would be as follows:

hostnamel-Miami-filer
hostname2-Tampa-switch
hostname3-Boston-windows2K
hostname4-Raleigh-solaris

The hyphens between the variables provide an example of constant text that is inserted in the formatted
output.

Examples

Example 1 showing zone names

In this example, you use the regular expression to extract a host name from the zone name. You could create a
regular expression if you have something similar to the following zone names:

* S0032_myComputertName-HBAO
* S0434_myComputeriName-HBA1
* S0432_myComputertName-HBA3

The regular expression that you could use to capture the host name would be:

S[0-9]+ ([a-zA-Z0-9]*)[ -]HBA[O0-9]

The outcome is a match of all zones beginning with S that are followed by any combination of digits , followed
by an underscore, the alphanumeric hostname (myComputer1Name), an underscore or hyphen, the capital
letters HBA, and a single digit (0-9). The hostname alone is stored in the \1 variable.

The regular expression can be broken into its components:

« "S" represents the zone name and begins the expression. This matches only an "S" at the beginning of the
zone name.

» The characters [0-9] in brackets indicate that what follows "S" must be a digit between 0 and 9, inclusive.

» The + sign indicates that the occurrence of the information in the preceding brackets has to exist 1 or more
times.

* The _ (underscore) means that the digits after S must be followed immediately by only an underscore
character in the zone name. In this example, the zone naming convention uses the underscore to separate
the zone name from the host name.

+ After the required underscore, the parentheses indicate that the pattern contained within will be stored in
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the \1 variable.

* The bracketed characters [a-zA-Z0-9] indicate that the characters being matched are all letters (regardless
of case) and numbers.

» The * (asterisk) following the brackets indicates that the bracketed characters occur 0 or more times.

» The bracketed characters [_-] (underscore and dash) indicate that the alphanumeric pattern must be
followed by an underscore or a dash.

» The letters HBA in the regular expression indicate that this exact sequence of characters must occur in the
zone name.

» The final set of bracketed characters [0-9] match a single digit from O through 9, inclusive.

Example 2

In this example, skip up to the first underscore "", then match E and everything after that up to the second ™,
and then skip everything after that.

Zone: Z_E2FHDBSO01_E1NETAPP
Hostname: E2FHDBSO01
RegExp: .?(E.?).*?

Example 3

The parentheses "( )" around the last section in the Regular Expression (below) identifies which part is the
hostname. If you wanted VSANS to be the host name, it would be: _([a-zA-Z0-9]).*

Zone: A_VSAN3_SR48KENT_A_CX2578_SPA0Q

Hostname: SR48KENT

RegExp: [a-zA-Z0-9]+ ([a-zA-Z0-9]).*

Example 4 showing a more complicated naming pattern

You could create a regular expression if you have something similar to the following zone names:

* myComputerName123-HBA1_Symm1_FA3
* myComputerName123-HBA2_Symm1_FA5
* myComputerName123-HBA3_Symm1_FA7

The regular expression that you could use to capture these would be:

([a—-zA-Z0-9]*) .*

The \1 variable would contain only myComputerName 123 after being evaluated by this expression.
The regular expression can be broken into its components:

» The parentheses indicate that the pattern contained within will be stored in the \1 variable.

» The bracketed characters [a-zA-Z0-9] mean that any letter (regardless of case) or digit will match.
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* The * (asterisk) following the brackets indicates that the bracketed characters occur 0 or more times.

» The _ (underscore) character in the regular expression means that the zone name must have an
underscore immediately following the alphanumeric string matched by the preceding brackets.

* The . (period) matches any character (a wildcard).

» The * (asterisk) indicates that the preceding period wildcard may occur O or more times.

In other words, the combination .* indicates any character, any number of times.

Example 5 showing zone names without a pattern
You could create a regular expression if you have something similar to the following zone names:

* myComputerName_HBA1_Symm1_FA1
* myComputerName123_HBA1_Symm1_FA1

The regular expression that you could use to capture these would be:

(o%R) o

The \1 variable would contain myComputerName (in the first zone name example) or myComputerName123
(in the second zone name example). This regular expression would thus match everything prior to the first
underscore.

The regular expression can be broken into its components:

» The parentheses indicate that the pattern contained within will be stored in the \1 variable.
» The .* (period asterisk) match any character, any number of times.
» The * (asterisk) following the brackets indicates that the bracketed characters occur 0 or more times.

» The ? character makes the match non-greedy. This forces it to stop matching at the first underscore, rather
than the last.

* The characters _.* match the first underscore found and all characters that follow it.
Example 6 showing computer names with a pattern
You could create a regular expression if you have something similar to the following zone names:

» Storage1_Switch1_myComputerName123A_A1_FC1
« Storage2_Switch2_myComputerName123B_A2_FC2
» Storage3_Switch3_myComputerName123T_A3_FC3

The regular expression that you could use to capture these would be:
X2 *? ([a-zA-Z0-9]1*[ABT]) .*

Because the zone naming convention has more of a pattern, we could use the above expression, which will
match all instances of a hostname (myComputerName in the example) that ends with eitheran A, a B, ora T,
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placing that hostname in the \1 variable.
The regular expression can be broken into its components:

* The .* (period asterisk) match any character, any number of times.

» The ? character makes the match non-greedy. This forces it to stop matching at the first underscore, rather
than the last.

» The underscore character matches the first underscore in the zone name.

* Thus, the first .*?_ combination matches the characters Storage1_ in the first zone name example.

* The second .*?_combination behaves like the first, but matches Switch1_in the first zone name example.
» The parentheses indicate that the pattern contained within will be stored in the \1 variable.

* The bracketed characters [a-zA-Z0-9] mean that any letter (regardless of case) or digit will match.

* The * (asterisk) following the brackets indicates that the bracketed characters occur 0 or more times.

* The bracketed characters in the regular expression [ABT] match a single character in the zone name which
must be A, B, or T.

» The _ (underscore) following the parentheses indicates that the [ABT] character match must be followed up
an underscore.

» The .* (period asterisk) match any character, any number of times.
The result of this would therefore cause the \1 variable to contain any alphanumeric string which:

+ was preceded by some number of alphanumeric characters and two underscores
» was followed by an underscore (and then any number of alphanumeric characters)

* had a final character of A, B or T, prior to the third underscore.
Example 7
Zone: myComputerName123_HBA1_Symm1_FA1
Hostname: myComputerName123
RegExp: ([a-zA-Z0-9]+)_.*
Example 8
This example finds everything before the first .
Zone: MyComputerName_HBA1_Symm1_FA1
MyComputerName123_HBA1_Symm1_FA1
Hostname: MyComputerName
RegExp: (.?)_.
Example 9

This example finds everything after the 1st _ and up to the second _.

Zone: Z_MyComputerName_StorageName
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Hostname: MyComputerName

RegExp: .?(.?).*?

Example 10

This example extracts "MyComputerName123" from the zone examples.
Zone: Storage1_Switch1_MyComputerName123A_A1_FC1
Storage2_Switch2_MyComputerName123B_A2_FC2
Storage3_Switch3_MyComputerName123T_A3_FC3
Hostname: MyComputerName123

RegExp: .?.?([a-zA-Z0-9]+)[ABT]_.

Example 11

Zone: Storage1_Switch1_MyComputerName123A_A1_FC1
Hostname: MyComputerName123A

RegExp: .?.?([a-zA-z0-9]+).*?

Example 12

The * (circumflex or caret) inside square brackets negates the expression, for example, [*Ff] means anything
except uppercase or lowercase F, and [*a-z] means everything except lowercase a to z, and in the case above,
anything except the _. The format statement adds in the "-" to the output host name.

Zone: mhs_apps44 d_A 10a0_0429

Hostname: mhs-apps44-d

RegExp: ()_([AB]).*Format in Data Infrastructure Insights: \1-\2 ([* ])_
()_([*_D).*Format in Data Infrastructure Insights: \1-\2-\3

Example 13

In this example, the storage alias is delimited by "\" and the expression needs to use "\\" to define that there are
actually "\" being used in the string, and that those are not part of the expression itself.

Storage Alias: \Hosts\E2DOC01C1\E2DOCO01N1

Hostname: E2DOCO01N1

RegExp: \\.2\\.2\\(.*?)

Example 14

This example extracts "PD-RV-W-AD-2" from the zone examples.

Zone: PD_D-PD-RV-W-AD-2_01

200



Hostname: PD-RV-W-AD-2

RegExp: -(.*-\d).*

Example 15

The format setting in this case adds the "US-BV-" to the hostname.
Zone: SRV_USBVM11_F1

Hostname: US-BV-M11

RegExp: SRV_USBV([A-Za-z0-9]+)_F[12]

Format: US-BV-\1

Asset Page Information

Asset Page Overview

Asset landing pages summarize the current status of an asset and contain links to
additional information about the asset and its related assets.

Landing pages give you a single-page view of the object, with Summary, Performance, and Related Resource
information.

Starage @ LastzHours * @ ZEat -

IE bahamas  [@ Collspse Details

samist 41864108 L AMMNNY | SEnerienl 002ms WAMAAMWL, | tresetiestoasmiEs 4o Mgy csessises 2etsres [ B B
Attributes
Object: Storage  Rew Cspecity: 87,189.0GiB Model: AFF-A400 Vendor: NetApp Fsmily: AFF SerislNumber 1-80-000011 1P: 10.65.59.120 Virtuglized Type: Standard  Microcode Version: 9.16.1 clustered Data ONTAP
Mensgement HTTPS:/ <management io> | FCFabrics Connected: 2 Collectors: 1 reporting
User Data
AFF_Refresh_Cycle: 2025-06-31 AFF Report ASA_Refresh_Cycle; Q2C¥25 #idd Refresh Cycle i Business : =~/ mucche [ - : HDY-Rule-Storage-Bu... SusinessUnic GEN Color: red
Dats Center: MUCCBC HDV-Rule Storage-DC.. LOS: NetApp_Storage - Starage_netApp_lob SNOWURL: https://dev258529.service-now.com... Tier: Capacity ¥ - HDV-Rule-Storage-Ca
Add Annotation
Menitors
Alerting Moritors: NfA
Performance Additional Resources
[ ] ﬂ bahamas & settings S Storage Nodes (2)  Storage Pools (4)
Top Contributors E oalerzsnd 0 Csmi» & @
[ [ bshamasbahs... Storage Node utilization.tota... J latencytetal {ms) fops.total (10/s) throughpubotal (...
e Istency.total mz} = = - -
Bl bshamas-02 0.07 HiA N/A NfA
Q e bshsmas-01 NjA NfA NJA NjA
Q. Sesrch Azsats
005 Csmi» &8 &
Storage Pool capacityRa... 4  capacityused (... capacitytotal(... wtilizationsota... iopstotal (10/s)
" B30AM  TO0AM  T30AM  BOOAM  B30AM  GO00AM bahamas-02:ag2r0._ 35.15 152.14 159.85 0.05 295.86 &
35.15 15214 159.85 0.06 38471 '
iopstotal (10/s} 8.89 1,245.96 14,390.70 NjA N/A
2%k bshamaz-02:bshsm... 7.40 1,085.43 14,390.70 NiA NA v
4 [

1k
WMMMMMJ\MWMWWM My s )

o L8 Storage Virtual Machines (28
B:30AM 700AM T30AM 8:00AM 2:304M S:00 AM . = (28)

Connected Switch Ports (2)

EE Zones {6)
Summary Section

At the top of a landing page is the expandible Summary section, which includes several sparkline graphs
displaying recent data trends for things like throughput or latency, as well as object information and attributes,
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and any monitors that may be alerting for the object.

The Summary section also displays and enables you to change annotations assigned to the asset.

Performance Section

The Performance Section displays performance data for the object. Select Settings to add additional charts to
the display like Throughput or Capacity, or select correlated or contributing resources to chart their data
alongside the object’s. Devices that may potentially be causing contention will also be listed in the Performance
section. The data in the charts refreshes automatically as data collectors poll and updated data is acquired.

You can select the metrics you want to view in the performance chart for the time period selected. Click on the
Settings drop-down and choose from the metrics listed.

In addition to performance data, any alerts that are or were active within the selected page time range will also
be shown.
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B E jamaica @ Settings
2 Alerts Bucket: 6 minutes
I
Top Correlated M jamaica 3
[ B jemeica-02 O ————————————————————————
83%
© Critical Alert (1)
Top Contributors B 0 jamaica @ Storage I0PS TestSNOW Webhook — 05/27/202511:31:20AM  Resolved
J m jamaica:DmoES... '
i
51% 10:45 AM 11:00 AM 11:15 AM 11:30 AM 11:45 AM 12:00 PM 12:15 PM 12:30 PM 12:45 PM 1:00 PM 1:15PM 1:30 PM
] @ DmoESX_jamaic...
45% 2 Alerts and 0 Changes
Top Changes
o latency.total (ms)
] @ svm_pdiddens_... 5
3 Changes
Q E‘.'?EI[‘W.ASSE‘[S, X /_/_\_—\
0 { ]

10:45 AM 11:00 AM 11:15 AM 11:30 AM 11:45 AM 12:00 PM 1215 PM 12:30 PM 12:45 PM 1:00 PM 1:15PM 1:30 PM

iops.total (10/s)
20k

10:45 AWM 11:00 AM 11:15 AM 11:30 AM 11:45 AM 12:00 PM 12:15 PM 12:30 PM 12:45 PM 1:00 PM 115 PM 1:30 PM

You can select from among the following devices that may be listed in the Performance section:
 Top correlated

Shows the assets that have a high correlation (percentage) with one or more performance metrics to the
base asset.

* Top contributors

Shows the assets that contribute (percentage) to the base asset.
* Top Changes

Assets related to recent changes.

* Workload Contentions
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Shows the assets that impact or are impacted by other shared resources, such as hosts, networks, and
storage. These are sometimes called greedy and degraded resources.

Additional Resources Section

The Additional Resources section displays tables of data for resources related to the current object type. You
can expand and collapse these tables in order to focus on specific resources. Select the gear icon to
temporarily show additional metrics or attributes in a table.

Add Custom Widgets

You can add your own widgets to any asset page. Widgets you add will appear on asset pages for all objects of
that type. For example, adding a custom widget to a storage asset page will display that widget on asset pages
for all storage assets.

Custom widgets are placed at the bottom of a landing page, below the Performance and Resource sections.

Types of Asset Pages

Data Infrastructure Insights provides asset pages for the following assets:

* Virtual machine

» Storage Virtual Machine (SVM)
* Volume

* Internal volume

* Host (including Hypervisor)
+ Storage pool

» Storage

» Datastore

 Application

» Storage node

* Qtree

* Disk

* VMDK

* Port

» Switch

» Fabric

* Host

e Zone

Changing the Time Range of Displayed Data

By default, an asset page displays the last 3 hours of data; however, you can change the time segment of
displayed data by using an option that is located on every asset page, regardless of asset type. To change the
time range, click the displayed time range in the top bar and choose from among the following time segments:
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 Last 15 Minutes
* Last 30 Minutes
* Last 60 Minutes
 Last 2 Hours
 Last 3 Hours (this is the default)
 Last 6 Hours
» Last 12 Hours
» Last 24 Hours
» Last 2 Days
» Last 3 Days
» Last 7 Days
 Last 14 Days
» Last 30 Days
» Custom time range
The Custom time range allows you to select up to 31 consecutive days. You can also set the Start Time and

End Time of day for this range. The default Start Time is 12:00 AM on the first day selected and the default End
Time is 11:59 PM on the last day selected. Clicking Apply will apply the custom time range to the asset page.

The information on the page refreshes automatically based on the selected time range. The current refresh
rate is displayed in the upper-right corner of the Summary section as well as on any relevant tables or widgets
on the page.

Performance metric definitions

The Performance section can display several metrics based on the time period selected for the asset. Each
metric is displayed in its own performance chart. You can add or remove metrics and related assets from the
charts depending on what data you want to see; the metrics you can choose from vary depending on asset

type.

Metric Description

BB credit zero Rx, Tx Number of times the receive/transmit buffer-to-buffer
credit count transitioned to zero during the sampling
period. This metric represents the number of times the
attached port had to stop transmitting because this
port was out of credits to provide.

BB credit zero duration Tx Time in milliseconds during which the transmit BB
credit was zero during the sampling interval.

Cache hit ratio (Total, Read, Write) % Percentage of requests that result in cache hits. The
higher the number of hits versus accesses to the
volume, the better is the performance. This column is
empty for storage arrays that do not collect cache hit
information.

Cache utilization (Total) % Total percentage of cache requests that result in
cache hits
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Class 3 discards

CPU utilization (Total) %

CRC error

Frame rate

Frame size average (Rx, Tx)

Frame size too long

Frame size too short

I/O density (Total, Read, Write)

IOPS (Total, Read, Write)

IP throughput (Total, Read, Write)

Read: IP Throughput (Receive):

Write: IP Throughput (Transmit):

Latency (Total, Read, Write)

Latency:

Top Latency:

Link failure

Link reset Rx, Tx

Memory utilization (Total) %

Count of Fibre Channel Class 3 data transport
discards.

Amount of actively used CPU resources, as a
percentage of total available (over all virtual CPUs).

Number of frames with invalid cyclic redundancy
checks (CRCs) detected by the port during the
sampling period

Transmit frame rate in frames per second (FPS)

Ratio of traffic to frame size. This metric enables you
to identify whether there are any overhead frames in
the fabric.

Count of Fibre Channel data transmission frames that
are too long.

Count of Fibre Channel data transmission frames that
are too short.

Number of IOPS divided by used capacity (as
acquired from the most recent inventory poll of the
data source) for the Volume, Internal Volume or
Storage element. Measured in number of /0
operations per second per TB.

Number of read/write I/O service requests passing
through the I/O channel or a portion of that channel
per unit of time (measured in 1/O per sec)

Total: Aggregated rate at which IP data was
transmitted and received in megabytes per second.

Average rate at which IP data was received in
megabytes per second.

Average rate at which IP data was transmitted in
megabytes per second.

Latency (R&W): Rate at which data is read or written
to the virtual machines in a fixed amount of time. The
value is measured in megabytes per second.

Average response time from the virtual machines in a
data store.

The highest response time from the virtual machines
in a data store.

Number of link failures detected by the port during the
sampling period.

Number of receive or transmit link resets during the
sampling period. This metric represents the number of
link resets that were issued by the attached port to
this port.

Threshold for the memory used by the host.
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Partial R/W (Total) %

Port errors

Signal loss count

Swap rate (Total Rate, In rate, Out rate)

Sync loss count

Throughput (Total, Read, Write)

Timeout discard frames - Tx

Traffic rate (Total, Read, Write)

Traffic utilization (Total, Read, Write)

Utilization (Total, Read, Write) %

Write pending (Total)

Filtering for Objects In-Context

Total number of times that a read/write operation
crosses a stripe boundary on any disk module in a
RAID 5, RAID 1/0, or RAID 0 LUN Generally, stripe
crossings are not beneficial, because each one
requires an additional I/O. A low percentage indicates
an efficient stripe element size and is an indication of
improper alignment of a volume (or a NetApp LUN).
For CLARIiON, this value is the number of stripe
crossings divided by the total number of IOPS.

Report of port errors over the sampling period/given
time span.

Number of signal loss errors. If a signal loss error
occurs, there is no electrical connection, and a
physical problem exists.

Rate at which memory is swapped in, out, or both
from disk to active memory during the sampling
period. This counter applies to virtual machines.

Number of synchronization loss errors. If a
synchronization loss error occurs, the hardware
cannot make sense of the traffic or lock onto it. All the
equipment might not be using the same data rate, or
the optics or physical connections might be of poor
quality. The port must resynchronize after each such
error, which impacts system performance. Measured
in KB/sec.

Rate at which data is being transmitted, received, or
both in a fixed amount of time in response to I/0
service requests (measured in MB per sec).

Count of discarded transmit frames caused by
timeout.

Traffic transmitted, received, or both received during
the sampling period, in mebibytes per second.

Ratio of traffic received/transmitted/total to
receive/transmit/total capacity, during the sampling
period.

Percentage of available bandwidth used for
transmission (Tx) and reception (Rx).

Number of write I/O service requests that are pending.

When configuring a widget on an asset’s landing page, you can set in-context filters to
show only objects directly related to the current asset. By default, when you add a widget,
all objects of the selected type on your tenant are displayed. In-context filters allow you to
display only the data relevant to your current asset.

On most asset landing pages, widgets allow you to filter for objects related to the current asset. In filter drop-
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downs, object types that display a link icon can be filtered in-context to the current asset.

For example, on a Storage asset page, you can add a Bar Chart widget to show the top IOPS on internal
volumes only on that storage. By default, when you add a widget, all internal volumes on your tenant are
displayed.

To show only internal volumes on the current storage asset, do the following:

Steps
1. Open an asset page for any Storage asset.

2. Click Edit to open the asset page in Edit mode.
3. Click Add Widget and select Bar Chart.

4. Select Internal Volume for the object type to display on the bar chart. Notice that the internal volume
object type has a link icon beside it. The "linked" icon is enabled by default.

' Top Internal Volumes @

. E Internal Volume " o

Host

|E| Internal Volume &° <:
@ iscs! Session
a

Path

Port

III 1 D

Y Qtree
e s T

5. Choose IOPS - Total and set any additional filters you like.

6. Collapse the Roll Up field by clicking the [X] beside it. The Show field is displayed.
7. Choose to show Top 10.

8. Save the widget.

The bar chart shows only the internal volumes that reside on the current storage asset.

The widget will be displayed on the asset pages for all storage objects. When the in-context link is enabled in
the widget, the bar chart shows data for internal volumes related only to the currently-displayed storage asset.

To unlink the object data, edit the widget and click the link icon next to the object type. The link becomes
disabled and the chart displays data for all objects on your tenant.

You can also use special variables in widgets to display asset-related information on landing pages.
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Storage Virtualization

Data Infrastructure Insights can differentiate between a storage array having local storage
or virtualization of other storage arrays. This gives you the ability to relate cost and
distinguish performance from the front-end all the way to the back-end of your
infrastructure.

Virtualization in a Table Widget

One of the easiest ways to begin looking at your storage virtualization is to create a dashboard table widget
showing Virtualized type. When building the query for the widget, simply add "virtualizedType" to your grouping
or filter.

Storage e

Display Last3 Hours [Dashboard Time)
Filter by Attribute

Filter by Metric

Group by | wvirtualizedType b

The resulting table widget shows you the Standard, Backend, and Virtual storages on your tenant.

Storage by virtualizedType
50 items found in 4 groups
[F virtualizedType T Storage

=] Backend (5) -

Backend Sym-Perf

Backend Sym-000050074300343
Backend CX600_26_CKO00351029326
Backend VNX8000_46_CK00351029346
Backend Sym-000050074300324

[+ Standard (36) --
[# Virtual (8) -
Landing Pages show Virtualized information
On a storage, volume, internal volume, or disk landing page, you can see relevant virtualization information.

For example, looking at the storage landing page below, you can see that this is a Virtual storage, and which
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backend storage system applies. Any relevant tables on landing pages will also show virtualization information
as applicable.

Storage Summary

Model: Virtualized Type: IOPS - Total:
V-Series Virtual N/A
Vendor: Backend Storage: Throughput - Total:
NetApp Sym-000050074300343 N/A
Family: Microcode Version: Management:
V-Series 8.0.2 7-Mode

FC Fabrics Connected:
Serial Number: Raw Capacity: 7
1306804 0.0GIB

Alert Monitors:
1P: Latency - Total:
192.168.7.41 MN/A

Existing landing pages and dashboards

Be aware that if you currently have customized landing pages or dashboards on your tenant, these will not
automatically show all virtualization information by default. However, you can Revert to Default any customized
dashboard or landing page (you will have to re-implement your customizations), or modify the relevant widgets
to include the desired virtualization attributes or metrics.

Revert to Default is available in the upper-right corner of a custom dashboard or landing page screen.

Z Edit v

Revert to Default

Hints and Tips to Search for Assets and Alerts

Multiple search techniques can be used to search for data or objects in your monitored
environment.

e Wildcard search

You can perform multiple character wildcard search using the * character. For example, applic*n would
return application.

* Phrases used in search

A phrase is a group of words surrounded by double quotation marks; for example, "VNX LUN 5". You can
use double quotes to search for documents that contain spaces in their names or attributes.

* Boolean Operators

Using Boolean operators OR, AND, and NOT, you can combine multiple terms to form a more complex
query.

OR
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The OR operator is the default conjunction operator.

If there is no Boolean operator between two terms, the OR operator is used.
The OR operator links two terms and finds a matching document if either of the terms exists in a document.
For example, storage OR netapp searches for documents that contain either storage or netapp.

High scores are given to documents that match most of the terms.

AND

You can use the AND operator to find documents in which both the search terms exist in a single
document. For example, storage AND netapp searches for documents that contain both storage and
netapp.

You can use the symbol && instead of the word AND.

NOT

When you use the NOT operator, all the documents that contain the term after NOT are excluded from the
search results. For example, storage NOT netapp searches for documents that contains only storage and

not netapp.

You can use the symbol ! instead of the word NOT.

Search is case-insensitive.

Search using indexed terms

Searches that match more of the indexed terms result in higher scores.

The search string is split into separate search terms by space. For example, the search string "storage aurora
netapp" is split into three keywords: "storage", "aurora", and "netapp". The search is performed using all three
terms. The documents that match most of these terms will have the highest score. The more information you

provide, the better are the search results. For example, you can search for a storage by its name and model.
The Ul displays the search results across categories, with the three top results per category. If you did not find
an object that you were expecting, you can include more terms in the search string to improve the search
results.

The following table provides a list of indexed terms that can be added to the search string.

Category Indexed terms
Storage "storage"

name

vendor

model
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Category

StoragePool

Internal Volume

Volume

Storage Node

Host

Datastore

Indexed terms

"storagepool"

name

name of the storage

IP addresses of the storage

serial number of the storage

storage vendor

storage model

names for all associated internal volumes
names for all associated disks

"internalvolume"

name

name of the storage

IP addresses of the storage

serial number of the storage
storage vendor

storage model

name of the storage pool

names of all associated shares
names of all associated applications

"volume"

name

label

names of all internal volumes
name of the storage pool
name of the storage

IP addresses of the storage
serial number of the storage
storage vendor

storage model

"storagenode”

name

name of the storage

IP addresses of the storage
serialnumber of the storage
storage vendor

storage model

"host"

name

IP addresses

names of all associated applications

"datastore"

name

virtual center IP

names of all volumes

names of all internal volumes
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Category

Virtual Machines

Switches (regular and NPV)

Application

Tape

Port
Fabric

Storage Virtual Machine (SVM)

Analyzing Data

SAN Analyzer Overview

SAN plays a crucial role in handling vital workloads, but its complexity can result in
significant outages and customer disruptions. With DII's SAN Analyzer, managing SAN
becomes simpler and more efficient. This powerful tool offers end-to-end visibility,
mapping dependencies from VM/Host to network to LUN and storage. By providing an
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Indexed terms

"virtualmachine"

name

DNS name

IP addresses

name of the host

IP addresses of the host
names of all datastores

names of all associated applications

"switch"

IP address

wwn

name

serial number
model

domain ID

name of the fabric
wwn of the fabric

"application"
name

tenant

line of business
business unit
project

"tape"

IP address
name

serial number
vendor

llport"
wwn
name

"fabric"
Wwwn
name

"storagevirtualmachine"
name
uuibD



interactive topology map, SAN Analyzer enables you to pinpoint issues, understand
changes, and enhance comprehension of data flow. Streamline SAN management in
complex IT environments with SAN Analyzer and increase your visibility into block
workloads.

Dec 12,2024
g -

SAN Analyzer @ oo - 150 P °
FilterBy  Application [ HetApp Store % v Compute Host v | Al £ vmwareDSfc01:Tier3_VMwareDS01:/vol/Tier3 VMwareDS01/Tier3 VMwareDS01 > Rl X
Metwork = Fabric ¥ | All v . Storage Storage ¥ | All > @

Resource Changes
Connection Size:  trafficRateitotal »  ViewNetworkby:  Automatic = Map Legend @ | wareDSfc. VMwareD.... 3 Bucket: L minute
14e
. : W umwareDSTc. VMwareDSOL
Showing 7 devices Reset | — | 1008 v | + A
Top Contributers T O T oo oo oo Tmom o mmmm e
[ 4 store-db-backup2 > i st
62% 2Alerts and 2 Changss 0. 0.0
[] store-db » 6
Workload Contention rnct TS S o
(] VmwareDS(:.‘.vaaveD .- B
S [ 7T Alertsand 2 Changes
Last updated 12/13/2024 4:08:00 PM
Additional Resources.
IS Type Summary Start Time | Duration Trig
L Search Assets.
@ L6801 Abnormal Prod 12/12/2024
¥ =2 F— Latency 11:16:55PM
- / S | @ Config  'dataStore.name’  12/12/2024
store-db =\ rip-cilab-8510-2 = = Change  Changed 12:52:15AM
_\ oo =S . g
- s - /lm-' o P -~ O ALG798  VirtualMachine  12/12/2024 o milliseconds
- rip-cilab-Cisco-c240md-. - fip-cilab-fas2750 vmwarel Ter3_VMwa.. il i
o2 tp.openenglab.netapp.com o areDS01/Tierd_VMwareDS01
store-db-backup2 p-cilab-6510-1 Siekiicn

diskLatencytotal (ms)
100

Explore connections among your assets

Select Observability > Analyze > SAN Analyzer to view the SAN Analyzer. Set a filter for Application, Host,

Fabric, and/or Storage.
The map for the objects is displayed, showing connected objects. Hover over an object to view traffic metrics

for those connections.

n cho-fab01-swi2

Portz  trafficRstetotsl maxbefficlilizabon  poribmors bbCredit7ero total
& 0.36MiB/s 0.01% o 304

Most SAN Analyzer filters (including those you may add) are contextual; when you select an

@ object in one of these filters, the choices presented in the other filter drop-downs are refreshed
in context with the selected object or objects. The only exceptions to this are Application, Port,
and Switch; these filters are not contextual.

Clicking on an object or group opens a slideout panel providing additional details about the object and its
connections. The slideout panel displays a summary, which provides details about the selected object (for
example, IP, Hypervisor, Connected Fabrics, etc., depending on the type of object), and charts showing metrics
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for the object such as latency or IOPS, and changes and alerts if relevant. You can select to display metrics for
Top Correlated objects on the charts as well, if desired.

In addition to the Summary tab, the slideout panel displays tabs for things like Port details or Zone information,
as applicable to the chosen object.

A : S - SEsiiE ]
I NetApp Data Infrastructure Insights @ ) GettingStarted ¥ =2 che-fab02-swoz > Last3 Hours e X
ofl  Observability - Observability / Analyze / SAN Analyzer Summary Ports. Zones
trafficRate.total (MiB/s) trafficUtilization.total (26)
Explore FilterBy - Application | All v X Host #
0.02

Storage | | grenads X ~xEde

Analyze 05 ‘0:,:
— _ _ i . Y ¢
Connection Size: | trafficRatetotal v | ViewNetworkby: = Automatic . ,J_A'\-fA“.: /i‘.ﬁ\’ — ',’\ = }A\ '";.'A\' « “’“; (in e i i /,{\ x 1‘\ i 5 Tl 11 0

Rerts Showing 7 devices GODAM BISAM 10USAM 1040AM 1TIZAM  T14GAM DUDAM DS3AM 1DDDAM 040AM 1T13AM 1140AM
Elcchiis ) portErrors.total bbCreditZero.total
.‘% ) 1 200
Lo i — 0.5 150
% Queties c-demaosnv02 4 S
05 50
Enrich — N E] 0 S -

\ | o a SOUAM  G33AM  1005AM 10:40AM  T1:13AM 1148 AM SODAM  G:33AM 1005 AM 104D AM  TRTIAM 145 AM

= \
Reporting ] nucche hq.netapp corcbc—fébb-lsz

O Kuberetes " 5y o /gre;l-ada &item(s} found
=) g L
= e Port T type fabrics.name connectedPorts.device.  speed trafficRal
ook-w1.mucch cbe-fab02-swi2 name (Ghys) (MiB/s)
W Workload Security » qnetappcom
/ 5 che-fab02-sw02:fc/33 > F_PORT fab02VF:128 che-esxi58.muccheh... 32 011
= ONTAP Essentials =) chofablz-swzfc0/34 > F_PORT fab02VF:128 redhookwimuccbe..., 32 000
c-demosnv cbe-fab0z-sw02:fc0/35 > F_PORT fab02 VF:128 cbe-demosrviz 3z 0.08
%  Admin » )
chofab02-sw02:fc0/38 »  F_PORT fab02 VF:128 che-demosrv0l 32 021
che-fab02-swo2:fc/39 > F_PORT fab02 VF:128 grenada 32 024
cbe-fab02-sw02:fc0/40 > F_PORT faboz VF:128 grenada 32 0.03

If your environment has different protocols, you can filter by iSCSI or FC:

Observability / Analyze /| SAN Analyzer

Filter By - Application | All v X | Host | All v X

Protocol: All *  Connection Size: trafficRateotal *  View Network by:  Automatic =
All
FC

iSCS!

If your environment includes iSCSI devices, hovering over the iISCS/ object highlights the connections related
to those relevant iSCSI devices.
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Troubleshooting Tips

Some things to try if you encounter problems:

Problem:

| see <0, =0 or >0 in the legend for metrics such as

trafficUtilization or trafficRate.

VM Analyzer Overview

antigua

Try this:

This might happen in very rare case where the metric
values are below two decimal places, like 0.000123.
Expanding the time window might help with analyzing
the metric more effectively.

With DII's VM Analyzer, managing your virtual assets becomes simpler and more
efficient. This powerful tool offers end-to-end visibility, mapping dependencies from
VMDK/VM to Host to Datastore to Internal Volume/Volume to Storage.

By providing an interactive topology map, VM Analyzer enables you to pinpoint issues, understand changes,
and enhance comprehension of data flow. Streamline VM management and increase your visibility into virtual

workloads.
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Observability / Analyze / VM Analyzer (© Last3Hours - (»]

Fitter By || Application | All v |X Virtual Machine R, X
Virtual Machine | | Arrow-0TS-01 % v X
Al » .
Volume | Al x Arrow-0TS-01 B8 Expand Details
Internal Volume | All > x Ed @
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Protocol: Al Connection Size: | IOPS-Total (I0/s)
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Explore connections among your assets

Select Observability > Analyze > VM Analyzer to view the VM Analyzer. Set a filter for Application, Virtual
Machine, Volume, Internal Volume, or add your own filters. The map for the objects is displayed, showing
connected objects. Hover over an object to view traffic metrics for those connections.

[MetApp-Ontap-Datastore-02] Arrow-0T5-
01/ Arrow-0T5-01_3wvmdk

Latency - Total: 6.96ms H ,..“,ﬁ
|OPS - Totsl: 5.1810/= _.L._._

Throughput - Total: 0.L3MIESs ﬁ

Most VM Analyzer filters (including those you may add) are contextual; when you select an
object in one of these filters, the choices presented in the other filter drop-downs are refreshed
in context with the selected object or objects.

Clicking on an object or group opens a slideout panel providing additional details about the object and its
connections. The slideout panel displays a summary, which provides details about the selected object (for
example, throughput or utilization, depending on the type of object), and charts showing metrics for the object
such as latency or IOPS. Additional tabs allow you to explore related additional resources or changes and
alerts. You can select to display metrics for Top Correlated or contending objects on the charts as well, if
desired.
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See it in Action

Simplified troubleshooting with VM Analyzer (Video)

Monitor Infrastructure Health

Data Infrastructure Insights provides comprehensive infrastructure health monitoring that
tracks the performance, capacity, configuration, and component status of your storage
environment. Health scores are calculated based on monitor alerts across these
categories, giving you a unified view of system health and enabling proactive issue
resolution.

The Infrastructure Health dashboard

@ Monitoring Infrastructure Health is a Preview feature and is subject to change.

Navigate to Observability > Analyze and select Infrastructure Health. The dashboard provides an overview
of your system health, based on monitor alert categories and scores as explained below. Set filters at the top to
narrow down the focus of your investigation.

Observability / Analyze / Infrastructure Health

Filter By =~ Data Center All ¥ X Region All ¥ X StorageName All v X

Fabric Name = All v X Family @ All v [ X Vendor All v x@

@ Health Score Calculation

5 T o 0 I o
Storages Total e 1 Fabrics Total N °
o 551001 2 o2 9524001 o
Infrastructure Health Scores GroupBy DataCenter v  OrderBy Score (All) v
RTP N/A
Storages (1) Storages (2)
80 100
Lowest: Lowest: 100

By default, health scores are grouped by data center; you can select the grouping that works best for your
session.

Configure Monitors to use for infrastructure health

Health scores are driven by alerts that are configured for inclusion in system health calculations.

When creating a monitor for an infrastructure object, you can choose whether to include alerts from the monitor
in the calculations. At the bottom of the screen, expand the Advanced Configuration and select to Include in
Infrastructure Health Calculation. Select a category to which to apply the calculation for the monitor:

+ Component Health - fan failure, service processor offline, etc.

* Performance Health - high storage node utilization, abnormal spike in node latency, etc.
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« Capacity Health - storage Pool capacity approaching full, insufficient space for LUN snapshot, etc.
» Configuration Health - cloud tier unreachable, SnapMirror relationship out of sync, etc.
Advanced Configuration

Associate to an Infrastructure Health Category (optional)

Include in Infrastructure Health Calculation
Select a Health Category v

Capacity
Components
Configuration

Performance

Health scores explained

Scores are presented on a scale of 0 to 100, with 100 being at full health. Monitored infrastructure objects
currently or recently experiencing issues will lower this score according to the following weighted averages:

» Components, Performance, or Capacity: 30% each

» Configuration: 10%

Health scores are impacted by alerts generated by the monitors you configured to include in infrastructure
health calculations in the following ways:

« Critical alerts drop the health score by the full category weight
» Warning alerts drop the score by half the category weight.

If any categories are not reporting, the weighted average will adjust accordingly.

For example: 1 critical alert on Components (-30) and 1 warning alert on Performance (50% of 30 = -15) yield a
health score of 55 (100 minus 45).

When alerts are resolved, these health score reductions gradually fade, and the score fully recovers within 2
hours.

Reporting

Data Infrastructure Insights Reporting Overview

Data Infrastructure Insights reporting is a business intelligence tool that enables you to
view pre-defined reports or create custom reports.

The Reporting feature is available in Data Infrastructure Insights Premium Edition.
Availability of the reporting feature is subject to a minimum footprint requirement. Contact your
NetApp sales representative for more information.

With Data Infrastructure Insights reporting you can perform the following tasks:

* Run a pre-defined report

* Create a custom report
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* Customize a report’s format and delivery method

 Schedule reports to run automatically

* Email reports

» Use colors to represent thresholds on data
Data Infrastructure Insights Reporting can generate custom reports for areas like chargeback, consumption
analysis, and forecasting, and can help answer questions such as the following:

* What inventory do | have?

* Where is my inventory?

* Who is using our assets?

* What is the chargeback for allocated storage for a business unit?

* How long until | need to acquire additional storage capacity?

* Are business units aligned along the proper storage tiers?

* How is storage allocation changing over a month, quarter, or year?

Accessing Data Infrastructure Insights Reporting

You can access Data Infrastructure Insights Reporting by clicking the Reports link in the menu.

You will be taken to the Reporting interface. Data Infrastructure Insights uses IBM Cognos Analytics for its
reporting engine.

What is ETL?

When working with Reporting, you will hear the terms "Data Warehouse" and "ETL". ETL stands for "Extract,
Transform, and Load". The ETL process retrieves data collected in Data Infrastructure Insights, and transforms
the data into a format for use in Reporting. "Data Warehouse" refers to the collected data available for
Reporting.

The ETL process includes these individual processes:

« Extract: Takes data from Data Infrastructure Insights.

» Transform: Applies business logic rules or functions to the data as it is extracted from Data Infrastructure
Insights.

» Load: Saves the transformed data into the data warehouse for use in Reporting.

Data Infrastructure Insights Reporting User Roles

If you have Data Infrastructure Insights Premium Edition with Reporting, every Data
Infrastructure Insights user on your tenant also has a Single Sign-On (SSO) login to the
Reporting application (i.e. Cognos). Simply click the Reports link in the menu and you
will automatically be logged in to Reporting.

Your user role in Data Infrastructure Insights determines your Reporting user role:

Data Infrastructure Insights Role Reporting Role Reporting Permissions
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Guest

User

Administrator

The following table shows the functions available to each Reporting role.

Feature

View reports in the Team

Content tab

Run reports
Schedule reports
Upload external files
Create Jobs

Create stories
Create reports

Create Packages and
Data Modules

Perform administrative
tasks

Add/Edit HTML Item

Run report with HTML
ltem

Add/Edit Custom SQL

Run reports with Custom

SQL

Consumer

Author

Administrator

Consumer

Yes

Yes
Yes
No
No
No
No
No

No

No

Yes

No

Yes

Setting Reporting (Cognos) email preferences

Author

Yes

Yes
Yes
Yes
Yes
Yes
Yes

Yes

No

No

Yes

No

Yes

Can view, schedule, and run
reports and set personal
preferences such as those for
languages and time zones.
Consumers cannot create reports
or perform administrative tasks.

Can perform all Consumer
functions as well as create and
manage reports and dashboards.

Can perform all Author functions as
well as all administrative tasks such
as configuration of reports and the
shutdown and restart of reporting
tasks.

Administrator

Yes

Yes
Yes
Yes
Yes
Yes
Yes

Yes

Yes

Yes

Yes

Yes

Yes

If you change your user email preferences within Data Infrastructure Insights Reporting (i.e. the
Cognos application), those preferences are active only for the current session. Logging out of

Cognos and back in again will reset your email preferences.
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What steps should | take to prepare my existing environment for enabling SSO?

To ensure your reports are retained, migrate all reports from My Content to Team Content using the following
steps. You must do this prior to enabling SSO on your tenant:

1.

= IBM Cognos Analytics with Watson

Navigate to Menu > Content

ot Home

N OO o b WwN

New

1+ Upload data

[0 Content

(O Recent »

Manage

. Create a new folder in Team Content

a. If multiple users have been created, please create a separate folder for each user to avoid overwriting
reports with duplicate names

. Navigate to My Content

. Select all of the reports you wish to retain.

. In the upper right corner of the menu, select "Copy or move"

. Navigate to the newly created folder in Team Content

. Paste the reports to the newly created folder using the "Copy to" or "Move to" buttons

. Once SSO is enabled for Cognos, log into Data Infrastructure Insights with the email address used to

create your account.

. Navigate to the Team Content folder within Cognos, and Copy or Move the previously saved reports back

to My Content.

Predefined Reports Made Easy

Data Infrastructure Insights Reporting includes predefined reports that address a number
of common reporting requirements, providing critical insight that stakeholders need to
make informed decisions about their storage infrastructure.

@ The Reporting feature is available in Data Infrastructure Insights Premium Edition.

You can generate pre-defined reports from the Data Infrastructure Insights Reporting Portal, email them to
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other users, and even modify them. Several reports enable you to filter by device, business entity, or tier. The
reporting tools use IBM Cognos as a foundation and give you many data presentation options.

The pre-defined reports show your inventory, storage capacity, chargeback, performance, storage efficiency,
and cloud cost data. You can modify these pre-defined reports and save your modifications.

You can generate reports in various formats, including HTML, PDF, CSV, XML, and Excel.

Navigating to Pre-defined Reports

When you open the Reporting Portal, the Team Content folder is the starting point for you to select the type of
information that you require in the Data Infrastructure Insights reports.

1. In the left navigation pane, select Content > Team Content.

2. Select Reports to access the pre-defined reports.

= IBM Cognos Analytics with Watson

ot Home

MNew
1 Upload data
I [0 Content
(O Recent »

2+ Manage

Data Infrastructure Insights Analytics [ Content v

Content T

My content Team content

Custom Reports - bt6649 Packages Reports Storage Manager Dashboard

Last Accessed 1/22/2025, 9:15 PM o1 Last Accessed 1/13/2023, 4:09 PM ] Last Accessed 11/5/2021, 3:36 PM o Last Accessed 4/16/2019, 7:09 mm

Using predefined reports to answer common questions

The following predefined reports are available in Team content > Reports.

Application Service Level Capacity and Performance

The Application Service Level Capacity and Performance report provides a high level overview of your
applications. You can use this information for capacity planning or for a migration plan.
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Chargeback

The Chargeback report provides storage capacity chargeback and accountability information by hosts,
application, and business entities, and includes both current and historical data.

To prevent double counting do not include ESX servers, only monitor the VMs.

Data Sources

The Data Sources report shows all the data sources that are installed on your site, the status of the data
source (success/failure), and status messages. The report provides information about where to start
troubleshooting data sources. Failed data sources impact the accuracy of reporting and the general usability of
the product.

ESX vs VM Performance

The ESX vs VM Performance report provides a comparison of ESX servers and VMs, showing average and
peak I0OPs, throughput, and latency and utilizations for ESX servers and VMs. To prevent double counting,
exclude the ESX servers; only include the VMs.

An updated version of this report is available at the NetApp Storage Automation Store.

Fabric Summary

The Fabric Summary report identifies switches and switch information, including port counts, firmware
versions, and license status. The report does not include NPV switch ports.

Host HBAs

The Host HBAs report provides an overview of the hosts in the environment and provides the vendor, model,
and firmware version of HBAs, and the firmware level of the switches to which they are connected. This report
can be used to analyze firmware compatibility when planning a firmware upgrade for a switch or an HBA.

Host Service Level Capacity and Performance

The Host Service Level Capacity and Performance report provides an overview of storage utilization by host
for block only applications.

Host Summary

The Host Summary report provides an overview of storage utilization by each selected host with information for
Fibre Channel and iSCSI hosts. The report enables you to compare ports and paths, the Fibre Channel and
ISCSI capacity, and violation counts.

License Details

The License Details report shows the entitled quantity of resources you are licensed for across all sites with
active licenses. The report also shows a summation of actual quantity across all the sites with active licenses.
The summation may include overlaps of storage arrays managed by multiple servers.

Mapped but not Masked Volumes

The Mapped but not Masked Volumes report lists the volumes whose logical unit number (LUN) has been
mapped for use by a particular host, but is not masked to that host. In some cases these could be
decommissioned LUNSs that have been unmasked. Unmasked volumes can be accessed by any host, making
them vulnerable to data corruption.
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NetApp Capacity and Performance

The NetApp Capacity and Performance report provides global data for allocated, utilized, and committed
capacity with trending and performance data for NetApp capacity.

Scorecard

The Scorecard report provides a summary and general status of all assets acquired by Data Infrastructure
Insights. Status is indicated with green, yellow, and red flags:

» Green indicates normal condition
* Yellow indicates a potential issue in the environment

* Red indicates an issue that requires attention

All of the fields in the report are described in the Data Dictionary provided with the report.

Storage Summary

The Storage Summary report provides a global summary of used and unused capacity data for raw, allocated,
storage pools, and volumes. This report provides an overview of all of the storage discovered.

VM Capacity and Performance

Describes the virtual machine (VM) environment and its capacity usage. VM tools must be enabled to view
some data, such as when VMs were powered down.

VM Paths

The VM Paths report provides data store capacity data and performance metrics for which virtual machine is
running on which host, which hosts are accessing which shared volumes, what the active access path is, and
what comprises capacity allocation and usage.

HDS Capacity by Thin Pool

The HDS Capacity by Thin Pool report shows the amount of usable capacity on a storage pool that is thin
provisioned.

NetApp Capacity by Aggregate

The NetApp Capacity by Aggregate report shows raw total, total, used, available, and committed space of
aggregates.

Symmetrix Capacity by Thick Array

The Symmetrix Capacity by Thick Array report shows raw capacity, useable capacity, free capacity, mapped,
masked, and total free capacity.

Symmetrix Capacity by Thin Pool

The Symmetrix Capacity by Thin Pool report shows raw capacity, useable capacity, used capacity, free
capacity, used percentage, subscribed capacity, and subscription rate.
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XIV Capacity by Array

The XIV Capacity by Array report shows used and unused capacity for the array.

XIV Capacity by Pool

The XIV Capacity by Pool report shows used and unused capacity for storage pools.
Storage Manager Dashboard

The Storage Manager Dashboard provides you with a centralized visualization that
enables you to compare and contrast resource usage over time against the acceptable
ranges and previous days of activity. Showing only the key performance metrics for your
storage services, you can make decisions about how to maintain your data centers.

@ The Reporting feature is available in Data Infrastructure Insights Premium Edition.

Summary

Selecting Storage Manager Dashboard from Team Content gives you several reports that provide information
on of your traffic and storage.

= IBM Cognos Analytics with Watson | [ Content ™

(3 Storage Manager Dashboard

My content Team content

Team content [ Storage Manager Dashboard

Data Center Traffic Details Orphaned Storage Details Storage Manager Report d Storage Pools Capacity and

Performance Details

Last Accessed E Last Accessed E Last Accessed E Last Accessed |E|
4/17/2019, 6:47 PM 5/2/2019, 8:30 PM 12/17/2019, 9:44 PM 4/17/2019, 6:47 PM

For an at-a-glance view, the Storage Manager Report comprises seven components that contain contextual
information on many aspects of your storage environment. You can drill down on the aspects of your storage
services to perform an in-depth of analysis of a section that interests you most.
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Iﬁr_L_:Y Public Folders My Folders Sty M Dashboard

W netanp Storage Manager Dashboard (Data as of Jan 28, 2016)
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This component shows the used versus usable storage capacity, total switch ports versus the number of switch
ports connected, and total connected switch port utilization versus the total bandwidth, and how each of these
trend over time. You can view the actual utilization compared against the low, mid, and high ranges, which
enables you to compare and contrast usage between projections and your desired actuals, based on a target.
For capacity and switch ports, you can configure this target. The forecast is based on an extrapolation of the
current growth rate and the date you set. When the forecasted used capacity, which is based on future usage
projection date, exceeds the target, an alert (solid red circle) appears next to Capacity.

Storage Tiers Capacity

This component shows the tier capacity used versus the capacity allocated to the tier, which indicates how the
used capacity increases or decreases over a 12-month period and how many months are remaining to full
capacity. Capacity usage is shown with values provided for actual usage, the usage forecast, and a target for
capacity, which you can configure. When the forecasted used capacity, which is based on future usage
projection date, exceeds the target capacity, an alert (solid red circle) appears next to a tier.

You can click any tier to display the Storage Pools Capacity and Performance Details report, which shows free
versus used capacities, number of days to full, and performance (IOPS and Response Time) details for all the
pools in the selected tier. You can also click any storage or storage pool name in this report to display the asset
page summarizing the current state of that resource.

Daily Storage Traffic

This component shows how the environment is performing, if there is any large growth, changes, or potential
issues compared to the previous six months. It also shows the average traffic versus the traffic for the previous
seven days, and for the previous day. You can visualize any abnormalities in the way the infrastructure is
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performing because it provides information that highlights both cyclical (previous seven days) and seasonal
variations (previous six months).

You can click the title (Daily Storage Traffic) to display the Storage Traffic Details report, which shows the heat
map of the hourly storage traffic for the previous day for each storage system. Click any storage name in this
report to display the asset page summarizing the current state of that resource.

Data Centers Time to Full

This component shows all the data centers versus all of the tiers and how much capacity remains in each data
center for each tier of storage based on forecasted growth rates. Tier capacity level is shown in blue; the
darker the color, the lesser time the tier at the location has left before it is full.

You can click a section of a tier to display the Storage Pools Days to Full Details report, which shows total
capacity, free capacity, and number of days to full for all the pools in the selected tier and the data center. Click
any storage or storage pool name in this report to display the asset page summarizing the current state of that
resource.

Top 10 Applications

This component shows the top 10 applications based on the used capacity. Regardless of how the tier
organizes the data, this area displays the current used capacity and share of the infrastructure. You can
visualize the range of user experience for the previous seven days to see if consumers experience acceptable
(or, more importantly, unacceptable) response times.

This area also shows trending, which indicates if the applications meet their performance service level
objectives (SLO). You can view the previous week’s minimum response time, the first quartile, the third quartile,
and the maximum response time, with a median shown against an acceptable SLO, which you can configure.
When the median response time for any application is out of the acceptable SLO range, an alert (solid red
circle) appears next to the application. You can click an application to display the asset page summarizing the
current state of that resource.

Storage Tiers Daily Performance

This component shows a summary of the tier’s performance for response time and IOPS for the previous
seven days. This performance is compared against a SLO, which you can configure, enabling you to see if
there is opportunity to consolidate tiers, realign workloads delivered from those tiers, or identify issues with
particular tiers. When median response time or median IOPS is out of the acceptable SLO range, an alert
(solid red circle) appears next to a tier.

You can click a tier name to display the Storage Pools Capacity and Performance Details report, which shows
free versus used capacities, number of days to full, and performance (IOPS and response time) details for all
the pools in the selected tier. Click any storage or storage pool in this report to display the asset page
summarizing the current state of that resource.

Orphaned Capacity

This component shows the total orphaned capacity and orphaned capacity by tier, comparing it against
acceptable ranges for total usable capacity and showing the actual capacity that is orphaned. Orphaned
capacity is defined by configuration and by performance. Storage orphaned by configuration describes a
situation in which there is storage allocated to a host. However, the configuration has not been performed
properly and the host cannot access the storage. Orphaned by performance is when the storage is correctly
configured to be accessed by a host. However, there has been no storage traffic.

The horizontal stacked bar shows the acceptable ranges. The darker the gray, the more unacceptable the
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situation is. The actual situation is shown with the narrow bronze bar that shows the actual capacity that is
orphaned.

You can click a tier to display the Orphaned Storage Details report, which shows all the volumes identified as
orphaned by configuration and performance for the selected tier. Click any storage, storage pool, or volume in
this report to display the asset page summarizing the current state of that resource.

Creating a Report (Example)

Use the steps in this example to generate a simple report on physical capacity of storage
and storage pools in a number of data centers.

Steps
1. Navigate to Menu > Content > Team Content > Reports

2. In the upper-right of the screen, select [New +]
3. Select Report

—

) : T

Data module

Exploration

Dashboard

Report

+

@
Story

Job

4. On the Templates tab, select Blank
The Source and Data tabs is displayed

5. Open Select a source +

6. Under Team content, open Packages
A list of available packages is displayed.

7. Choose Storage and Storage Pool Capacity
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10.
1.
12.
13.
14.
15.
16.
17.

Open

My content Team content

Team content / Packages

Select Open

The available styles for your report are displayed.
Select List
Add appropriate names for List and Query

Select OK

Expand Physical Capacity

Expand to the lowest level of Data Center

Drag Data Center to the Reporting palate.
Expand Capacity (MB)

Drag Capacity (MB) to the Reporting palate.

Drag Used Capacity (MB) to the Reporting palate.

Run the report by selecting an output type from the Run menu.

> . ¢ »
® RunHTML
Run PDF
Run Excel
Run Excel data
Run C5V

Run XML

Show run options

e it 8
Name Type Last Accessed
= Host Volume Hourly Performance Package 6/25/2021, 9:36 PM
& Internal Volume Capacity Package 11/4/2021, 4:23 PM
= Internal Volume Daily Performance Package 1/7/2022, 4:23 PM
= Internal Volume Hourly Performance Package 1/6/2022,11:41 PM
&= Inventory Package 12/17/2019, 9:22 PM
& Port Capacity Package 11/20/2019, 4:13 PM
= Qtree Capacity Package 11/4/2021, 6:07 PM
= Qtree Performance Package 11/4/2021, 11:07 PM
& Storage and Storage Pool Capacity Package 12/17/2019, 5:58 PM
= Storage Efficiency Package 12/17/2019, 9:17 PM
& Storage Node Capacity Package 1/13/2023, 4:09 PM
& Storage Node Performance Package 1/13/2023, 6:11 PM
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Result

A report similar to the following is created:

DataCenter  Capacity (MB)  Used Capacity (MB)
0 Asia 122,070,096.00 45,708 105.00
BLR 100,709,506.00 54982 204.00

*  Boulder 22 883 450.00 12.011.075.00
DCO1 1.707,024,715.00 1.407,609.686.00

DC02 ¥32,370,688.00 732,370,688.00

DCO3 314,598 162.00 65.448 975 00

m DCO04 573,573,884 .00 282 645,615.00
DCO5 89,245 458 00 62,145 011.00

o DCO6 19,455 433,799 00 11,283 487 74400
DCO8 100,709,506.00 44,950 171.00

DC10 112,916,718.00 43,346.818.00

DC14 23 565 735,054.00 17,357,431 924.00

DC56 137 549 084.00 10,657 793.00
Europe 743,942 208 .00 240,369 325 00

HIO 9.823 036,853.00 4,216.750,338.00
London 0.00 0.00

© N/A 9.049 939 023.00 5,887 911,992 00
= ®RTF 12,386,326,262.00 5,638,048 477.00
SAC 9. 269 642 330.00 6,197 549 437.00

+ Top  Pageup | Pagedown i Bottom

Managing Reports

You can customize a report’s output format and delivery, set report properties or
schedules, and email reports.

®
®
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Customizing a report’s output format and delivery

You can customize the format and delivery method of reports.

1. In the Data Infrastructure Insights Reporting Portal, Go to Menu > Content > My Content/Team Content.
Mouse over the report you want to customize and open the "three dots" menu.

[ Reports @ ?

My content Team content

Team content [ Reports

1 item selected More + Create Details @  Delete [ij | Cancel

Capacity Management Capacity Trending and CI Scorecard ¢ 3 Tt T rt-NEW FC Port Remediation
un as

Environment Usage Forecasting - Executive Level
Edit report

Create report view

ﬁ Lest Accessed r) Last Accessed r Create & new job ﬁ Last Accessed ’-‘_P
Lo 4/29/2019, 8:29 PM 10/28/2021, 9-18 PM U iy 4/25/2019, 8:29 PM

View versions

Share
KBS Chargeback K8S Overview NEW - Flex Groups Take ownershio ecutive Reclamation Efficiency And
Capy or move to Allocation Lifecycle
Add shortout

Edit name and description

Lest & = Lest Acceszed Lest Azceszed Last Acoessed
/5/2022, 1116 PM ] 12/5/2021, 1:34 AM i) 4/5/2023,1:36 PM i Properties ] 10/28/2021, 9:31 PM [
Details
Storage Capacity and Cost Storage Infrastructure Virtual Machine Remediation delete Weekly Storage Consumption
Analysis Executive Summary Consumption
Last Accesasd B Last Acoessed & Last Azoegsed | ] Last Avoessed ]
4/29/2019, 8:30 PM o 4/29/2019, 8:30 PM 4/4/2023, 8:21PM &8 s 45/2023,12:14 AM

1. Click Properties > Schedule
2. You can set the following options:
o Schedule when you want reports to run.
o Choose Options for report format and delivery (Save, Print, Email) and Languages for the report.

3. Click Save to produce the report using the selections you made.

Copying a report to the clipboard

Use this process to copy a report to the clipboard.

1. Select a report to copy from (Menu > Content > My Content or Team Content)

2. Choose Edit report from the report’s drop-down menu

Capacity Trending and < o
Run &z

Forecasting - Executive Level
Edit report
Create report view

Last Accessed r. Create & new job
42972019, 8:29 PM

View versions
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3. In the upper-right of the screen, open the "three dots" menu next to "Properties”.

4. Select Copy Report to Clipboard.

Page design ~ El = Properties

Open report from clipoboard

Copy report to clipboard

Visual aids ¥
<, Find
@ Validate report

Validate options

Auto correct...

Layout component cache._ ..

Manage conditional styles...

Show generated SOL/MDX

Add shared set report...

Manage shared set reports...

Manage shared set references ...
[n] Show specification

Options...

Opening reports from the clipboard

You can open a report specification that was previously copied to the clipboard.

About this task
Start by creating a new report or opening an existing report that you wish to replace with the copied report. The
steps below are for a new report.

1. Select Menu > +New > Report and create a blank report.

2. In the upper-right of the screen, open the "three dots" menu next to "Properties".

3. Select Open Report from Clipboard.

& Pags design H = Properties

Open report from clipboard

Copy report to clipboard

1. Paste the copied code into the window and select OK.
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2. Select the floppy disk icon to save the report.
3. Choose where to save the report (My Content, Team Content, or create a new folder).

4. Give the new report a meaningful name and select Save.

Editing an existing report

Be aware that editing files in their default location runs a risk of those reports being overwritten upon the next
report catalog refresh. It is recommended to save the edited report under a new name or store it in a non-
default location.

Troubleshooting

Here you will find suggestions for troubleshooting problems with Reporting.

Problem: Try this:
When scheduling a report to be sent via email, the When scheduling the report to be sent via email, clear
name of the user logged in is pre-populated to the the pre-populated name and enter a valid, properly-

email’s “To” field. However, the name is in the form of formatted email address in the “To” field.
"firstname lastname” (first name, space, last name).

Since this is not a valid email address, the email will

fail to send when the scheduled report is run.

My scheduled report sends out via email, but the In order to avoid this, the report or report-view must
report can not be accessed if the origination is from be saved to the “Team Content > Custom Reports -
the “My Content” folder. xxxxxx" folder, and the schedule created from that

saved version. The "Custom Reports - xxxxxx" folder
is visible to all users on the tenant.

when saving a Job, the folder may show “Team The work around is to create a new folder with a
Content” with the list of content from “Custom Reports unique name (i.e. “NewFolder”) and save there, or to
- Xxxxxx”, however you can not save the Job here save to “My Content” and then copy/move to “Custom
because Cognos thinks this is the “Team Content” Reports - xxxxxx”.

folder where you don’t have access to write.

Creating Custom Reports

You can use the report authoring tools to create custom reports. After creating reports,
you can save them and run them on a regular schedule. The results of reports can be
automatically sent by email to yourself and others.

@ The Reporting feature is available in Data Infrastructure Insights Premium Edition.

The examples in this section show the following process, which can be used for any of the Data Infrastructure
Insights Reporting data models:

* Identifying a question to be answered with a report
* Determining the data needed to support the results

» Selecting data elements for the report

Before designing your custom report, you need to complete some prerequisite tasks. If you do not complete
these, reports could be inaccurate or incomplete.

233


https://docs.netapp.com/us-en/data-infrastructure-insights/concept_subscribing_to_cloud_insights.html

For example, if you do not finish the device identification process, your capacity reports will not be accurate.
Or, if you do not finish setting annotations (such as tiers, business units, and data centers), your custom
reports might not accurately report data across your domain or might show "N/A" for some data points.

Before you design your reports, complete the following tasks:

» Configure all data collectors properly.

* Enter annotations (such as tiers, data centers, and business units) on devices and resources on your
tenant. It is beneficial to have annotations stable before generating reports, because Data Infrastructure
Insights Reporting collects historical information.

Report Creation Process

The process of creating custom (also called "ad hoc") reports involves several tasks:

* Plan the results of your report.
* |dentify data to support your results.

+ Select the data model (for example, Chargeback data model, Inventory data model, and so on) that
contains the data.

» Select data elements for the report.

» Optionally format, sort, and filter report results.

Planning the Results of Your Custom Report

Before you open the report authoring tools, you might want to plan the results you want from the report. With
report authoring tools, you can create reports easily and might not need a great deal of planning; however, it is
a good idea to get a sense from the report requestor about the report requirements.
+ Identify the exact question you want to answer. For example:
o How much capacity do | have left?
o What are the chargeback costs per business unit?
o What is the capacity by tier to ensure that business units are aligned at the proper tier of storage?

> How can | forecast power and cooling requirements? (Add customized metadata by adding annotations
to resources.)

« Identify the data elements that you need to support the answer.

* Identify the relationships between data that you want to see in the answer. Do not include illogical
relationships in your question, for example, “l want to see the ports that relate to capacity.”

* Identify any calculations needed on data.

» Determine what types of filtering are needed to limit the results.

» Determine if you need to use current or historical data.

» Determine if you need to set access privileges on reports to limit the data to specific audiences.

« Identify how the report will be distributed. For example, should it be emailed on a set schedule or included
in the Team content folder area?

» Determine who will maintain the report. This might affect the complexity of the design.

» Create a mockup of the report.
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Tips for designing reports
Several tips might be helpful when you are designing reports.
* Determine whether you need to use current or historical data.
Most reports only need to report on the latest data available in the Data Infrastructure Insights.
» Data Infrastructure Insights Reporting provides historical information on capacity and performance, but not

on inventory.

» Everybody sees all data; however, you might need to limit data to specific audiences.

To segment the information for different users, you can create reports and set access permissions on them.

Reporting data models

Data Infrastructure Insights includes several data models from which you can either select predefined reports
or create your own custom report.

Each data model contains a simple data mart and an advanced data mart:
* The simple data mart provides quick access to the most commonly used data elements and includes only

the last snapshot of Data Warehouse data; it does not include historical data.

* The advanced data mart provides all values and details available from the simple data mart and includes
access to historical data values.

Capacity data models

Enables you to answer questions about storage capacity, file system utilization, internal volume capacity, port
capacity, gtree capacity, and virtual machine (VM) capacity. The Capacity data model is a container for several
capacity data models. You can create reports answering various types of questions using this data model:

Storage and Storage Pool Capacity data model

Enables you to answer questions about storage capacity resource planning, including storage and storage
pools, and includes both physical and virtual storage pool data. This simple data model can help you answer
questions related to capacity on the floor and the capacity usage of storage pools by tier and data center over
time.
If you are new to capacity reporting, you should start with this data model because it is a simpler, targeted data
model. You can answer questions similar to the following using this data model:

» What is the projected date for reaching the capacity threshold of 80% of my physical storage?

* What is the physical storage capacity on an array for a given tier?

« What is my storage capacity by manufacturer and family as well as by data center?

» What is the storage utilization trend on an array for all of the tiers?

* What are my top 10 storage systems with the highest utilization?

* What is the storage utilization trend of the storage pools?

* How much capacity is already allocated?

* What capacity is available for allocation?
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File System Utilization data model

This data model provides visibility about capacity utilization by hosts at the file system level. Administrators can
determine allocated and used capacity per file system, determine the type of file system, and identify trending
statistics by file system type. You can answer the following questions using this data model:

* What is the size of the file system?

* Where is the data kept and how is it accessed, for example, local or SAN?

» What are the historical trends for the file system capacity? Then, based on this, what can we anticipate for
future needs?

Internal Volume Capacity data model

Enables you to answer questions about internal volume used capacity, allocated capacity, and capacity usage
over time:
» Which internal volumes have a utilization higher than a predefined threshold?

* Which internal volumes are in danger of running out of capacity based on a trend?
8 What is the used capacity versus the allocated capacity on our internal volumes?

Port Capacity data model

Enables you to answer questions about switch port connectivity, port status, and port speed over time. You can
answer questions similar the following to help you plan for purchases of new switches:

How can | create a port consumption forecast that predicts resource (port) availability (according to data
center, switch vendor and port speed)?

» Which ports are likely to run out of capacity, providing data speed, data center, vendor and number of Host
and storage ports?

« What are the switch port capacity trends over time?

* What are the port speeds?

» What type of port capacity is needed and which organization is about to run out of a certain port type or
vendor?

* What is the optimal time to purchase that capacity and make it available?

Qtree Capacity data model

Enables you to trend gtree utilization (with data such as used versus allocated capacity) over time. You can
view the information by different dimensions—for example, by business entity, application, tier, and service
level. You can answer the following questions using this data model:

* What is the used capacity for gtrees versus the limits set per application or business entity?

« What are the trends of our used and free capacity so that we can do capacity planning?

» Which business entities are using the most capacity?

» Which applications consume the most capacity?

VM Capacity data model

Enables you to report your virtual environment and its capacity usage. This data model lets you report on
changes in capacity usage over time for VMs and data stores. The data model also provides thin provisioning
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and virtual machine chargeback data.

* How can | determine capacity chargeback based on capacity provisioned to VMs and data stores?

* What capacity is not used by VMs and which portion of unused is free, orphaned, or other?

* What do we need to purchase based on consumption trends?

* What are my storage efficiency savings achieved by using storage thin provisioning and deduplication

technologies?

Capacities in the VM Capacity data model are taken from virtual disks (VMDKSs). This means that the
provisioned size of a VM using the VM Capacity data model is the size of its virtual disks. This is different from
the provisioned capacity in the Virtual Machines view in Data Infrastructure Insights, which shows the
provisioned size for the VM itself.

Volume Capacity data model

Enables you to analyze all aspects of the volumes on your tenant and organize data by vendor, model, tier,
service level, and data center.

You can view the capacity related to orphaned volumes, unused volumes, and protection volumes (used for
replication). You can also see different volume technologies (iSCSI or FC), and compare virtual volumes to
non-virtual volumes for array virtualization issues.

You can answer questions similar to the following with this data model:

» Which volumes have a utilization higher than a predefined threshold?
» What is the trend in my data center for orphan volume capacity?
* How much of my data center capacity is virtualized or thin provisioned?

* How much of my data center capacity must be reserved for replication?

Chargeback data model

Enables you to answer questions about used capacity and allocated capacity on storage resources (volumes,
internal volumes, and qtrees). This data model provides storage capacity chargeback and accountability
information by hosts, application, and business entities, and includes both current and historical data. Report
data can be categorized by service level and storage tier.

You can use this data model to generate chargeback reports by finding the amount of capacity that is used by
a business entity. This data model enables you to create unified reporting of multiple protocols (including NAS,
SAN, FC, and iSCSI).
» For storage without internal volumes, chargeback reports show chargeback by volumes.
* For storage with internal volumes:
o If business entities are assigned to volumes, chargeback reports show chargeback by volumes.

o If business entities are not assigned to volumes but assigned to gtrees, chargeback reports show
chargeback by gtrees.

o If business entities are not assigned to volumes and not assigned to gtrees, chargeback reports show
the internal volume.

> The decision whether to show chargeback by volume, gtree or internal volume is made per each
internal volume, so it is possible for different internal volumes in the same storage pool to show
chargeback at different levels.

237



Capacity facts are purged after a default time interval. For details, see Data Warehouse processes.

Reports using the Chargeback data model might display different values than reports using the Storage
Capacity data model.
* For storage arrays that are not NetApp storage systems, the data from both data models is the same.

* For NetApp and Celerra storage systems, the Chargeback data model uses a single layer (of volumes,
internal volumes, or gtrees) to base its charges, while the Storage Capacity data model uses multiple
layers (of volumes and internal volumes) to base its charges.

Inventory data model

Enables you to answer questions about inventory resources including hosts, storage systems, switches, disks,
tapes, gtrees, quotas, virtual machines and servers, and generic devices. The Inventory data model includes
several submarts that enable you to view information about replications, FC paths, iSCSI paths, NFS paths,
and violations. The Inventory data model does not include historical data. Questions you can answer with this
data

* What assets do | have and where are they?

* Who is using the assets?

* What types of devices do | have and what are components of those devices?

* How many hosts per OS do | have and how many ports exist on those hosts?

» What storage arrays per vendor exist in each data center?

* How many switches per vendor do | have in each data center?

* How many ports are not licensed?

* What vendor tapes are we using and how many ports exist on each tape?re all the generic devices
identified before we begin working on reports?

» What are the paths between hosts and storage volumes or tapes?

* What are the paths between generic devices and storage volumes or tapes?
* How many violations of each type do | have per data center?

* For each replicated volume, what are the source and target volumes?

* Do | have any firmware incompatibilities or port speed mismatches between Fibre Channel host HBAs and
switches?

Performance data model

Enables you to answer questions about performance for volumes, application volumes, internal volumes,
switches, applications, VMs, VMDKs, ESX versus VM, hosts, and application nodes. Many of these report
Hourly data, Daily data, or both. Using this data model, you can create reports that answer several types of
performance management questions:

* What volumes or internal volumes have not been used or accessed during a specific period?

« Can we pinpoint any potential misconfiguration for storage for an application (unused)?

* What was the overall access behavior pattern for an application?

* Are tiered volumes assigned appropriately for a given application?

» Could we use cheaper storage for an application currently running without impact to application
performance?
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« What are the applications that are producing more accesses to currently configured storage?
When you use the switch performance tables, you can obtain the following information:

* Is my host traffic through connected ports balanced?

* Which switches or ports are exhibiting a high number of errors?

* What are the most used switches based on port performance?

* What are the underutilized switches based on port performance?

» What is the host trending throughput based on port performance?

» What is the performance utilization for last X days for one specified host, storage system, tape, or switch?

» Which devices are producing traffic on a specific switch (for example, which devices are responsible for
use of a highly utilized switch)?

* What is the throughput for a specific business unit in our environment?
When you use the disk performance tables, you can obtain the following information:

* What is the throughput for a specified storage pool based on disk performance data?

» What is the highest used storage pool?

* What is the average disk utilization for a specific storage?

* What is the trend of usage for a storage system or storage pool based on disk performance data?

» What is the disk usage trending for a specific storage pool?
When you use VM and VMDK performance tables, you can obtain the following information:

* Is my virtual environment performing optimally?

* Which VMDKSs are reporting the highest workloads?

* How can | use the performance reported from VMDs mapped to different datastores to make decisions
about re-tiering.

The Performance data model includes information that helps you determine the appropriateness of tiers,
storage misconfigurations for applications, and last access times of volumes and internal volumes. This data
model provides data such as response times, |IOPs, throughput, number of writes pending, and accessed
status.

Storage Efficiency data model

Enables you to track the storage efficiency score and potential over time. This data model stores
measurements of not only the provisioned capacity, but also the amount that is used or consumed (the physical
measurement). For example, when thin provisioning is enabled, Data Infrastructure Insights indicates how
much capacity is taken from the device. You can also use this model to determine efficiency when
deduplication is enabled. You can answer various questions using the Storage Efficiency data mart:

» What is our storage efficiency savings as a result of implementing thin provisioning and deduplication
technologies?

« What are the storage savings across data centers?

» Based on historical capacity trends, when do we need to purchase additional storage?

* What would be the capacity gain if we enabled technologies such as thin provisioning and deduplication?
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* Regarding storage capacity, am | at risk now?

Data model fact and dimension tables

Each data model includes both fact and dimension tables.
* Fact tables: Contain data that is measured, for example, quantity, raw and usable capacity. Contain foreign
keys to dimension tables.

» Dimension tables: Contain descriptive information about facts, for example, data center and business units.
A dimension is a structure, often composed of hierarchies, that categorizes data. Dimensional attributes
help describe the dimensional values.

Using different or multiple dimension attributes (seen as columns in the reports), you construct reports that
access data for each dimension described in the data model.

Colors used in data model elements
Colors on data model elements have different indications.

* Yellow assets: Represent measurements.

* Non-yellow assets: Represent attributes. These values do not aggregate.

Using multiple data models in one report

Typically, you use one data model per report. However, you can write a report that combines data from multiple
data models.

To write a report that combines data from multiple data models, choose one of the data models to use as the
base, then write SQL queries to access the data from the additional data marts. You can use the SQL Join
feature to combine the data from the different queries into a single query that you can use to write the report.

For example, say you want the current capacity for each storage array and you want to capture custom
annotations on the arrays. You could create the report using the Storage Capacity data model. You could use
the elements from the Current Capacity and dimension tables and add a separate SQL query to access the
annotations information in the Inventory data model. Finally, you could combine the data by linking the
Inventory storage data to the Storage Dimension table using the storage name and the join criteria.

Access the Reporting Database via API

Data Infrastructure Insights' powerful API allows users to query the Data Infrastructure
Insights Reporting database directly, without going through the Cognos Reporting
environment.

@ This documentation refers to the Data Infrastructure Insights Reporting feature, which is
available in Data Infrastructure Insights Premium Edition.

Odata

The Data Infrastructure Insights Reporting API follows the OData v4 (Open Data Protocol) standard for its
querying of the Reporting database.
For more information or to learn more, check out this tutorial on OData.

All requests will start with the url https:/<Data Infrastructure Insights URL>/rest/v1/dwh-management/odata
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Generating an APIKey

Read more about Data Infrastructure Insights APls.
To generate an API key, do the following:

* Log into your Data Infrastructure Insights environment and select Admin > API Access.
* Click “+ APl Access Token”.

» Enter a Name & Description.

* For type, choose Data Warehouse.

» Set Permissions as Read/Write.

» Set a desires Expiration date.

« Click “Save”, then copy the key and save it somewhere safe. You will not be able to access the full key
later.

APIkeys are good for Sync or Async.

Direct query of tables

With the API Key in place, direct queries of the Reporting database are now possible. Long URLs may be
simplified to https://.../odata/ for display purposes rather than the full https://<Data Infrastructure Insights
URL>/rest/v1/dwh-management/odata/

Try simple queries like

* https://<Data Infrastructure Insights URL>/rest/v1/dwh-management/odata/dwh_custom

* https://<Data Infrastructure Insights URL>/rest/v1/dwh-management/odata/dwh_inventory

* https://<Data Infrastructure Insights URL>/rest/v1/dwh-management/odata/dwh_inventory/storage
« https://<Data Infrastructure Insights URL>/rest/v1/dwh-management/odata/dwh_inventory/disk

* https://.../odata/dwh_custom/custom_queries

REST API Examples

The URL for all calls is https://<Data Infrastructure Insights URL>/rest/v1/dwh-management/odata.
* GET /schema}/** - Retrieves data from the Reporting Database.
Format: https://<Data Infrastructure Insights URL>/rest/v1/dwh-management/odata/<schema_name>/<query>

Example:

https://<domain>/rest/v1/dwh-
management/odata/dwh inventory/fabric?$count=true&Sorderby=name

Result:
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"Qodata.context": "Smetadata#fabric",

"@Qodata.count": 2,
"value": [
{

"id": 851,
"identifier": "10:00:50:EB:1A:40:3B:44",
"wwn": "10:00:50:EB:1A:40:3B:44",
"name": "10:00:50:EB:1A:40:3B:44",
"vsanEnabled": "0O",

"vsanId": null,

"zoningEnabled": "O",
"url": "https://<domain>/web/#/assets/fabrics/941716"

bo

{
"id": 852,
"identifier": "10:00:50:EB:1A:40:44:0C",
"wwn": "10:00:50:EB:1A:40:44:0C",
"name": "10:00:50:EB:1A:40:44:0C",
"vsanEnabled": "0",
"vsanId": null,
"zoningEnabled": "0O",
"url": "https://<domain>/web/#/assets/fabrics/941836"

}

]
}
Helpful Hints

Keep the following in mind when working with Reporting API queries.

* The query payload must be a valid JSON string

* The query payload must be contained in a single line
* Double quotes must be escaped, i.e. \"

» Tabs are supported as \t

* Avoid comments

» Lower-case table names are supported
Additionally:

» 2 Headers are required:
o Name “X-CloudInsights-ApiKey”
o Attribute Value “<apikey>"

Your API key will be specific to your Data Infrastructure Insights environment.
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Synchronous or Asynchronous?

By default, an APl command will operate in synchronous mode, meaning that you send the request and the
response is returned immediately. However, at times a query may take a long time to execute, which could lead
to the request timing out. To get around this, you can execute a request asynchronously. In asynchronous
mode, the request will return a URL through which the execution can be monitored. The URL will return the
result when it is ready.

To execute a query in async mode, add the header Prefer: respond-async to the request. Upon
successful execution, the response will contain the following headers:

Status Code: 202 (which means ACCEPTED)

preference-applied: respond-async

location: https://<Data Infrastructure Insights URL>/rest/vl/dwh-
management/odata/dwh custom/asyncStatus/<token>

Querying the location URL will return the same headers if the response is not ready yet, or will return with
status 200 if the response is ready. The response content will be of type text and contains the http status of the
original query and some metadata, followed by the results of the original query.

HTTP/1.1 200 OK

OData-Version: 4.0

Content-Type: application/json;odata.metadata=minimal
oDataResponseSizeCounted: true

{ <JSON_RESPONSE> }

To see a list of all async queries and which of them are ready, use the following command:

GET https://<Data Infrastructure Insights URL>/rest/v1/dwh-
management/odata/dwh custom/asyncList

The response has the following format:
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"queries" : [
{
"Query": "https://<Data Infrastructure Insights

URL>/rest/v1/dwh-

management/odata/dwh custom/heavy left join3?$count=true",
"Location": "https://<Data Infrastructure Insights

URL>/rest/vl/dwh-management/odata/dwh custom/asyncStatus/<token>",
"Finished": false

Publishing and Unpublishing Annotations for Reporting

Learn how to publish annotations for use in reports and the Data Warehouse, and how to
properly unpublish annotations when they are no longer needed.

Publishing Annotations for Reporting

After you have created annotations in Data Infrastructure Insights, you can publish them for use in Reporting.

Steps to Publish Annotations

1. Navigate to the *Observability > Enrich > Annotations page and select the Annotations for Reporting tab.
2. Locate the annotation you want to publish.

3. Select the annotation and select Publish to Reports. You can also choose to Apply it to Historical Data,
allowing the annotation to be used when running history reports.

4. Once published, the annotation becomes available for use in Reporting.

5. Annotations are published for use in Reporting following the next ETL run.

Any reports that reference the annotation will use the published values. If you modify an
@ annotation after publishing, you may need to re-publish it in order for those changes to take
effect in reports.

Unpublishing Annotations for Reporting

There may be times when you need to remove or unpublish annotations, so they are no longer used in
Reporting. For example, an annotation may no longer be needed, or it may contain outdated information that
should not appear in reports.

Steps to Unpublish Annotations

Before unpublishing an annotation, be aware that this action will impact any existing reports that use the
annotation. Reports may require editing or professional services assistance to remove the annotation
references.

1. In the Data Infrastructure Insights user interface, navigate to the Annotations for Reporting tab.
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. Locate the annotation you want to unpublish.
. For each object where the annotation is published, deselect the annotation and select Save.
Remove any queries or rules that still reference the annotation to ensure it is not marked as "in use."

. Annotations are unpublished following the next ETL run.

o oA W N

. After the ETL completes, the annotation can be deleted from the list of annotations, if no longer needed on
the tenant side.

Annotations will continue to appear in the Data Warehouse until they are properly unpublished.

@ Simply deleting an annotation from the Annotations page without unpublishing it first will leave
stale data that may appear in existing reports. Follow the unpublishing steps above to ensure
complete removal.

Impact on Existing Reports

Removing or unpublishing annotations may require modifications to existing reports that reference those
annotations. Consider the following:

» Reports that use the annotation as a filter or dimension will need to be updated.

« If an annotation is removed without updating dependent reports, those reports may return errors or
unexpected results.

* Professional Services may be needed to assist with report remediation in complex scenarios.

It is recommended to review all reports that depend on an annotation before unpublishing it.

How historical data is retained for Reporting

Data Infrastructure Insights retains historical data for use in Reporting based on the data
marts and granularity of the data, as shown in the following table.

Data mart Measured object Granularity Retention period

Performance marts Volumes and internal Hourly 14 days
volumes

Performance marts Volumes and internal Daily 13 months
volumes

Performance marts Application Hourly 13 months

Performance marts Host Hourly 13 months

Performance marts Switch performance for Hourly 35 days
port

Performance marts Switch performance for Hourly 13 months
host, storage, and tape

Performance marts Storage node Hourly 14 days

Performance marts Storage node Daily 13 months

Performance marts VM performance Hourly 14 days

Performance marts VM performance Daily 13 months
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Performance marts
Performance marts
Performance marts
Performance marts
Performance marts
Performance marts

Capacity marts

Capacity marts

Inventory marts

Hypervisor performance
Hypervisor performance
VMDK performance
VMDK performance
Disk performance

Disk performance

All (except individual
volumes)

All (except individual
volumes)

Individual volumes

Hourly
Daily
Hourly
Daily
Hourly
Daily
Daily

Monthly representative

Current state

Data Infrastructure Insights Reporting Schema Diagrams

35 days
13 months
35 days
13 months
14 days
13 months

13 months

14 months and beyond

1 day (or until next ETL)

This document provides schema diagrams for the Reporting Database.

@ The Reporting feature is available in Data Infrastructure Insights Premium Edition.

Inventory Datamart

The following images describe the inventory datamart.
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o VARCHAR(258) NULL | ®*— — Qacmgen T el isGenerated  TINVINT(1)  NOT NuLLl
L] ooty HOT, Sk identifier  VARCHAR{TEE)NOT NUL
T T I | ?5":'2';; !I:;'\’IN'T1 bty name ARCHAR{255) NOT NULL]
£ | % protocol  ENUM noT UL
‘_ =i ‘ | ‘ | ipinterfaces TEXT NOT NULL Sin —
I | Il - 1 Scoum
l * N | | Fia INT NOT NULL]
Sl to st e | orapereai ot L
S Seem |V Do sa—" “ s b i
fid INT NOT NULL ‘ | ‘ | T ‘ identifier VARCHAR(768) NOT NULL]
#is Lkt NOTMULLY § hostia NT NOT NULL | N name VARCHAR({255)NOT NULL]
[ INT NOTNULL#— — — — — — — o — — — — — — —
IE vmld. ] INT NOT NULL} § applicationldINT el ‘ | ‘ — : 1— type VARCHAR(255) NOT NULL
F applicstionldINT TR L e 9 spolicationla  INT NOT NULLE thinProvisioningSupported  TINVINT(1)  NoOT NuLL)
inherited  TINYINT{1JNOT NULL 11 1§ intemalVolumeldNT HOT nuLL =l storage _ thinProvisioned TINVINT(1)  NOT NuL]
T S [ inherited TINYINT(1)NOT NuLL} Seolemn spaceGuarantes ENUM NULL
| * T s NGTR] dedupeEnabled TINVINT(1)  NOT NuLL}
[ @ cloneScurceld INT NULL
| neme VARCHAR(255) NOT NULLJ
| =L 11 SRt VARGHARGIE) MO RN IsstSnapsnctTime DATETIME  NULL
Scolumn L ol bl VARCHARG AN T lastinownAccessTime DATETIME  NULL
| T NT NOT NULI — — 4% INT NOT NULL #— — —<>  model VARCHAR(285) NULL s VARCHAR(ZEE) NCT NULL
Prtorsgeld  INT NOT NULL manufacturer (M ORC . L. — & uinusiStersge VARCHAR(255) NULL
| Dare AARGA O INumber VARCHAR(255) NULL
dentif VARCHAR[TES) NOT NULL applicationld INT NOT NULL sefialiom protectionType VARCHAR(255) NULL
-_— rOE) ‘ | migocodeVersion  VARGHAR(255) NULL
| o VARCHAR{1024) NOT NULI nasnPosiEligiility ENUM NULL
rawCapacityMB  BIGINT NULL
o VARCHAR{ZE5) NULL dedupeRatio FLOAT NULL
spareRawCapacityMB BIGINT NULL o ] »
e VARCHAR(2E5) NULL t totalAllccatedCapacityMB  BIGINT NOT NULY
| manviecturer  vaRcHaRgzss) nuL | | | ettt S e | totallsedCapacitMB BIGINT NOT UL
installedMemoryMBJARCHAR{ZES) NULL "‘E:W| i e totalUsedCapacityFromDeviceMBBIGINT NULL
| hostFsFreeGB  WARCHAR[ZS5) NULL ‘ | G | gatsAllocatedCapacityMB BIGINT NULL
manageURL VARCHAR(285) NULL
hostFsTotalGE WVARCHAR{(ZES) NULL ‘ | o VARCHARESS) NULL | datalsedCapacityMB BIGINT MULL
| hostFslsedGB  VARCHAR(ZES) NULL nily snapshotdllccstedCapacitylB  BIGINT NULL
S SRR | adne O e snapshotUsedCapacityMB BIGINT NULL
| S i dataCenter VARCHAR(255) NOT NULLJ
SR VARCHAR(ZEE) NULL rawTaUsableRatia FLOAT NOT HuL]
isVirtual TINVINT(T)  NULL
I otherlisedCapscityME: BIGINT NULL
nicCount WARCHAR(255) NULL
cluster TINVINT(1)  NULL
nicSpesd VARCHAR{ZES) NULL ‘ | quee_b_m_" = e | otherAlloratedCapacityMB BIGINT MULL
| active TINYINT(1)  NULL Sicolumn e e
‘ 5 VARCHAR(ZES) NULL ‘ |_ AT o T | compressi n;::;blaa :Lhcl:::m: :3ILNLILL
dataCenter WARCHAR[ZE5) NOT NULL | F spplicaiondINT ST T | zl":wﬁlbn io Bl
| Bowews wr  vorwale —— — g ——————— | 3 s e
| | inherited  TINYINT(1)NOT NULI T |
\

|
| =Hcolumn |
} y vt oY e See o —
v LT _ Sicolumn } storageld INT NOT NuLY] |
Scolumn e INT ot nuLLl ‘-—c; e :"T :ﬂi . T = INT T NuLL
Pid INT NOT NULI F =relicationldINT NOT NULLJ :am VARcmR(zsamuLL | B intemalvolumeld INT HOT NULL]
 nostia INT NULL @ volumeld  INT NOT UL label WARCHAR! | 9 somoedi Ay Hor
maid VARCHAR(265) NULL Lrheried thinFrovisioned TINVINT(1)  NOT NULL} | [ ]
name VARGHAR(255) NULL cspaciMB BIGINT NnOT NULL] — = neme e
dnsNsme VARCHAR(255) NULL consumedCapacityMB BIGINT NOT NULLP#— — — — —=  quolaHardCapacityLimitMEBIGINT
ips VARCHAR{4058) NULL rawCapacityMB BIGINT NOT NULL g en L i
powsrStste. ENUM NOT NULL type VARCHAR[258) NULL. quotallaiCagechin, S oICHoE N
powerStateChangeTimeDATETIME NULL replicaSource TINYINT{1) NULL e L L
guestState ENUM HOT NUL replicaTarget TINVINT{1)  NULL secitlySiyle Zadie N
oz VARCHAR(255] NULL snapshot TINYINT(1)  NULL Aehe AR
St e T it o i oplacks TINYINT(1)  NOT NULLJ
memary BIGINT NULL diskGroup VARCHAR[255) NULL
dataStoreld NT HULL. —_— TINYINT(1)  NULL
naturalKey VARCHAR(255] NULL virtualStorage VARCHAR[255) NULL
virtualCenterlp vmcmre{zss; NULL head VARCHAR(Z55) NULL
provisionedCapecityMB BIGINT uLL protectionType: VAREHAR(ZB&)NULL
ussaCapacityMs BIGINT autoTieringPolic/ld  INT
url VARCHAR(255) NULL autoTiering TINYINT{1) NOT NULL
IastinownAcosssTime DATETIME  NULL
writtenCapacityMB  BIGINT NULL
isvinual TINYINT(1)  NULL
technologyType ENUM NULL
uuid VARCHAR255) NULL
isMainframe TINVINT(1)  NOT NULL]
url VARCHAR(255) NULL
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&% Datatype NN
INT /

r VARCHAR(255)
=JCalumn o Datatype |
?=id INT | |
lidentiier | VARCHAR(255) | |
name VARCHAR (255)
|
=lobjectid INT |
ZlobjectType | VARCHAR(50) | |
F Sclusterld NT | |
Sphase VARCHAR(64) s
S | Do e
=lstorageClass | VARCHAR(255)| [[] | #Datatype
| ?Ria INT
| Slidentifier | VARCHAR(255)
‘ f Sdustend|INT
_ =lname | VARCHAR(255)
[ —
S S, ||
&% Datatype NN \
¢ =id INT 7 |
Slidentifier | VARCHAR(255) |
=name VARCHAR(255) ‘
F=ova INT £l Scolumn
§ Scusterd INT |
= INT L—— e
Slpnase VARCHAR(64) « F Sworkioadid
SlsizeBytes | BIGINT F Seved
— ' Sclusterid
=
<=
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=Column ¥ Datatype.
2 Ria INT
=lhostid INT l =lvmware_host
k8s_node = moid VARGCHAR(255) Slcolumn Datatype | NN|
—& =Coumn | S Datatype I Hname VARCHAR(255) | [[] =T INT
TED NT =l dnsName VARCHAR(255) | [£]
= VARGHAR(4096) =lidentifier VARCHAR(255)
=Jidentifier | VARCHAR(258) B powersiae L = = Senverld INT
S clusterld | INT = =name VARCHAR(255)
owerStateChangeTime | DATETIME =
Sname | VARCHAR(255) gp g i = = numCpuCares BIGINT
§ Svmia INT =numCp BIGINT
L 0s VARCHAR(255)
Slintemallp| VARCHAR(E4) gpmmms R SnumCpuThieads | BIGINT
=osimage | VARCHAR(64) = =JnumNodes BIGINT
I memary BIGINT & =
= S = SlnyperThreadacive | CHAR @]
SlnaturalKey VARCHAR(255) Smonitored CHR
= "VARCHAR(255) | ‘=] hyperThreadAvailable| CHAR ]
3 i o SJhyperThreadConfig | CHAR &
lusedCapacityMs. BIGINT &
Surl VARCHAR(255) | [F]
—
Datatype.
INT
Slidentifier | VARCHAR(255)
Sname VARCHAR(255) Bl fdpost
75 Sctser cuch N Sohm Sosaee
‘§ S clusterld INT = o Datatype =i INT /
— ——<_Stwe VARCHAR(20) IED INT lidentifier VARCHAR(255)
Slidentiier VARCHAR(265) =2 e
lstorageld INT Slstorageld INT &
Sname | VARCHAR(255) Slstoragehodeld INT

ks label Sladdress VARGHAR(285) Slname VARCHAR(258) | []

= =lserialNumber VARCHAR(255) =l duplexType VARGHAR(255)

Scoumn s} b Shnetwork VARCHAR(255) _ SlstoragehlodePoriame | VARCHAR(235).

P Sovjectia | INT Slversion VARCHAR(258) =lstorageNodePorttu | VARGHAR(255) | [71]
= objectType | VARCHAR(255) Smodel VARCHAR(255) Sportindex VARGEAR I
= VARCHAR(64) Simonitored CHAR Sisl CHip.
‘=liabelValue | VARCHAR(258) & =l machddress VARCHAR(258) | []

p— SImonitoringReason | VARCHAR(255) [] Smu VARCHAR(255)

— =l number VARCHAR(255)| []
=type VARCHAR(255)
=speed VARCHAR(255) [[]

—




=1k8s_cluster_hourly
=]Column

b AL INT

7 timestamp BIGINT
timeTk DOUBLE
dateTk INT
clusterTk INT
allocatableCpuSaturation DOUBLE
capacityCpuSaturation DOUBLE

allocatableMemorySaturation DOUBLE
capacityMemorySaturation DOUBLE

allocatableCpuCores DOUBLE
capacityCpuCores DOUBLE
usageCpuCores DOUBLE
requestsCpuCores DOUBLE
limitsCpuCores DOUBLE
allocatableMemaoryBytes DOUBLE
capacityMemoryBytes DOUBLE
limitsMemoryBytes DOUBLE
requestsMemaoryBytes DOUBLE
usageMemoryBytes DOUBLE

OoEEEEEONEEEEEEEE

Rk INT 1
‘@ hourDateTime DATETIME
—— —<  hour TINYINT
minute TINYINT
second TINYINT
microsecond  MEDIUMINT
dateTk INT

e

=ltime_dimens
= Column

=JColumn
Tk INT

fullDate DATETIME

daylnMonth TINYINT ’

daylnYear SMALLINT Slkes_cluste OIS

dateYear SMALLINT S Column

yearLabel CHAR(4) et INT I

monthNum TINYINT 7 timestamp BIGINT

monthLabel CHAR(T) dateTk INT

dayinWeekNum — TINYINT _ .~ — g clusterTk INT

quarter TINYINT allocatableCpuSaturation DOUBLE []

quarterLabel CHARI(T) capacityCpuSaturation DOUBLE [

daylnCuarter SMALLINT allocatableMemorySaturation DOUBLE []

repQuarter TIMYINT capacityMemorySaturation DOUBLE [

repMonth TIMNYINT allocatableCpuCores DOUBLE []

repWeek TINYINT capacityCpuCores DOUBLE [

repDay TINYINT usageCpuCores DOUBLE []

repMonthOrLatest TINYINT r— - requestsCpuCores DOUBLE []

sspFlag TINYINT limitsCpuCores DOUBLE []

latest TIMNYINT(1Y [ allocatableMemoryBytes DOUBLE []

future TINYINTC) capacityMemoryBytes DOUBLE |:|
limitsMemoryBytes DOUBLE []
requestsMemoryBytes DOUBLE []
usageMemoryBytes DOUBLE [

=lColumn
9t INT |
. identifier VARCHAR(768)
name VARCHAR(255)
id INT Il
latest TINYINT(1) ]
§ dateTk  INT ]
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=lColumn

7tk INT
fullDate DATETIME
SColumn daylnMonth TINYINT
bR INT dayinvear SMALLINT
¢ timestamp BIGINT dateYear SMALLINT
timeTk DOUBLE yearLabel CHAR(4)
dateTk INT monthNum TINYINT
namespaceTk INT manthLabel CHAR(T)
clusterTk INT fo— — — daylnWeekNum  TINYINT
cpuHardLimit DOUBLE [] quarter TINYINT
cpul)sedLimit DOUBLE [ quarterLabel CHAR(T)
cpuHardRequest DOUBLE [ daylnQuarter SMALLINT
cpullsedRequest DOUBLE [] repQuarter TINYINT
memoryHardLimit DOUBLE [ rephMonth TINYINT
memoryUsedLimit DOUBLE [ repWeek TINYINT
memoryHardRequest DOUBLE [7] repDay TINYINT
memoryUsedRequest DOUBLE [7] repMonthOrLatest TINYINT
sspFlag TINYINT
| latest TINYINT(1) [
| future TINYINT(T)

microsecond  MEDIUMINT

=lColumn

7tk IMNT

?hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT

dateTk

INT

= Column

=|Column
Ttk INT
¢ timestamp BIGINT
dateTk INT
namespaceTk DOUBLE
clusterTk INT
_. @  cpuHardLimit DOUBLE []
cpullsedLimit DOUBLE []
cpuHardRequest DOUBLE [
cpulsedRequest DOUBLE [7]
memoryHardLimit DOUBLE []
memoryUsedLimit DOUBLE [
[
[E]

memoryHardRequest DOUBLE
memoryUsedRequest DOUBLE

T T T R T T T T T T T T A

7tk INT
identifier  VARCHAR(768)
name VARCHAR(255)
id INT [
latest TINYINT(1) &
@ dateTk  INT [F
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Ptk INT
identifier VARCHAR(768)
VARCHAR(255)
clusterName VARCHAR(255)
id INT ]
latest TINYINT(1) [l
dateTk INT [




=k8s_node_hourly.

=lColumn =l Column
Wt INT Ptk INT
¢ timestamp BIGINT fullDate DATETIME
timeTk DOUBLE dayinMonth TINYINT
dateTk INT daylnYear SMALLINT
nodeTk INT dateYear SMALLINT
clusterTk INT yearLabel CHAR(4)
vmTk INT monthMum TINYINT
allocatableCpuSaturation DOUBLE [|§®— — — monthLabel CHAR(T)
capacityCpuSaturation DOUBLE [7] dayinWeekMum  TINYINT
allocatableMemorySaturation DOUBLE [7] quarter TINYINT
capacityMemorySaturation ~ DOUBLE [[] quarterLabel CHAR(T)
allocatableMemoryBytes DOUBLE [ dayinQuarter SMALLINT
capacityMemoryBytes DOUBLE [7] repQuarter TINYINT
memoryUsageBytes DOUBLE [] repMaonth TINYINT
cpullsageNanocores DOUBLE [7] repWeek TINYINT
allocatableCpu DOUBLE [ repDay TINYINT
capacityCpu DOUBLE [7] repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINT(1) O]
future TINYINT(1)

=|Column

7k INT
hour TINYINT
minute TINYINT
second TINYINT

dateTk

INT

microsecond  MEDIUMINT

|

|

|

|

; |
® hourDateTime DATETIME |
f

\

\

\

\

\

\

=lcolumn
f tk INT
identifier VARCHAR(768)
J> name VARCHAR(255)
ki —— — —<* clusterName VARCHAR(255)
= id INT [
Scotumn latest TINYINT(1) [
7 tk INT dateTk INT El
identifier  VARCHAR(768) internallp  VARCHAR(G4) []
name VARCHAR(255) oslmage VARCHAR(B4) [
id INT [
latest TINYINT(1) [
P dateTk  INT [
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=]Column

7 INT

? timestamp BIGINT
dateTk INT
nodeTk DOUBLE
clusterTk INT
vmTk INT
allocatableCpuSaturation DOUBLE [
capacityCpuSaturation DOUBLE [7]

 — & allocatableMemorySaturation DOUBLE [

capacityMemorySaturation DOUBLE [T
allocatableMemoryBytes DOUBLE [
capacityMemaoryBytes DOUBLE [7]
memoryUsageBytes DOUBLE [
cpulJsageManocores DOUBLE [
allocatableCpu DOUBLE [
capacityCpu DOUBLE [7]

f

=JColumn
7tk INT
% name VARCHAR(255)
naturalkey VARCHAR(768)
0s VARCHAR(255) []
vintualCenterlp VARCHAR(255) []
ips VARCHAR(4096) []
url VARCHAR(255) [
id INT 1
latest TINYINT(1) E]
dateTk INT [P
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=lk8s_pv_di

=lColumn
7tk INT
identifier  WARCHAR(7E8)
- name VARCHAR(255)
SColumn clusterName VARCHAR(255)
77t INT lo— — — — o phase VARCHAR(E4) [
¢ _timestamp HICHSE pucName  VARCHAR(255) [ — — — — —e Slcolumn
timeTk DOUBLE id INT B LA INT
dateTk INT latest TNYINT() [ ? timestamp  BIGINT
pvcTk INT dateTk INT [ dateTk INT
clusterTk INT pvcTk INT
namespaceTk INT clusterTk INT
Tk INT namespaceTk DOUBLE
readiops DOUBLE [] ldate_dimension  NES Tk INT
writelops DOUBLE [ =l Column readlops DOUBLE []
totallops DOUBLE [ 7k INT : writelops DOUBLE [
readThroughput DOUBLE [l P e totallops DOUBLE [
writeThroughput DOUBLE [] " —— — — — dayinMonth TINYINT renghroughput DOUBLE []
totalThroughput DOUBLE [T dayinYear e s writeThroughput DOUBLE [
regdLatency DOUBLE [ dateyear SMALLINT totalThroughput DOUBLE []
writeLatency DOUBLE [ vearL abel CHAR(4) regdLatency DOUBLE [
totallatency ~ DOUBLE [[] L S writeLatency ~ DOUBLE [[]
3 e e o CHAR(T) totalLatency DOUBLE []
| | daylnWeekNum  TINYINT ] ] ’
| | | quarter TINYINT | | |
| | | quarterLabel CHAR(7) | | |
daylnQuarter SMALLINT | |
| (. repQuarter TINYINT |
T e | | rephlonth TINYINT f | |
_ — | | repWeek TINYINT | |
? hourDateTime DATETIME | renbay TINYINT | |
hlous TNVNT ()Y | | repMonthOrLatest TINYINT | |
minute TINYINT L | Sihrag TINYINT )) | |
seoand R | latest TINYINT(1) [] |
microsecond  MEDIUMINT | S TINYINTC) |
dateTk INT | | =lColumn | |
| | P INT | |
| | ————————————————— — identifier VARCHAR(768) | |
name VARCHAR(255) |
| | =]k8s_name ; clusterMame VARCHAR(255) |
| | EColu_mn - namespaceName VARCHAR(255) | |
| o, —oTK - pvName VARCHAR(255) [C] | |
phase VARCHAR(B4) [T |
)> identifier  VARCHAR(768) id INT E |
1k8s_cluster name VARCHAR(255) latest TINYINT(1) 1 | |
clusterName VARCHAR(255) dateTk INT 1 |
=l Column id INT B |
ik INT . latest TINYINT(1) Fl | |
identifier  VARCHAR(768) dateTk INT B et N e S S S = |
name VARCHAR(255)
id INT Fl |
latest TINYINT(1) Fl |
P dateTk  INT [P e T T T T e e e
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Ptk INT : —
m fullDate DATETIME ; k8s_workload ¢
EiCoi dayintonth TINYINT SColumn
e INT dayinYear SMALLINT % tk INT
¢ timestamp BIGINT dateYear SMALLINT ¥ timestamp BIGINT
timeTk DOUBLE yearLabel CHAR(4) dateTk INT
dateTk INT monthNum TINYINT workloadTk INT
workloadTk INT monthLabel CHAR(T) clusterTk INT
clusterTk INT daylinWeekMNum  TINYINT — namespaceTk DOUBLE
namespaceTk INT | — quarter TINYINT usageCpuCaores DOUBLE [
usageCpuCores DOUBLE quarterLabel CHAR(T) requestCpuCores DOUBLE [
requestCpuCores DOUBLE daylnQuarter SMALLINT limitCpuCores DOUBLE [
limitCpuCores DOUBLE repQuarter TINYINT usageMemoryBytes DOUBLE [
usageMemoryBytes DOUBLE rephlonth TINYINT requestMemoryBytes DOUBLE [
requestMemoryBytes DOUBLE repWeek TINYINT limitMemuoryBytes DOUBLE [
limitMemoryBytes DOUBLE repDay TINYINT runningPodCount INT [
runningPodCount INT repiMonthOrLatest TINYINT desiredPodCount INT Tl
desiredPodCount  INT sspFlag TINYINT B l—r
'T latest TINYINT{) [[] | |
| future TINYIMT(1) | | :
| | I
i | | l| I |
|
Htime_di : : | | | I
=lColumn | | | J) | |
7tk INT | | . | |
‘? hourDateTime DATETIME | | = |
hour TINYINT | | L— —=< EColumn |
minute TINYINT | | Pk INT | |
second TINYINT identifier VARCHAR(768) | |
microsecond  MEDIUMINT | | name VARCHAR(255) |
dateTk INT | | o clusterName VARCHAR(255) |
| | _ id INT Il | |
P INT latest TINYINT(1) Il |
| | identifier VARCHAR(768) dateTk INT £ |
| R e ] N VARCHAR(255) | |
| clusterName VARCHAR(255) | |
id INT 0y —
J> latest TIMNYINT(1) [ |
dateTk INT F |
=lColumn |
P INT |
identifier VARCHAR(YG8) M. |
name VARCHAR(255)
id INT ]
latest TINYINT(1} [
P dateTk  INT [
NAS
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volume

= Column
T NT NOT NULL lhost i INT NOT NULL
§ hostia T NULL =l Column i storageld INT NOT NULL
moid VARGHAR(ZES) NULL T INT NOT NULL] i internatviolumeld INT NULL
name VARCHAR{ZEE) NULL name VARCHAR(2EE) NOT NULL T quresia INT NULL
[F] INT NOT NULL dnsName VARCHAR(2E5) NULL identifier VARCHAR(7ES) NOT NULL d MRSl ol L
§hostld  INT NULL ips VARCHAR(4058) NULL L :igz:iggg} W . ;’m‘f;ﬁ;‘fﬁ’ Sl
# ymid INT NULL powsrState ENUM NOT NULL o
dentifier  VARCHAR(TES) NOT NULL powerStaleChangsTime DATETIME MULL modal VARCHAR(2ES) NULL :::WMB it g:g:$ %; xﬁ&
name  VARCHAR[2SS) NOT NULL#- — —  guestState ENUM fipt e, . menifatEer . VARCIARIRRIOIE S =uCapacityllE BIGINT NOT NULL
type  ENUM NOT NULL o5 VARCHAR(258) NULL nelaledMemon il VAT UG s VARCHAR(255) NULL
domasin  VARCHAR(255) NULL processors INT NULL hostFsFreeBE VARCHAR(ZES) NULL Wplem st
ip TEXT MULL memory BIGINT NULL hostFsTotalGE VARCHAR{255) NULL :Pmﬂa“fﬂe TINYINTEI; S
> e dataStoreld INT NULL hostFslisedBE  VARCHAR(ZES) NULL _ g m"’e‘ Mt e ||
cpuCount  INT NULL naturslKey VARCHAR(ZES) NULL cpuCount VARCHAR({2EE) NULL [ Sﬂii i (L) b
memory  INT NULL virtuaiGenterlp VARCHAR(255) NULL cpuSpesd VARCHAR(255) NULL L b
provisionedCapacityME  BIGINT MULL nicCount VARCHAR(255) NULL | diskGroup VARCHAR(2ES) NULL
t | usedCapacityMB BIGINT NULL ricSpesd VARGHAR(255) NULL F NI R
| wrl VARCHAR(255) NULL active TINYINT(1) NULL | vinualStorage VARCHAR[225) NULL
| url VARCHAR(2E5) NULL | head') VARCHAR(255) NULL
| S — datsCenter VARCHAR(2E5) NOT NULL Pm°"ec1_"°_"T{-'P°PI'? i :‘;FCHAR{ZW m&
autoTieringPolicyl
Y - ¥ | autoTiering TINYINT(1)  NOTNULL
-_—— _|_ — @ lsstinownAcoessTime  DATETIME NULL
Snas_share_initiator | writenCapacityMs  BIGINT NULL
S Column k;_ | | isVirtual TINYINT(f)  NULL
T INT NOT NULL | | technology Type ENUM NULL
i sharela  INT MOT NULLF®— —_] ki INT NOT NULL f""’_ VARGIRSLE) ML
§ storzgeld INT NOT NULL * T oompuisRaseurcald T NGTHOL | | ::‘""'"a"‘e Lr:éﬂrl{){zss} mL_NL"‘L
mitistor  VARCHAR{255) NOT NULL | | # storageld e storage
permizsion VARCHAR{2E5) NOT NULL | | §im=malolumeld  INT NOT NUI — _?&Imn |
¥ shareld INT NULL | id INT MOT NULL |
ke nams VARCHAR[2ES) NOT NULL
| | o ncnen ol | Slsorsos seot
J) | | | | io VARCHAR(1024) NOT NULL S column
o T | | | . C——
Ecolumn | seriaNumber VARCHAR(255) NULL | § storageld i NOT AL
T INT NOT NULL | | | | microcodsiersion  VARCHAR(ZES) NULL | :e'“"'e' ::22::2% E; :ﬂﬁ:
¢ fieShareld INT NOT NULL 1L L rawCapacityMB BIGINT NULL nar;e VARCHAR(225) NOT NULL
i storageld  INT NOTNLLLFF— - —— — — — — — —' — — spareRawCapacityMB BIGINT NULL et thinProvisioningSupported TINYINT) O ThAL
identifier  VARCHAR(TES) NOT NULL-_ J_ failedRawCapacityME BIGINT MULL inciudelnDwhCapacity TINYVINT[T)  NOT NULL
name VARCHAR[285) NOT HUL- — — — — — — — — —| — —*  memon/B BIGINT L e — — el v
P’\mulﬂ 5;;\4 E; ﬁbﬂi | | cpmmm“ﬁm \‘.:TRCHARM ﬁi it bbb sl
ipinterfaces =
" o w el e, pmpe
active TINYINT(1) NULL s i ea
=Jnas_file_share | dataCenter VARCHAR(ZEE) NOT NULL i ;
| W_ | | e uraa il zﬁpslwwbcahedCaPacmyuB BIGINT NULL
pshotllsedCapaciyMB  BIGINT HULL
| [ INT NOTNULLR® -— —] — —= custer T datsflocatedCapaciyMB  BIGINT NULL
¥ intemalVolimeld INT NOT NULL | | i R ;:i;m:m’ zb’t:: | datalisedCapacityMB BIGINT NULL
| o storageld INT NOT NULL | | totaltllocatedCapacityME  BIGINT NOT NULL
7 qtreeld INT NULL | T T totall lsedCapacityMB BIGINT NULL
name VARCHAR(255) NOT NULL | | rawToUsableRatio FLOAT NOT NULL
path VARGHAR{ZE5) NOT NULL | | | reservedCapacityMB BIGINT HULL
status VARCHAR{ZES) NOT NULL] | o | otherllsedCapacityMB BIGINT NULL
securityType  VARCHAR{2EE) NOT NULL - — —|' — ‘|— — _| TT T othecflocstedCapaciyME  BIGINT NLLL
| | physicalDiskCapacityM8  BIGINT NULL
| | | | isVirtual TINYINTIT)  NOT NULL
| | | status VARCHAR(258) NULL
WO S _l_ - _| ______ _|_ - softLimitCapacityMB BIGINT NULL
l l | dedupeEnabied TINYINT()  NOT NULL
| Hquota | | compressionEnabled TINYINT(T)  NOT NULL
%qﬁee | = Column | dedupeRatio FLOAT NULL
S Column L INT NOT NuLL] | | | dedupeSavingsGB BIGINT NULL
Tu INT NOT NULL Fintemaloiomela INT NOT NULL| || Compae s wonti At ELOAL MR
T intemalVolumeld INT NOT NULL If storageld INT NOT NULL | comprezsionsavingsca RIS A
 storageld INT NOT NULL ¥ qtresta INT MULL | l | il VARCIEGIX N
identifier VARCHAR(TES) NOT NULL entifier VARCHAR(TES) NOT NULL : 3
name VARGHAR(255) NOT NULL targetliser VARGHAR(255) NULL | Sintematvowme N
quotsHardCapacityLimithe BIGINT oL % e ENUM NOT HULL | SlCalumn
qustsSoftCapanityLimiths BIGINT NLRLL hardFileLimit BIGINT HLLL Fu INT NOT NULL
quotallsedCapaciyMB  BIGINT NULL softFikeLimit BIGINT NULL | [ p—— — i
typs ENUM NOT NULL hardCapacityLimiths BIGINT NULL 5 ctorsgeld INT NOT NULL
securityStyle ENUM NULL softCapacityLimitM8 BIGINT NULL o VARCHAR(TAE) NOT NULL
status VARCHAR(ZEE) NULL thresholdME BIGINT NULL e VARCHAR(255) NOT NULL
oplocks TINYINT(1)  NOT NULL usedFiles BIGINT NULL Sre VARCHAR(255) NOT NULL
s NARGHARZ O THEL USedGapacat yME S B i LR thinFrovisioningSupported TINYINT(1)  NOT NULL
T L thinProvisioned TINYINT(T)  NOT NULL
| spaceGuarantse ENUM NULL
| dedupeEnabled TINVINT(T)  NOT NULL
| ¥ cloneSourceld INT NULL
| napshaotCount INT NULL
| Is=tSnapshotTime DATETIME NULL
| lastknownAccessTime DATETIME  NULL
| | status VARCHAR({2E5) NOT NULL
L virtualStorage VARCHAR({ZE5) NULL
| ————— —=* protectionType VARCHAR(255) NULL —
flashPoolEligibiity ENUM NULL
| dedupeRatio FLOAT NULL
G __ ., dedupsSavingsGB BIGINT NULL
iotaltliooatedCapaciyME BIGINT NOT NULL
totalliz=dCapacityME BIGINT NOT NULL
totaills=dCapasityF romDeviceMBBIGINT NULL
datatllocatedCapacityMB BIGINT NULL
datallsedCapacityMB BIGINT NULL
snapshotdlocatedCapacityMB  BIGINT NULL
snapshotlJsedCapacitME BIGINT NULL
rawTollsableRatio FLOAT NOT NULL
otherlisedCapacityMB BIGINT NULL
otherAllocatedCapacityMB BIGINT NULL
iotaiCloneSavadCapaciyMB  BIGINT HULL
sompressionEnabled TINVINTT)  NOT NULL
ompressionRatio FLOAT NULL
BIGINT NULL
wrl VARCHAR(2E) NULL
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Paths and Violations

= Column
Fid INT NOT NULL = Column Sl Column
name VARCHAR(255) NOT NULL P Ll HORIAES Fu INT NOT NULL
identifier VARGHAR(TES) MOT NULL fPrestis INT N — name VARCHAR(Z55) NOT NULL
v VARCHAR(1024) NOT NULL i genericDeviceld INT i dentifier VARCHAR(TEE) NOT NULL|
oz VARCHAR(Z55) MULL P, L o PAR-L o in VARCHAR{1024) NOT MULL]
model VARGHAR[255) MULL — — — e T o | model VARCHAR{Z55) NULL
manufactursr VARCHAR(255) NUILL ’J o ‘? volumeld INT s ls manufactursr VARCHAR(255) NULL
nstalledMemoryl8 VARCHAR[25) UL - hostFlortilen || VAR ILIEDIOSL | serislNumber VARCHAR(255) NULL
hostFsFresGE VARCGHAR(255) MULL R = | i:ragepon\w«- ::Egmﬁmsmg:bﬂi microcodeVersion VARCHAR{Z55) NULL
hostFsTotalGE  VARCHAR[255) MULL | o | rawCapacityMB BIGINT NULL
hostFrlz=dGE VARCHAR(2E5) NULL | | | A path between host port thiough 3 storage port — — — —  zpareRawCapscityMB BIGINT NULL
cpuCount VARCHAR[Z55) MULL | | | t0 avolume. | — — — — faikdRawCapacityMB BIGINT NULL
cruSpesd VARGHAR{255) NULL | | | | memaryME BIGINT NULL
nicCount VARCHAR(2E5) NULL | | cpuCount INT NULL
ricSpesd VARCHAR(ZSE) NULL | — — Lr — -I— | | | managelRL VARCHAR(Z55) NULL
antive TINYINT(1) MULL | | | | iscsi_logical family VARGHAR({Z55) NULL
url VARCHAR(2E5) NULL = i —| —l—| — — — — sctive TINYINT{1) NULL
dataCenter VARCHAR{Z55) NOT NULLE=— —|— J—|~ —| —|— — Og_c""'"‘“ datzCanter VARCHAR(255) NOT NULL
| fu NG R R | | | isVirtusl TINYINT{1) NULL
| | | | § hostld INT NOT NULL | | — — —  custer TINYINT(1) MULL
E = | | | | 9 storageld INT NOTNULLE, J_ A | url VARCHAR(255) NULL
S generic_device | & volumeld INT NOT NULL | | | lastAcquiredTime DATETIME NULL
= Column | | | | numbsrOfSessions  INT NOT NULL | |
T INT NOT NULL | | numberOfConnections INT NOT NULL | | || |
wn VARCHAR({2Z55) NOT NULL] | | | | Fiepresents a scscilogical path between a | | T
identifier  VARCHAR(788) NOT NULL] | | | | hostand anolume; | | |
e | | |1 | 4‘_
— volume
firnware  VARCHAR{2E5) NULL | H | I = logical | | |Ir _|
driver VARCHAR{ZE5) NULL Scokmn I T
cerizlNumber  VARCHAR{ZEE) NULL | |-|— | _'_ T T T - | | | o = e
Unidentified node, may be a HEA, storage or  f— —— —- i F nostla INT NULL | imeml\l' Jumeld INT NULL
tape controller. | 4 £ | | -
|| | § genericDeviceld INT NULL qtresld INT NULL
| B storageld INT MULL | | | name VARCHAR(255) NULL
|| | 4 tapeld INT NULL | izbel VARCHAR{2EE) NULL
| ” | § volumeld INT NULL _I, _| .. thinProvisionsd TINYINT(1)  NOT NULL
minHopMumber INT NULL | capacityMB BIGINT MNOT NULL
| ” | hopsToDizplay VARCHAR({ZEE) NULL | | consumedCapacityMB  BIGINT NOT NULL
| numbsrOfFabrics INT NULL | | | rawCapaciyMB BIGINT NOT NULL
|| | numbsrGiHostForts  INT NULL type VARGHAR(Z55) NULL
Sltape _ number0fStoragsPorts INT NULL | | | replicaSource TINYINT(1)  NULL
=JColumn — _”_ J_ e TINYINT NULL | replicaTargat TINYINT(1)  NULL
? id INT MNOT NULL| ” | Represents alogical path between a host and 3 wolume. | |. _| S S 5"‘7&:’1 .II-IJ.:‘I'YINT{“ :t'r&
name VARCHAR NOT MULL i e
R VARCHAR% e ” | | diskGroup VARCHAR(255) NULL
i VARCHAR({1024) NOT NULL | | et IO L
manufacter VARGHAR(ZES) NULL ” | | virtuslStorage VARCHAR({ZEE) NULL
isiNumber VARCHARIZSS) NULL | i MR
TINYINT{1) ML ” | | protectionType VARCHAR(235) NULL
! | autcTisringPolicyld  INT NULL
| || | i INT NGT NULL | sutoTizring TINYINT{f)  NOT NULL
T I L __g'fhostid  INT NOTNULL L g g | lssténowndcosssTime DATETIME  NULL
P storsgeld  INT NOT NULL o  __ __ wittenCapacityM8  BIGINT NULL
| [ ¥ volisned B IHIGRAR S T is\irtus! TINYINT(S)  NULL
Fepresents alogicd pathbetweena | technology Type ENUM NULL
| || hvet ared 3 ok me throug wid VARCHAR({ZES) NULL
| ” | is:.aainname Ir::gm[xm mIL NULL
uri
| || S |
| ” =Column A — T
i INT NOT NULL]
| |= — — *%neme INT NULL |
genericDeviceld INT NULL
| | % storageld INT NULL |
L — —— — %% tapald INT R — =T T T T T T T T
—————————— * 9 volumeld INT NULL
wolumeName  VARCHAR{2ZEE) NULL
type ENUM NOT NULL
technalogyType ENUM NOT NULL
since DATETIME  NOT NULL
Port Connectivity
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=lColumn =lColumn
fid INT Pid INT
name VARCHAR(255) 2 hostid INT
identifier VARCHAR(76S) —— % uun VARCHAR(255)
in VARCHAR(1024) model VARCHAR(255) [
0s VARCHAR(255) [] manufacturer VARCHAR(255) [7]
model VARCHAR(255) [ driver VARCHAR(255) [
manufacturer VARCHAR(255) [0 firmware VARCHAR(255) [
installedMemanyMB VARCHAR(2SS) [
hostFsFreeGB VARCHAR(265) [ — 2
nostFsTotalGB  VARCHAR(285) [ Enost_port  IIIIIGEGES
hostFslsedGB  VARCHAR(255) [ =lColumn
cpuCount VARCHAR(255) [T Fid INT
cPuSpeed VARCHAR(255) [ ? adapterid INT
nicCount VARCHAR(255) [ _—— 3
! ? hostid INT
nicSpeed VARCHAR(255) [[] L VARGHAR(255) .
ufl VARCHAR(255)  [[] nodeWwn VARCHAR(255)
active TINYINT{) [ porl VARCHAR(255)
dataCenter VARCHAR(255) i e
speed VARCHAR(1Z) [
url VARCHAR(255) [
active TINYINT(1)
=|Column Scolumn
L :I»:RCHAR(ZSS) L] Bl
name
‘? storageld INT
identifier VARCHAR(768
; o lo— ——e T VRouE
model VARCHAR(255) [
. e manufacturer  VARCHAR(255)
driver VARCHAR(255)
serialNumber VARCHAR(255) []
microcodeVersion  VARCHAR(255) [ s yapchan
g R B numberOfPorts VARCHAR(255)
spareRawCapacityMB BIGINT 1
failedRawCapacityMB BIGINT Fl
memoryMB BIGINT Fl
cpuCount INT 1 =lcalumn
manageURL VARCHAR(255) [T] fid INT
family VARCHAR(255) [F] § controllerld INT
cluster TINYINT(1) E1 __ __ _g '} storageld INT
url VARCHAR(255) [ wwn VARCHAR(255)
lastAcquiredTime DATETIME El nodeWwn  VARCHAR(255) :
active TINYINT(1) £ portld VARCHAR(255)
dataCenter VARCHAR(255) name VARCHAR(255) [7]
isvirtual TINYINT(1) il speed VARCHAR(1Z) []
controller VARCHAR(255) [
url VARCHAR(255) []
active TINYINT{1)
Sepe
=lColumn
T cul tape_controtier |
name VARCHAR({255) Scolumn
identifier VARCHAR(768) -
i VARCHAR(1024) . fid R
manufacturer VARCHAR(255) [ ¢ tapeld INT
serialNumber VARCHAR(255) [ wwn VARCHAR(255)
e TINYINT(1) Bl — madel VARCHAR(255)

| manufacturer  VARCHAR(255)

| driver VARCHAR(255)

firmware VARCHAR(255)

: numberOfPorts VARCHAR(255)

| I

| ‘

|

| =Column

| ?id INT

| ‘P controllerd INT

‘P tapeld INT

| wwn VARCHAR(255)

— — % nodeWwn WVARCHAR(255)
portid VARCHAR(255)
name VARCHAR(255) [
speed VARCHAR(12) [T]
controller  VARCHAR(255) []
url VARCHAR(255) [ -

=column active TINYINT(1) |
Pid INT |
wwn VARCHAR(255)
identifier VARCHAR(768) |
manufacturer  VARCHAR(255) e seud
model VARCHAR(255) Scolumn
firmware VARCHAR(255) ————efid =il
driver VARCHAR(255) ? genericDeviceld INT
serialNumber VARCHAR(255) wwn VARCHAR(255)
number BIGINT 1
portid VARCHAR(255)
name VARCHAR(255) [F]
speed VARCHAR(12) [F]
url VARCHAR(255) [
active TINYINT(1)
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=lColumn
Pid INT
fabricld INT [l
identifier VARCHAR(768)
wwn VARCHAR(255)
ip VARCHAR(255)
name VARCHAR(255)
manufacturer VARCHAR(255) [
madel VARCHAR(255) [
firmware VARCHAR(255) [
domainld VARCHAR(255) [
domainldType VARCHAR(255) [
priority VARCHAR(255) [
vsanEnabled TINYINT(1)
serialNumber VARCHAR(255) [
manageURL WARCHAR(255) [
—‘ sanRouteEnabled TINYINT(1)
npv TINYINT(1)
| type ENUM
| url VARCHAR(255)
‘ lastAcquiredTime DATETIME
active TINYINT(1)
‘ dataCenter VARCHAR(255)
‘ switchLevel VARCHAR(255)
| isGenerated TINYINT(1)
| I
| |
\ »
| =lColumn
?id INT
| P switchid INT
| fabricld INT B
\ ‘P vitualSwitchid  INT ]
| wwn VARCHAR(255)
status VARCHAR(100) [T
\ rawPortStatus  VARCHAR(255) [
‘ type VARCHAR(255) [
‘ — —<> porPhysicalState VARCHAR(255) [
% number BIGINT [
\ blade BIGINT ]
= portid VARCHAR(255)
ﬁ — name VARCHAR(255) [
speed VARCHAR(12) [£]
fedPratocol VARCHAR(255) [
classOfSenice  VARCHAR(255) []
gbicType WARCHAR(258) [
url VARCHAR(255) []
active TINYINT(1)
isGenerated TIMNYINT(1)
[

=lColumn

7id INT
wwn VARCHAR(255)
ip VARCHAR(1024)
name VARCHAR(255)
domainld WARCHAR(255)
domainidType VARCHAR(255)
priarity WARCHAR(255)
switchRole VARCHAR(255)
chassis\Wwn VARCHAR(255)
npy TINYINT(1}
generated TINYINT(1)
type ENUM
isGenerated  TINYINT(1)

|
|
|
|
|
|
|
|
|
|
|
|
|
| fabricld INT
|
|
|
|
|
|
|
|
|
|
|
|

i | i INT
T ’_1____':? portid INT
L___'___.? type ENUM
1l & wwn VARCHAR(255)
‘ | ? connectedid  INT
‘ | ¢ connectedType ENUN
| | connectedWwn VARCHAR(255)
*

=lfc_name_server_¢

=lColumn

id INT

? portid INT
type ENUM
wwn VARCHAR(265)

‘P¢ connectedSwitchPortld  INT
connectedSwitchPortWwn VARCHAR(255)
physicalPortwn VARCHAR(255) [
feld VARCHAR(255)




SAN Fabric

=lzone_member —zone

=] Calumn =] Column

Pid INT NOT MULL ?id INT NOT NULL

'? zoneld INT MNOT NULL ? fabricld INT MNOT MULL

@ fabricld INT MNOTMNULLE®#— — — — — — —* name VARCHAR(255) NOT NULL
type ENUM MOT MULL fabricWwn VARCHAR(255) NOT MULL
W VARCHAR(255) MOT MULL configurationname VARCHAR(255) NOT MULL

zoneMame VARCHAR(255)
Zaone Members info.

= fabric

=] Column

P id INT NOT NULL
W VARCHAR(255) NOT MULL
Name VARCHAR(255) NOT NULL
VSANEnabled TINYINT(1) MOT MULL
VSANId VARCHAR(255) MNULL
zoningEnabled TINYINT(1) MOT MULL
identifier VARCHAR(768) NOT NULL
url VARCHAR(255) NULL

*

Elvirtual_switch

= Column

¢ id INT MOT MULL

@ fabricld INT MULL
wwn VARCHAR(255) NOT NULL
ip VARCHAR(1024) NOT NULL
Name VARCHAR(255) NOT NULL

Domainld
DomainldType

VARCHAR(255)
VARCHAR(255)

Priority VARCHAR(255) NULL
SwitchRole  VARCHAR(255) NULL
ChassisWWN VARCHAR(255) NULL
npv TINYINT(1) NOT NULL
isGenerated  TINYINT(1) NOT MULL
type ENUM MULL

Zone and Zone Capabilities info.

=l switch

=lColumn

P id IMT NOT MULL

? fabricld INT MULL
identifier YARCHAR(768) NOT NULL
WWin VARCHAR(255) NOT MULL
ip VARCHAR(1024) NOT MULL
Mame VARCHAR(Z55) MNOT NULL
Manufacturer VARCHAR(255) MNULL
Model YVARCHAR(255) NULL
Firmware VARCHAR{255) MNULL
Domainld VARCHARIZ55) MNULL
DomainldType VARCHAR(255) MNULL
Priarity VARCHAR(255) NULL
WSAMEnabled TINYINT( 1) NULL
SerialMumber VARCHARIZ55) MNULL
ManagelJRL VARCHAR(255) MNULL
SANRouteEnabled TINYINT NOT MULL
active TINYINT( 1) NOT MULL
npy TINYINT( 1) NOT MULL
isGenerated TIMNYINT(1) NOT MULL
type ENUM NULL
url VARCHAR(255) NULL
lastAcquiredTime DATETIME MULL
dataCenter VARCHAR(255) NOT NULL
switchLevel YARCHAR(255) NOT NULL
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Storage

INT NOT NULL]
INT NOT NULL
VARCHAR(788) NOT NULL|
VARGHAR(200) NULL
INT NULL

BIGINT NULL | INT NOT NULLY
‘VARCHAR(285) NULL ¥ storageld INT NOT N
roie ENUM nor L dantifer VARCHAR(TEE) NOT NULLY
vandor VARCHAR({255) NULL type VARCHAR(Z55) NOT NuLL}
modsl VARCHAR(255) NULL name. VARGHAR(255) NOT NuLL}
b UM NOT WinProvisoringSupporied  TINYINT(1)  NOT NULLE
diskGroup  VARCHARIZSS) NULL inciudelnDunCapasity TINviNT() ot oLl
INT NOT NUL stats N NOT NuLL ridGroup TINYINT(  NoOT N
INT NOT NULL sersiNumber VARGHARI2SS) NULL vendorTier VARCHAR(255) NULL
INT NOT N un VARCHAR[258) NULL sutcTiering TINVINT()  NOT NULLJ
INT noT nuL| usesFlashPools TvviNT(y ot NuLLk
INT NULL redundancy VARCHAR(235) NULL
TINVINT NULL snapshothlocstedCapacityMB BIGINT NULL
INT NULL BIGINT NULL
INT N e — — BIGINT NULL
nr we == sonT  nu
ENUM NOT NULL ‘ ‘ BIGINT nNoT NuL
VARGHAR(255) NULL BIGINT NULL
VARCHAR(256) NULL [ FLOAT noT nuLL
NOT NULL BIGINT NULL
VARGHAR(Z5S) NULL [ BT nuLL
ETME  NULL | | | etherhlocatedCapacityME  BIGINT NULL
stateSampleTime DATETIME  NULL ot - —— — o — physcalDiskCapacipMB  BIGINT NULL
stateStarTimeCalouisted TINVINT(T)  NULL I gl _, e TINYINTC) T NuL
e r—— oty wornod M T — ) omgfeld et —— — st VARCHAR(28) NULL
I | softLmitCapaciyMs SIGINT NULL
77777777777777 b boo cee oo P = dedupeEnabled TINYINT(T) NCT NULLY
= =T S mernal_volirie Fepica oot TNYNTD o N
volume_map | | Hcdern dedupeRatio FLOA NULL
| Sooew I | B tergetincemalioiamald_INT NOT NULLL artupeSavingscB SIGINT NULL
(T INT NOT NULL [ T sourcesiomgela T NOT NULLL compressinRato FLoAT NULL
| T voumeid INT NOT NULL| | F sourceintemsiVolumeld INT o HuL compressionSavingsGE BIGINT NULL
§ storageld INT NOT NULL| [ — # gestages INT o wuL) ul VARCHAR(255) NULL
| protocoiCantroler  VARCHAR(25S) NULL | il mode NULL
| n varcHarassNoTNuLle — | L |1 S it | T* momongy VARGHAR(286) NULL ?
°] INT NULL. ‘ ‘ il vmcm\a% slbith | dnhCalculated TINVINT)  NOTNULe 1 ‘
| storagePortan  VARCHAR(259) NULL - — — 1 s v | ‘ \
| wamSecurityValidity TINYINT NOT NULL| | ‘ ‘ :ﬁh i VARCHAR{I% ,) o | | ‘
. VARCHAR(ZSS) NULL
P — | ! DU aranaen | } EPE i
| === —= micmcodeVersion  VARCHAR(z85) NULL | ‘
| M T =g ecawmae o VTR R N
| N wornu T VI T T2 cpareRanCapacityMB BIGINT U b . T = I
T NOT NULL jjf | T2 fatedRanCapaciyB BIGINT UL | | i ety |
| INT NoT UL ,.|_| BIGINT NULL | |
protosoiController VARCHAR(ZSS) NULL INT RULL | WARGHAR(TES) NOT NULL | ‘
| storageForilun  VARCHAR(25) NULL VARCHARGED UL [or— — — —|— — — — — — — + VARCHARZEI UL g
sy VARCHAR(2SS) NOT NULL VARCHAR(Z6S) NULL I]iE= ENUM worwuefs ] I
| hostld INT NULL TINYINT(1) NULL | | hardFieLimit BIGINT NULL
| type ENUM NOT NULL] NARCHAREEN - NORRILE | softFieLimit EIGINT NULL | | \
TINYINT(1) NULL
| | | M |73 e MO et i e Lt | nardCapacityLimiths BIGINT NULL | | ‘
| | storeoeia INT NoTNULY  wn WVARCHAR(288) NULL | |
| Jbackend_tun_to_voimely| | | ! remaoumeia INT NULL lsstAcquiredTime  DATETIME NULL £ * l
| Scoumn UJ | aussia nr NuL | |
a INT NOTNULLRy | name. VARCHAR{255) NULL f T T Tf T | |
G lzbel VARCHAR(ZES) NULL
[ vl S RSP i gtV N O | ) b T W oG
| i il T | | | eapaony IGINT nor Ll ¥ srorgerols T NOT NUL
e ‘ CensumeiCaETNE SIGINT worwed | NI 1  sorsgaie N nor L)
I . | | | SIGINT NoT NULLL Ssentier VARGHAR(788) NOT NULLL
| [1] | = VARCHAR{285) NULL rame VARCHAR(2S5) NOT NUL
l J’ | | repicsSource TINYINT NULL e WARGHAR(285) NOT NULLY
replicaTarget TINYINT(T) NuLL thinProvisioningSupportad TINYINT(1) NOT NULL
b e 28 vy e it e )
|| eymees INT NULL spaceGuarantze. ENUM NULL
NGTNULLj® — — — — — siskGroup VARCHAR(288) NULL sesupaErabied TNVINTG) N reu
Yomgeld T NOTHULLY [ TINYINT(T)  NULL | | § cieneSourcela Nt NULL
nome | VARCHAR(255) NOT NULL | | i VARCHAR(255) NULL . INT NULL
hest VARGHARI253) NULL | | | lastSnapsholTime DATETE  NULL
| g Pl VARCHAR(255) NULL isstknownAcoessTime DATETIME  NULL
 saorenngeoieyls  INT NuLL [ ¥ | | = VARGHAR(255) NOT UL
| suareng TINVINTCY) T KU § storgeid i S | VituaiStorage VARCHAR(ZS5) NULL
lstknounAcoessTime DATETIME  NULL [ [P AncHrAEs e i) | protestionType WARCHAR(Z85) NULL
| bt Loob L || mireee T wor | | | Tty ol i
st —_— o
S | techoogytype  EnUM nuLL | ] | | dadupaSavingsCB BONT MU
B wid VARCHAR(255) NULL locatedCapasityls BIGINT NOT UL
Fe  wr  worwuul [, o norsf | | | " oMt norhuLL
e s p \ e 0
Qoomgeld T NOT NULL T ¥ | J; | dstsAlocatedCapsciyB  BIGINT NULL
o VARCHAR(22%) NOT HULL | % J, datalsedCapaciyl8 BIGINT NULL
initistorPortin VARCHAR(ZES) NOT NULL ‘ ‘ 9 auto ¢ = g snapshoral paci BIGINT NULL
targetPortWan  VARCHAR(255) NOT NULLY ‘ ‘ ‘ = Colarmn e UsedCapacityMB BIGINT NULL
e ———— ranToUsstisRato FLOAT wor L
‘ fu INT NOT NULL TNT NOT NULL oy sl e
(L £ | Frommn T NOTNULLY ¥ intemalVolameld INT NOT NUL ctherAlocatedCapacinMB BIGINT NULL
Mentifer  VARCHAR(TES) NOTNULLY 1 storageld INT NOT NULI lotalCioneSsvedCapaciyMB  BIGINT
‘ T VARCHAR(255) NULL identifier VARCHAR(TGE) NOT NULL TINVINT(1) NOT NULL
VARCHAR{285) NOT NULL FogeCrm T NOT N FLOAT NOLL
T ¥ quotaHanCapacityLimitE BIGINT huLL ¥ sourceStorageld INT NOT NULLJ ‘compressionSa BIGINT NULL
‘quotaSoftCapacitylimitéB BIGINT NuL ¥ sourceGtreeld  INT NOT NULLJ wl VARCHAR({255) NULL L
uataUsedCapacityMs BIBINT NULL L o targetSwrageld INT NOT NULL wuid VARCHAR(258) NULL
type ENUM NOT NULL mode VARCHAR{255) NULL
securityStyle ENUM NuLL ‘technology VARCHAR(25S) NULL T
E VARCHARREBINULL 1 ®  uiCaouisied  TINYINT()  NOT NUL
apisks TINYINT(1) NOT NULLY e

Storage Node
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VARCHAR(255) NULL




Sstorage poot |

= Column
T INT ]
storageld INT =
stor:
== identifier VARCHAR(TES) [
SColumn T storageNodeld INT 2] I type VARCHAR(2E5) [
T INT e ctomgerools INT 7] name VARCHAR(2ES) [
storageld INT [ storageld INT [ Fhianvision'mgSLeromed TINYINT{1} 153
name VARCHAR(2EE) [F] e & INT [ include|nDwhCapacity TINVINT(1) [
identifier VARCHAR(TES) [ B — raidGroup TINYINT() [
version VARCHAR(255) [ vendorTier VARCHAR(285) []
—— model VARCHAR{ZEE) [ autoTiering TINYINT(T}) [
seriziNumber VARCHAR(255) [T usesFlashFools TINYINT() [
4 state VARCHAR(258) [T redundancy VARCHAR(2E5) [[]
partnerModeld INT s snapshotAllocatedCapacityMB BIGINT Ik
memory SzeMB BIGINT | snapshotUsedCapacityMB BIGINT A
cacheSzeMB BIGINT 0 datatliocstedCapacityME  BIGINT 0
numberOfProcessors INT Ik — — —— —<* datallsedCapacityMB BIGINT [
url VARCHAR(255) |:|r | | totalAllocatedCapacityMB  BIGINT =
totalUzedCapacityMB BIGINT ]
T | | rawTollsableRatio FLOAT [+
e reservedCapacityMB BIGINT A
| otherUzedCapacityMB BIGINT 0
| otherallocatedCapacityMB  BIGINT |
T p—— - physicalDiskCapacityMB BIGINT |
] portid F | softLimitCapacityMB BIGINT ]
= =] storage_node. dedupsEnabled TINYINT(1) [
storageld INT [ B storageNodeld compressionEnabled TINVINT() [
: = Column L«
chassisConnectorld INT - i volumeld INT_ (/] d=dupsRatio FLOAT |
Y storageNiodeld il storagela INT [ | dedup=SavingsGE BIGINT
FF intemalolumeld INT B g o
chassisConnectorld INT [ compressionRatic FLOAT Ik
5:;‘::"; 4 :E % | compressionSavingsGE BIGINT O
i nnector|
url VARCHAR(2E5) [
| i Virtus] TINYINT{T} [
| status VARCHAR(255) [
_=3 nternal_wvolume | Svolume
g.Cohlmn SColumn
¥u il = | i INT 17]
i storagePocild INT = | pre— T 5]

. ;n::ta?gld LN:RCMR % § intemalolumeld INT I
Sstorage_port NS i Vs e | sty Nt O
SlColumn S = name VARCHAR(255) [
fu INT tﬁ isioni TINYINT( | e ARl

e D vy e m o thinProvisioned TINYINT(Y [
controlierld INT & thinProvisioned TINYINT{1} = | capscityMB BIGINT &
storageld  INT @A spaceGuarantze ENUM [ “ : BIGINT &

consumedCapacityMB

wamn VARCHAR(2EE) [#] dedup=Enabled TINYINT() [ | SR e S &
nodeWwn  VARCHAR(255) [#] ¥ cloneSourceld INT ] i paciww’ T =
portld VARCHAR(2E5) [7] snapshotCount INT 0 | e VARCHAR(ZES) [
name VARCHAR(ZEE) [T lastSnapshotTime DATETIME 0 | e T 0
speed VARCHAR(12) [T lastKnowncoessTime DATETIME ] esbiatand TINVINTE)
controller  VARCHAR(25%) [ status VARCHAR(288) [ | N INYINTOY
url VARCHAR(2EE) [ virtuslStorsge VARCHAR(2EE) [7] wlilm e A
sctive  TINYINT(Y) [ protectionType VARCHAR(ES) [y | diskGroup VARCHAR(E2ES) [

flashPoolEligibility ENUM 0o TNvINTEY

tedpeit Bt 0 virtuslStorage VARCHAR(ZS5) [

M';TS‘“"‘QSGB S g:g::; O hesd VARCHAR{255) [

locatedCapstity] -

b : = 4 pwtectonType VARCHAR(255) [

mluwuﬂ ) BIGINT JE| technologyType ENUM O

totalUsedCapacityFromDeviceMBBIGINT | sutaTieringPolicyld INT 0

datatllocatedCapacityMB BIGINT ] R

" ing TINYINT() [

datalsedCapacityMB ) BIGINT 1| wuid VARCHAR(ES) [

snapslnwbcaheﬂc\a.pamtyﬂﬁ BIGINT s s=Mainframe TINYINT{ &l

snapshotUsedCapaciy B BIGINT A Bl Time DATETIME o

rawTollsableRatio FLOAT JEil|

' url VARCHAR(255) [

otherlisedCapacity W3 BIGINT O ieVirtual TINYINT(T) O

otherAllocatedCapacityMB BIGINT =]

totsiCloneSavedCapacityME  BIGINT 0

compressionEnabled TINYINT{1) =

compressionRatio FLOAT 1|

compressionSavingsGB BIGINT [

url VARCHAR(2E5) [T

id VARCHAR(2E5) [ |
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T NoT NUL

=0 T L
rstuakey  VARCHAR(TSE) NOT NULL
o VARCHARES) NULL

winaiCenterly  VARCHARESS) NULL
Gustefiame  VARGHAR(ES) NULL
staCentehiame. VARCHAR(ZES) NULL

TINVINT

& ] T NoT NULL
ety ARGHAR(TE) NoT NULL e T o oL}
ot T I i w NoT N
name [ | cetmcioesial NG NP wantiter 'VARCHAR(TES) NOT NULL
ocapacityhs BIGINT P | indecaslakre i NN 41 name. VARGHAR(28) NOT NULL]
rovioredCapacity 8 BGINT  NULL F obeels VT NOTNULL cuotsbadCapacty st BIGIT  NULL
vty oL | aeie T o CuetsSoACa S BIGINT  NULL
fescapsotl BGINT UL auelaUssiCapactyitB  BIGINT

wsedCopetyl®  BGINT  NULL e Evum nor hu
w VARCHARSS) NULL uw

e

VARCHAR(S12) NULL

V8 INT NuLL
VARCHAR(10) NULL

T
S 1y

L
ssaner NARCHAR{2S5) NOT NULL

NOTNUL
L
NULL
05) NULL
VARCHAR(2S5) NULL
e VARCHAR(4056) NULL
pom en ]
powerSiateChangeTime DATETME  NULL o
qestsiate NoT NuL
o VARCHAR(2SS) NULL
processors T
mory BIGINT NuLL
Possstorais I
ratual VARCHAR(222) NULL
vraCantp a ) NuLL
provisnedCapastyMs BIGINT
B BIGINT NuLL
un vanchamsn nuw |

Capacity Datamart

§ rassrareis
resconly

T N
TINYINT NULL

s L
wey 'NARGHAR(TSS) NOT NULL|

usesCapasityForReportinghe BIGINT NOLL

un NARCHAR(259) NULL

TNT NOT NULL
§ uratiacnneia INT NULL
Furnaiska  INT NULL

_Aggggggggjgjgggﬂgggggg

T sngea T
aeeis N7 AL
LomelsINT NOT U

§resSeia T NOTNULL
ool INT NOTNULL
INT NOT NULL

NOTNULL
N

Hovee
=] Column_

n

NOT NULL
Nor nuL|

b B
repVolume TINYINT(f)

The following images describe the capacity datamart.

Chargeback
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NOT NULL|

NuLL
NOT N

TNVINTG) ML
N NuLL
VARCHAR(225) NULL
TNVINTE) ML
.

255) NULL
VARCHAR(2SS) NULL

VARCHARIZSS) NULL
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datarh Sl SR ] Lelp AL model VARCHA NOT NULL
Scoumn mest  TINYINTE)  NULL thinFrovisioningSupparted TINYINT(1)  NULL RY255)
¥ seoCrougTk INT NOT NULL " T gsteTk INT NULL thinProvisioned TINYINT()  NULL manufacturer  VARCHAR(ZEE) NOT NULL
GameTe  INT NOT NULLY ‘ wuid VARGHAR(255) NULL 5‘?’“'““’“‘7 . i:ig::mi :E
T #Rep  TINVINTNULL | flexGroupldentifier VARGHAR(TES) NULL neloaooiic etole R
i TNNTOERL | i = e it family VARCHAR(Z55) NOT NULL|
l | | latest TINYINT()  NULL M I it
= i i i latest TINYINT(f)  NULL
A | | i VARCHAR(ZSE) NULL dalelig e BT
Scoumn il VARCHAR(255) NULL
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::I mxhﬂi e storageName VARCHAR[Z55) NOT NULL]
lbusiness_enity_dimensien )| By Lt ok vancuaRsy wL |
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T INT NOT NULL SRR =L e thinProvisioningSupported. TINVINT(T)  NULL
fuliname VARCHAR(1024) NOT NULL| appli m""’m INT NOT NULL i NULL
e s latest TINYINT(1) NULL
tenant VARCHAR(265) NOT NULLY [ spplcatonGromsTk INT At
ot VARCHAR(255) NOT NULL] § et INT NOT MULL gateTh INT NULL
businessUnit VARCHAR(255) NOT NULL R servicelevelTk i o isWirtual TINYINT{1} NULL
project VARCHARN 0] M Dt 1 businezsLinit VARCHAR(255) NOT NULL SoesEhshoot Thatent) RO
o I L I businessEntiyTk INT NOT NULL = biindet ] i
banct TINYIN} Lt kasNsmespaceTk INT NOT NULL
it Ll acdon kBsNamespaceGrougTk INT worhuLll, Hservice |
protectionType VARCHAR(2E) NOT NULL SlColimn
storageAooessType  ENUM NOT HULL ¥ wr worwu]
. f o e g T T A e A
Slhost_group_s .V el = b 255 W R name  VARCHARIZES) NOT NULL]
DG, gt marpesmy TINVINT(T)  NOT NULL 2:'“” ‘DNJUELE ﬁﬂﬁ
= INT HOT NULL] | provisionedCapacityMB  BIGINT NOT NULL| | " o
Host  VARCHARI[Z55) NOT NULL] ussdCapacinyME. BIGINT NOT NULL
?;:Hosm i [ﬂ”w il | o | latest  TINYINT()  NULL
= cardinality SMALLINT  NOT NULL| T T | dale Tkl LELE
Laralp dateTk INT NULL | ‘ INT HOT NULL
B oty L] ! - VARCHAR(228) NOT NULL
f? hostGroupTk INT NCT NULLS | | L identifizr VARGHAR(788) NOT NULL |
¥ hostTk INT HOT KULLS & ‘storageldentifier VARCHARITES) NOT NULL|
T | | tu0s s | we S or
i [ [ ks namespace_group_ dmension IS ﬂ T ML
‘Hhost_di ie I l— SJColumn $ latest TINYINT(f)  NULL
Blockmn _ —— f :e 5 L‘:TRCHARGBE} &1 :ﬁ i I e Sdate == L S
ntifier
Fu INT NOT MULLS — VARCHAR{Z25) NOT NULL [>— % epKBsNamespace  WARCHAR{ZES) NOT NULL| ERE
nmme VARG [ARi2aals ST peE clusterName VARCHAR(258} NULL replcBsMamasgacaTke, 1011 S ¥  INT NoTNUL
dentifir  VARCHAR(7E3) NOT NULL] i il i cardinaiity SMALLINT  NOT NULL
i VARCHAR(1024) NOT NULL] dateTk INT NULL
3 (1024) ; PP fulDate DATETIME NOT NULLL
o5 VARCHAR(ZSS) NULL e s Sl TNORT T RN
model VARGHAR{255) NOT NULL daylnYear SMALLINT NOT NULLJ
manufscturer VARGHAR(ZEE) NOT NULLY dsterear SMALLINT NCT NULL]
u INT NULL T 1 monthNum TINVINT  NOT NULLJ
S TINVINTI)  NULL R i daylnWeekNum  TINYINT  NGT NuLLl
dateTk INT NULL quarter TINYINT  NOT NULL]
= VARCHARIZES) NULL ll dayinQustter  SMALLINT NoT NuLLL
datsCenter  VARCHAR{255) NULL repQuarter TINYINT  NOT NULLJ
= rephtonth TINYINT  NOT NULL]
?k;":"'" T T repWesk TINYINT  NOT NULL|
iamespaceGroup repDay TINYINT  NOT NULL
f kB=NamespaceTh INT NOT NULL| e TINYINT(1) NULL
i=Rep TINYINT() NULL yearLabel CHAR(H)  NOT NULL
b INT ULL ‘monthLabel CHAR(7T} NOT NuLL
quaterlsbel  CHAR(T) NOT NuLL)
rephlonthCrlatest TINYINT  NOT NULLJ
sspFlsg TINYINT  NOT NULL]
future TINYINT{1) NOT NULL]
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=lcolumn
7t INT NOT MULL
name VARCHAR(255) NOT NULL
identifier VARCHAR(768) NOT NULL
vendorDiskGroupType VARCHAR(255) MULL
diskType VARCHAR(255) NULL :
status VARCHAR(255) NULL istorage_dimension NES]
redundancy VARCHAR(255) NULL =\Column
vendorTier VARCHAR(255) MULL ? th INT NOT MULL
i VA name VARCHAR(255) NOT NULL
L ey DL P & Ny NOs identifier VARCHAR(768) NOT NULL
) latest TINYINT{1) MNULL — —— — —% ﬁ dateTk INT MOT NULL in VARCHAR(1024) NOT NULL
¢ oateTk el fred o P storageTk INT  NOTNULL model VARCHAR(255) NOT NULL
ENirE AL ST NU'—'—r_ ] P storagePoolTk INT  NOTNULLRy 5  manufacturer VARCHAR(255) NOT NULL
] | P diskGroupTk INT  NOTNULL serialNumber  VARCHAR(255) NULL
| CraChE HCH microcodeVersion VARCHAR(255) NULL
usedCapacityMB BIGINT MOT MULL family VARCHAR(255) NOT NULL
ﬂstoragejool di | physicalDiskCapacityMB BIGINT MOT NULL url VARCHAR(255) NULL
— L _‘ — @ Factdescribes disk group capacity and its id INT NULL
S Column | usage Iatest TINVINT(1) NULL
7t ihih BT s ? dateTk INT NULL
identifier VARCHAR(768) NOT NULL | dataCenter VARCHAR(265) NULL
name VARCHAR(255) NOT NULL | |
storageName VARCHAR(255) NOT NULL | -
storagelP VARCHAR(1024) NOT NULL |
type VARCHAR(255) NULL |
redundancy VARCHAR(255) NULL | =lColumn |
thinProvisioningSupported TINYINT(1) | \? 1k INT MOT MULL |
usesFlashPoals TINYINT(1) NOT NULL i T ET R |
us VARCEAR I _ _| . dayinMonth TINVINT  NOT NULL |
i I e [ dayinYear SMALLINT NOT NULL.
ftest Ut ua) Sl | dateYear SMALLINT NOT NULL |
'} dateTk S Salis yearLabel CHAR(4)  NOT NULL |
isVirtual TINYINT(1) NULL | e e |
| monthLabel CHAR(T)  NOTNULL
| dayinWeekNum  TINYINT  NOT NULL |
— — — —< quarter TINYINT ~ NOTNULLfo— — — — — — — — — =
quarterLabel CHAR(7)  NOT MULL
dayinQuarter SMALLINT NOT NULL.
repQuarter TINYINT ~ NOT NULL
rephonth TINYINT ~ NOT NULL
repWeek TINYINT ~ NOT NULL
repDay TINYINT ~ NOT NULL
repMonthOrLatest TINYINT  NOT NULL
sspFlag TINYINT ~ NOT NULL
latest TINYINT() MULL
future TINYINT({1) NOT NULL
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=l Column
Ptk INT NOT NULL
7 tk INT NOT NULL name VARCHAR(255) NOT NULL
name VARCHAR(255) NOT NULL natiiral(ey) xig:i;g‘;ﬁ: :SIL”ULL
sequence  INT NULL I - T T i
cost DOUBLE NULL | virtualCenterlp WARCHAR({255) NULL
" T NULL | url VARCHAR(255) NULL
id INT NULL
Iatest TINYINT(1) NULL
 dateTk T NULL | latest TINYINT(1) NULL
| ips VARCHAR(4096) NULL
| ¥ dateTk INT NULL
Sldate_amension TS| | |
=l Column |
Dtk INT NOT NULL | ‘
fullDate DATETME  NOT NULL s uti tect S
dayinMonth TINYINT ~ NOT NULL | -
daylnYear SMALLINT  NOT NULL
dateYear SMALLINT  NOT NULL sizeNB BIGINT NOT NULL
yearLabel CHAR(4})  NOT NULL usedMB BIGINT NOT NULL INT NOT MULL
monthNum TINYINT  NOT NULL dateTk INT NOT NULL identifier  WARCHAR(TES) NOT NULL
monthLabel CHAR(T)  NOT NULL hostTk INT NOT NULL name WARCHAR(255) NOT MULL
dayinWeekNum  TINYINT ~ NOT NULL vmiTk INT NOT NULL B _ _ _ _ type ENUM NOT NULL
quarter TINYINT - NOT NULL computeResourceTk INT  NOT NULL domain  WARCHAR(255) NULL
quarterLabel CHAR(T) MNOTNULLg— — — — — — — % 7 INT NOT NULL i TEXT NULL
dayinQuarter SMALLINT  NOT NULL storageTk INT  NOT NULL os WARCHAR(255) NULL
repQuarter TINYINT NOT MULL tierTk INT NOT NULL id INT NULL
rephlonth TINYINT NOT NULL (it -’.g t INT NOT NULL Jatest TINYINT(1) NULL
repWeek TINYINT NOT NULL .r? dateTk INT NULL
repDay TINYINT NOT NULL
repMonthOrlatest TINYINT NOT NULL
sspFlag TINYINT ~ NOT NULL
Iatest TINYINT({1) NULL
future TINYINT(1) NOT NULL

= Column
Pt INT NOT NULL =IColumn
name VARCHAR{255) NOT NULL 7tk INT NOT NULL
identifier VARCHAR(TE8) NOTNULL — N ARCIATEE G kL =] Column
: VARCHAR{ IO DR identifier  VARCHAR(768) NOT NULL  t T SN
VERCHARZ0) ST ip WVARCHAR({1024) NOT NULL computeResourceldentifier VARCHAR(788) NOT NULL
VARCH, SHOLAEE =T 0s VARCHAR(2S5) NULL name VARCHAR(255) NOT NULL
: D pbeie G e model WVARCHAR(255) NOT NULL Iocation VARCHAR(255) NULL
micrcadeNersinn VARG T manufacturer VARCHAR(Z55) NOT NULL hardwareld VARCHAR(255) NULL
family VARCHAR(255) NOT NULL il VARCHAR(2EE) NULL Hine VARCHAR(255) NULL
url VARCHAR(255) NULL o e NULL d INT NULL
id INT e latest TINVINT(1) NULL latest TINYINT(1) NOT NULL
latest TINYINT(1) LR dataCenter  VARCHAR(255) NULL ¥ dateTk INT NULL
dataCenter VARCHAR(255) NULL 7 dateTe £ NULL
§ dateTk INT NULL
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NOT NULL
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: dateTk  INT NULL
ol INT NULL e
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e INT NOT NULL| dateTk INT NULL S Coltait
name  VARCHAR[Z55) NOT NULL I T L) jeeat
sequence  INT NULL name VARCHAR([255) NOT NULL]
cost DOUBLE NULL ‘ description VARCHAR(255) NULL
" INT NULL ; priority  VARCHAR[ZEE) NULL
Iatest TINYINT(1) NULL id INT NULL
dateTk  INT NULL tatest TINYINT(f)  NULL
datsTk  INT
F o INT NOTNULLlp — — — — — — VARCHAR(255) NULL
T oat=Tk INT NOT NULL
storageTk INT NOT NULL
storageFoolTk INT NOT NULLY
Coh .
?m - e e intemalVolumeTk INT NOT NULL = storage_pool_t
— — — — &} vinualStorageTk INT NOT NULL Scoumn
name  VARCHAR{255) NOT NULL] terTk INT NOT NULL Tu = ey
sequence  INT NULL
phaiontc iy SEDR dentifier VARCHAR[TES) NOT NULL|
ocost COUBLE NULL applicationGroupTk INT NOT NULL] VARCHAR(255) NOT NULL
i INT NULL Jf cervicelevelTk INT NOT NULL ‘:’ e i S e ta
stest TINYINT(1)  NULL businessUnit VARCHAR{ZEE} NOT NULL| it
dateTk  INT NULL  businessEntiyTk e i storagelP VARCHAR({1024) NOT NULL
i VARCHAR(2E5) NULL
i i P e :t:\dam:y VARCHAR(2EE) NULL
amespaceG —_——
:‘:{N Ty;"'ﬂ gﬂw E:i thinProvisioningSupported TINYINT(1} NULL
Slinternal_volume_dim; L P virtual TINYINT(T)  NULL
ElCoiumn a1brata:’2::uityﬂﬁ :i":ﬁTHA g: :ﬁ e
2 tatest TINYINT(T)  NULL
¥tk INT NOT NULL] consumedCapacityMB BIGINT NOT NULL T e i
name VARCHAR(ZES) NOT NULLR — — — ﬁf’am@ MB g:gﬁ £¥ :ﬁ: igVirtual TINYINT(1) NULL
entifier VARCHAR(TEE) NOT NULL | seapcy! usesFlashPools TINYINT()  NOT NULL
storageFoolldentifier VARCHAR(TEE) NOT NULL] — — & ostsUnus=dCapaciylE BIGINT NOT HULLJ ol VARCHAR(255) NUILL
storageNarme VARGHAR(ZES) NOT NULL] =napshotAllocatedCapacityME BIGINT NOT NULL
storagelP VARCHAR{1024) NOT NULL] snapshotUsedCapacityMB  BIGINT NOT NULL
fype VARCHAR(ZSS) NULL totaiCioneSavedCapacityM8  BIGINT NOT NULLY
virtualStorags VARCHAR{ZES) NULL dedupeRatio FLGAT NULL e
spaceGuaranise VARCHAR(2E5) MULL d=dupeSavingsGE BISINT MULL PSP | ...
thinProvizioningSupportsd TINYINT{T) NULL rauTollsablzRato FLOAT T NuLL F i INT NOT NULL]
thinProvisioned TINYINT{T} NULL snapshotCount INT MULL ", identifier VARCHAR(TEE) NOT NULL]
wuid VARCHAR{255) NULL lz=tSnapshotTime DATETIME MULL name VARCHAR(255) NOT MULL}
flexGroupldentifier VARCHAR(TEE) NULL compressionRatio FLOAT HULL clusterName  VARCHAR(255) NULL
i NULL compressionSavingsGE BIGINT NULL " INT NULL
latest TINYINT{1} NULL objectStorelisedSpaceGE  BIGINT HULL Istest TINYINT(T) NULL
datsTk INT NULL [ L] dateTk INT NULL
wri VARCHAR(2EE) NULL J> J> |
Tdate_dimensio ! T?———————
= S storage. —tr—t—tr—
[ Colum:
oo SComn | | ks namespace aroiip Bridse NE|
! trkuna,m I[::r'I'EFIlI'E ﬁ: :t T il beslBt | | St
ul
kBeNamespaceGroupTk INT
daylinMonth TINYINT  NOT NULL :”;{E :;:Eﬁ;m E xﬁ | | ; k8sNamespaoeTk INT
daylnYear SMALLINT NOT NULL 47051 -
dateYear SMALLINT NOT NULL] L VARCHAR(102¢4) NOT NULL | | isRep
monthNum TINYINT  NOT NULL model VARCHAR(255) NOT NULL § e INT
daylnWeskNum  TINYINT  NOT NULL ek ac s AR T NULL L S S ———
e ditm e seriallumber VARCHAR(255) NULL
dmyinQuster  SMALLINT NOT NULL microcodeVersion VARCHAR{ZES) NULL
repQuarter TINYINT  NOT NULL ':""“Y r’;:TR‘:”"‘F‘m) m]_"““— = Cotumn
Month TINYINT  NOT NULL
E;\Neek TINYINT  NOT NULL katest FRTEIEHT) N 0 v 2 sealii o
oty Sl Smin datsTk INT NULL repKBsNamespsce  VARCHAR{255) NOT NULL
i TINVINT(E) NULL ul VARCHAR{255) NULL repKBsNamespacsTh INT NOT NULL|
bel CHAR[®)  NOT NULL dataCenter VARCHAR{255) NULL :::My |50NTMLLINT KEILNLILL
monthLabel CHAR[T) NOT NULL
quarterlzbel CHAR(T) 'NOT NULL
repMonthOrLatest TINYINT — NOT NULL]
sspFiag TINYINT  NOT NULL
future TINYINT{1) NOT NULL
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=lk8s_pv_di
=jColumn
ik INT
identifier VARCHAR(TGE)
name VARCHAR(255)
clusterdame VYARCHAR(255)
phase VARCHAR(B4) [
pvchlame VARCHAR(255) [
id INT [
latest TINYINT(1) [
dateTk INT [
=lk8s_cluster
=l Column
Ptk INT
identifier WARCHAR(TGS)
name VARCHAR(255)
id INT [
latest TINYINT(1) [
P dateTk  INT [
Port Capacity

—_————

—

o TlkBs_pvc_s
= Column
Pt INT
dateTk INT
pvcTK INT
clusterTk INT
namespaceTk DOUBLE
pvTk INT
pwSizeBytes DOUBLE [
pucSizeBytes DOUBLE [] _i
| | |
S | |
l |
|
|
=lk8s_nam L
=|Column
Ptk INT
identifier WARCHAR(TES)
name VARCHAR(255)
clusterame VARCHAR(255)
id INT [l
latest TINYINT(1) [F]
dateTk INT [

=ldate_di
=]Column

7tk INT
fullDate DATETIME
dayinMonth TINYINT
daylnYear SMALLINT
dateYear SMALLINT
yearLabel CHAR({4)
monthMum TINYINT
monthLabel CHAR(T)
dayinWeekMum  TINYINT
quarter TINYINT
quarterLahel CHAR(T)
daylnQuarter SMALLINT
repQuarter TINYINT
repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINT(1) [
future TINYINTIT)

=lk8s_pvc_ ¢ -

=] Column

Ttk INT
identifier WARCHAR(7G8)
name VARCHAR(255)
clusterMame VARCHAR(255)
namespaceMame VARCHAR(255)
pviame VARCHAR(255) [
phase VARCHAR(B4) [
id INT [l
latest TINYINT{1) [
dateTk INT [
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—ports_fact - =l connected _device meirﬁ GENERIC DEVICE |
Pt INT itk
7 dateTk [T M & ek
P sattchTk IMT M anuEctuer STORLGE
. connecedDeviceTk |MNT i ol AT
? portTk IMT type
fabiic VARCHARZSS) finmaare TAPE
peed VARCHARAD) idl
connedtivityT yoe EMUR | sted
type YVARCHARESS)
datus . ? VARCHARGOD — — — — — — — — — — *|
[ S _ |
| | |
ZIport_dimension Sdate_dimension Iswitch_dimension_
dth [T th INT Ptk INT
P WARCHAR(2SS)e | fullDate DAT ETIME T WARCHAR(25 5]
Pid FMT davi nonth TIRMINT M e WARCHARZ5 5]
lated  TIMYINT1] dayinear ShALLINT ip WARCHARZ5 5]
P dateTk INT date Year S ALLINT tn oclel WARCHARZ55)
tm anthitum TINT [ — “®  manufacturer VAR CHAR(ZS5)
dayd mrveekMum TIMYIMT firmweare VAR CHAR[ZSE)
uarer TINYIMT '} id INT
dayinQuarter  SMALLINT late TIMYINT (1]
repcuater TIMYINT ’:{ dateTk IMT
reptdonth TIMYINT dataCenter VARCHAR[ZSS)
repiEek TIRMINT anitchlewvel  WARCHAR[ZSS)
repbay TIMYINT
| ates TIRMINT




Slcoumn

T =ppBroupTk INT NOT NULL

B apeTk INT NOT NULL
isRep TINYINT(1) NULL

Sistorage_pool_ dimension IS

e
T INT NOT HULL
Mentifier VARGHARITER) NGT NULL]
3 opteasi S| - nnchamce hor
Slcoumn [ INT NOT NULL storageName VARCHAR(255) NOT NULL|
T INT NOT NULL name  VARCHAR(2E5) NOT NULL ::””E‘P x:;zxgg::) ﬂ‘_"“‘-‘-
uence  INT NULL pe
o ] e m Cow | mL,  dEmE
e aun 4 i il Syt A T ST
Pt pesi est  TINVINTG) NULL
ik S latest TINVINTIY  HULL
dateTk INT NULL
T isWirual TINYVINT(T)  NULL
usesFlashPocks TINYINT()  NOT NULL|
| VARGHAR(ZES) NULL

|
|
g

s namespace drmerEEAINEY]

SiColum
S aspiication_cimension || NIPS] T INT NOT NULL
Bcoumn 0 o INT MOT MULLfw— identifier VARCHAR(TE8) NOT NULL|
Tk INT NOT NULLE>— — — — g T NOT NULL name VARCHAR@EGNOTNULLE — —
nams VARCHARIZ55) NOT NULL| storsgeTk INT NOT NULL clusterName VARCHAR(Z55) NULL l
description VARCHAR{285) NULL <toragePoolTk INT NOT NULLp— — — —x ® INT NULL
pridly VARCHARR Y imtemalVolumsTk  INT NOT NULL] e TGS ‘lkts namespace sroup riaae M|
W INT NULL atresTh INT NOT NULL dateTk INT NULL SColumn
latest  TINYINT(1)  NULL virtusiStorageTk INT NOT NULL INT NOT NULL
dateTk INT HULL tieiTk INT NOT NULL}  kBsNamespaceTk INT NOT MULL}
url VARCHAR(256) NULL sarvicsLevelTk INT NOT NULL =Rep TNV MU
applicationTk INT NOT NULL G et S
spplicationGroupTh INT NOT NULL]
businessUnit VARCHAR(Z55) NOT NULL b
Srvic T Jemr SR e |
L —— — —#7 kEsNamespaceTk INT NOT NULL
T NOT NULL k8sNamespaceGroupTk INT NOT NULL kiR INT NOT NULL |
storagebccessType  ENUM NOTNULLE™ — — — —=  repi8sNamespace  VARGHAR(256) NOT NULLFS— — — — —
\‘-’:THCHAH{M& :ﬁl”’m protectionType VARCHAR(255) NOT NULL] repiBshamespaceTk INT NOT NULL
Dl G hardLimitCapacityMB  BIGINT NOT NULL] candinality SMALLINT NOT NULL|
A | e =
S a
P A [ e Saese_amenson - ES)|
| missingQuotalimit= ENUM NOT NULLE®™— — colmn
| T "y T | Gt INT NOT NULL
| | name VARGHAR(25E) NOT NULL
e _| | | | s identifier VARCHAR(TEE) NOT NULL
= Column | | | | storagaldentifier VARCHAR[TEE) NOT NULL
Foe INT NOT NULL] | | type ENUM NOT NULL
name VARCHAR(255) NOT NULL| l | - Ll it
entifier VARCHAR(TES) NOT NULL | | lstest TINVINT{T)  NULL
torageFoolidentifier VARGHAR(TES) NOT NULL) | dat=Tk INT NULL
storageName VARCHAR(ZEE) NOT NULL [
storagelF VARCHAR(1024) NOT NULLE & T i | | _
:‘;:am'* x:;g::gg:‘;: :3‘1‘ fulname  VARCHAR{1024) NOT NULL] ==
tenant VARCHAR{255) NOT NULL| l l = bk
BRI B D lob VARCHAR{Z55) NOT NULL| T INT HOT NULY
t::?:::&'f’swm I::z:m:; :i businessUnit VARCHAR{ZS5) NOT NULL| = storage P DATETIVE NOT NULL
el i I el
; nYear
:ugmwdmmrﬂ r;:TRCWm’ zﬁ ks ALEhEL I, kLl name VARCHAR(ZES) NOT NULL datefear SMALLINT HOT NULL
ey e daisTk INT NULL identifier VARCHAR(TEE) NOT NULL manthium TINYINT  NOT NULL
dareTk INT NULL P VARGHAR(1024) NOT NULL day:n';\:\‘eekwm ;:m:jr NNSI zil-
model VARCHAR(25E) NOT NULL quar
L SRR manufacturer VARCHAR(255) NOT NULL] daylnCuarter SMALLINT NOT NULL
seralNumber  VARCHAR(Z5E) NULL repQuarter TINYINT  NOT NULL
micropodeVersion VARGHAR(255) NULL rephionth TINYINT - NOT NULL
Farily VARCHAR regilesk TINYINT  NOT NULL
u INT NULL repDay TINYINT  NOT NULL
latest TINYINT(T)  NULL latest TINYINT() NULL
dateTk INT NULL yeouiahol CHAR(4}  NOT NULL
wil VARCHAR(255) NULL menthLabel CHAR(T) NOT NULLJ
dataCanter VARCHAR(2EE) NULL quaterlabel  CHAR(T) NOT NULLJ
rephonthOrLatest TINYINT  NOT NULLJ
sspFiag TINYINT  NOT NULL
future TINYINT{1) NOT NULL
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=l efficiency_fact

= Column

7tk INT NOT NULL
¥ dateTk INT NOT NULL
? storageTk INT MOT MULL

rawCapacityMB BIGINT
| backendCapacityMB BIGIMNT
storageTechnology VARCHAR(255) MULL

gainMB BIGINT MOT MULL
lossMB BIGIMT MOT MULL
potentialGainMB BIGIMNT MOT MULL

potentialLossMB BIGIMNT MOT MULL

|
|
|
1
|
}

=Istorage_dimension

=] Column

? tk INT NOT NULL
name VARCHAR(255) NOT NULL
identifier VARCHAR(768) NOT NULL
ip VARCHAR(1024) NOT NULL
model VARCHAR(255) NOT NULL

manufacturer
serialMumber
microcodeVersion

VARCHAR(255)
VARCHAR(255)
VARCHAR(255)

family VARCHAR(255) NOT MULL
id INT NULL
latest TINYINT(1) NULL

¢ dateTk INT NULL
url VARCHAR(255) NULL

dataCenter VARCHAR(255)
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=Jdate_dimension

— T T T~ column

7tk INT NOT NULL
fullDate DATETIME MNOT MWULL
daylnMonth TINYINT  MOT NULL
daylnYear SMALLINT  MOT MULL
dateYear SMALLINT  MOT MULL
monthMNum TINYINT  MOT MULL
daylnWeekMum  TINYINT  NOT MULL
quarter TINYINT  MOT NULL
daylnCluarter SMALLINT  MOT MULL
repQuarter TINYINT ~ MOT MULL
rephonth TINYINT  MOT NULL
repWeek TINYINT  MOT NULL
repDay TINYIMT ~ MOT NULL
latest TINYINT(1) MULL
yearLabel CHAR(4) MNOT MULL
monthLabel CHAR(T)  MOT MULL
quarterLabel CHARIT)  MNWOT MULL
repMonthOrLatest TINYINT MOT MULL
sspFlag TINYINT  MOT NULL
future TINYIMNT(1) MOT NULL




=ldate_dimension

=ltier_dimension _

=l Column

7tk INT NOT NULL
identifier VARCHAR(YG8) NOT NULL
name VARCHAR(255) NOT NULL
storageName VARCHAR(255) NOT MULL
storagelP VARCHAR{1024) NOT NULL
type VARCHAR(255) NULL
redundancy VARCHAR(255) NULL
thinProvisioningSupported TINYINT(1) NULL
virtual TIMYINT( 1) NULL
usesFlashPools TIMNYINT( 1) NOT MULL
id INT NULL
latest TINYINT( 1) NULL
dateTk INT NULL
isVirtual TIMNYIMNT ) NULL
url VARCHAR(255) NULL

=lcolumn = Column
Pk INT NOT NULL ? ik INT NOT NULL
fullDate DATETIME MNOT NULL name VARCHAR(255) NOT NULL
daylnMonth TINYINT ~ NOT NULL sequence INT NULL
daylnYear SMALLINT  MNOT NULL cost DOUBLE NULL
dateYear SMALLINT  MNOT NULL id INT NULL
monthMNum TINYINT ~ MOT NULL latest TINYINT(1) NULL
dayinWeekNum  TINYINT ~ NOT NULL dateTk INT MNULL
quarter TIMYINT MOT MULL
| daylnQuarter SMALLINT  NOT NULL] Y
repQuarer TIMNYINT MNOT NULL |
repionth TINYINT MOT MULL
repWeek TIMYINT ~ NOT MULL. |
repDay TIMNYINT MNOT NULL |
latest TINYINT{1) NULL
yearLabel CHAR(4)  NOTNULL |
maonthLabel CHAR(T)  NOTNULL i
quarterLabel CHAR(7)  NOT NULL =lstorage_and_storage_pool,
repMonthOrLatest TINYINT MNOT NULL =lColumn
sspFlag TINYINT ~ NOTNULLE— | ¢ INT NOT NULL - — — —
future TIMYINT{1) NOT NULL .? dateTk Nt NOT NULL
? storagePoolTk INT MOT MULL
? storageTk INT MOT MULL
'? tierTk INT MOT MULL
Zlstorage_dimension backend TINYINT(1) NOT NULL
=lcolumn virtual TINYINT{1) NOT MULL
Tk INT NOT NULL capacityMB BIGINT  NOTNULL
rawCapacityMB BIGINT MOT MULL
ot vaRcraRen noThuL|  USeCmee il
) usedRawCapaci
L O snapshotUsedCapacityMB BIGINT  NOTNULL
el VARG Sl o snapshotUsedRawCapacityMB BIGINT  NOTNULL
mamer ULL isVirtual TINYINT{1) NOT MULL
se.rla i . softLimitCapacityMB BIGINT MULL
;:';:;mdeversmn xﬁggﬁg:g; :S'LI'IT\IULL unconfiguredRawCapacityMe BIGINT  NOTNULL
id INT NULL spareRawCapacityMB BIGINT MOT MULL
|atest TINYINT(1) NULL failedRawCapacityMB BIGINT MOT MULL
unusedVolumeCapaci
:stacemer xﬁggﬁg:g; :Stt volumsConsumadCapacityMe BIGINT  NOTNULL
mappedyolumeCapacityMB BIGINT MOT MULL
maskedVolumeCapacityMB BIGINT MNOT MULL
internalVolumeAllocatedCapacityMB  BIGINT MOT MULL
internalVolumelUsedCapacityMB BIGINT MOT MULL
internalVolumeConsumedCapacityMB  BIGINT MOT MULL
dedupeRatio FLOAT MULL
dedupeSavingsGB BIGINT MULL
compressionRatio FLOAT MULL
compressionSavingsGB BIGINT MULL
compactionRatio FLOAT MNULL
compactionSavingsGB BIGINT MULL
objectStorelsedSpaceGB BIGINT MULL

Storage Node Capacity
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= Column

T INT NOT NULL
name VARCHAR{255) NOT NULL
sequence  INT MULL
cost DOUBLE NULL
id INT NULL
latest TINYINT()  MULL
dateTk  INT NULL

= Column
¥tk INT NOT NULL = Column
nams VARGHAR{255) NOT NULL it INT NOT NULL
identifier VARCHAR(TEE) NOT NULL P dat=T INT MOT NULL
version VARCHAR{ZEE) NOT MULL G storageTk INT MOT HULL
modsl VARCHAR{ZES) NOT NULLf— — — — —# ] storsgeNodeTk INT NoThULLE,
serislNumber VARGHAR{ZEE) NOT NULL G b= INT NOT NULL
siteMName VARCHAR{ZE5) NUILL totaiNodeC spacity UtilEationMB DOUBLE NULL
wrl VARCHAR{ZE5) NULL usableModzCapacity UtilizationMB DOUBLE MULL
i INT NULL usedhodeCapacityUtiizationMB DOUBLE MULL
Istest TINYINT(1)  NULL ussdMstaDataNodeCapacityltizationMB  DOUBLE NULL
datsTk INT NULL allowsdhetaD CapacityLtiizationhB DOUBLE MULL
I
1
= Cohsmn
Ttk INT NOT NULL]
name VARCHAR{2E5) NOT NULL
ilentifier VARCHAR{TEE) NOT NULL
ip VARCHAR{1024) NOT NULL
model VARCHAR{2EE) NOT NULL
manufacturer  VARCHAR{ZEE) NOT NULL
serislMumber  VARCHAR(255) MULL
microcodeVersion VARCHAR(ZE5) MULL
famity VARCHAR{2EE) NOT NULL
W INT NULL
latest TINYINT{1) MULL
dateTk INT MULL
wrl VARCHAR{2EE) NULL
dataCenter VARCHAR{2EE) NULL
VM Capacity
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= date_di

= Column

e INT NOT NULL
fullDate DATETIME NOT NULL
dayinMonth TINVINT  MOT MULL
daylin¥ear SMALLINT MOT MULL
dateYear SMALLINT MOT MULL
manthhum TINYINT  MOT HULL
dayinWeskNum  TINYINT  MOT NULL
quarter TINVINT  MOT NMULL
dayInCuarter SMALLINT MOT MULL
repluarter TINYINT  MOT MULL
rephonth TINYVINT  MOT NULL
repiVesk TINYINT  MOT MULL
repDay TINYINT  MOT MULL
latest TINYINT{T) MULL
yearLabal CHAR{#)  MOT MULL
maonthl sbel CHAR(T) MOT NULL
quarterLabel CHAR{T)  MOT MULL
rephonthOrLatest TINYINT  MOT NULL
sspFlag TINYINT  MOT MULL
furture TINYINT{E) MOT MULL




Slvm dimension |

S Column

Tk INT NOT NULL -
name VARCHAR(ZEE) NOT NULL =
naturaliGey  VARCHAR(TEE) NOT NULL) Sl Column capaciy
o vaRcHARRSS) o . Fr INT NoTnul| — SJColumn
vitusiGenterlp VARCHARESS) NULL wame  VARCRARREmNOTNUL| TP ENUM NOT NULL
i INT NULL sequence INT NULL used TINYINT(1)  NULL [
latest TINYINT(1)  NULL e DOUBLE NULL vmSpecific TINYINT(1)  NULL
dateTk INT NULL i INT NULL replicationSpecific TINYINT(1)  NULL
ips VARGHAR(4088) NULL laest  TINVINT()  NULL description VARGHAR(ZEE) NULL
wrl VARGHAR(Z5S) NULL daeTk  INT NULL

clusterName VARCHAR{258) NULL

Fic INT NOT NULL]
name  VARGHAR(25E) NOT NULL)
—%  zequence INT NULL
ocost DOUBLE NULL
d INT NULL
lest  TINYINT()  NULL
dateTk  INT NULL
application._
Sl Column
e INT NOT NULL
tepApp  VARCHAR(255) NOT NULL]
¥ repA.ppﬂc INT NOT NULL|
cardinality SMALLINT  NOT NULL] . -
dateTk  INT NULL  — =] application_
ry Sl Column
P appGroupTk INT NOT NULL]
P apoTk INT NOT NULL]
appsstion simera Y "o o

SlCohmn l
T INT NOT NULL ]
name VARCHAR(255) NOT NULL Elvm_capacity_ract NES. — — — — — —
identifier vaRcHaR@emnoTnon] 00 [ BCdem N
storageldentifier VARCHAR(TES) NOT NULL NOT NULL
type ENUM NOT NULL| NOT NULLI
i INT NULL MOT NULL
Iatest TINYINT{1)  NULL NOT NULL
dateTk INT NULL NOT NULL
intemalVolumeTk  INT MOTNULLE
quresTk INT NoTHULLE*— — — — — — — —
Bt hastGrouRTk INT NGT NULL
NG ohamsi applicationTk INT NOT NULL|
G INT NOT NULL applicationGroupTk  INT NOT NULL
naturalKey VARCHAR(Z62) NOT NULL tierTk INT NOT NULL
name  VARCHAR(258) NOTNULLF— — — ~— — — “® 4 servicslevslTk  INT noTNULLR .
moid VARCHAR(255) NULL wmTk INT NOT NULL
i INT NULL datastoreTk INT NOT NULL
Best  TINYINT(T)  NULL dataStorsMame  VARCHAR(SIZINULL [
dzeTk INT NULL datsStoreld INT NULL |
vimaiCenterlp  VARGHAR(Z55) NULL
businessUnit VARGHAR(Z52) NOT NULL IS — — — — |
businessEntityTk  INT NOT NULL|
M # kazNodeTk INT NOT NULL ‘ |
fo— — — — — —#*  ciorageAcosssType ENUM NOTHULLRy |
INT NOT NULL 1 capaciyTyps ENUM NOT NULL 1 ‘
VARCHAR(2EE) NOT NULL soruaMB BIGINT NGT NULL | | |
identifier VARCHAR(TEE) NOT NULL| — = = = % povisionedMB BIGINT NOT MULL
storag=Poolldentifier VARGHAR(TE8) NOT NULL . | ‘ |
storageName VARCHAR(255) NOT NULL | |
storagalP VARGHAR{1024) NOT NULL | |
type VARCHAR{255) NULL | |
vinuaiStorage VARCHAR(2EE) NULL | |
spaceGuarantes VARCHAR(255) NULL | | ‘ |
thinProvisioningSupported TINYINT{1) NULL |
thinProvisioned TINYINT{1} NULL | ‘ |
wid VARCHAR(ZES) NULL | |
flexGroupldentifier VARGHAR(TES) NULL | |
] NULL | |
latest TINYINT()  NULL Fu INT ot ||
dateTk INT NULL | identifier  VARGHAR(7EE) NOT NULL] |
url VARGHAR(25E) NULL l name VARCHAR(ZES) NOT NULLY | |

VARCHAR(255)
VARCHAR(255)
VARCHAR(255)
VARGHAR(255)
INT

TINYINT(T)
INT

WARCHAR{1024) NOT NULL}

Volume Capacity

=] Column

¥ INT NOT NULL
fullDate DATETIME NOT NULL
NOT NULL dayinonth TINYINT  NOT NULL
dayinyear SMALLINT NOT NULL
MOT NULL dateear SMALLINT NOT NULL
NOT NULLEF— monthNum TINYINT  NOT NULL|
NOT NULL daylniWeskNum TINYINT  NOT NULL
Wias quarter TINYINT  NOT NULL
NULL dayinQuarter  SMALLINT NOT NULL
il repQuarter TINYINT  NOT NULL
NULL rephonth TINYINT  NOT NULL
replesk TINYINT  NOT NULL
r2pDay TINYINT  NOT NULL

Iatest TINYINT(1) NULL
yesrlabel CHAR{4) NOT NULL
monthl abel CHAR(T) NOT NULL|
quarterlsbel  CHAR(T) NOT NULL
rephlonthOrLatest TINYINT ~ NOT NULL
sspFlag TINYINT  NOT NULL
future TINYINT(1) NOT NULL

Sl Column

T INT NOT NULL]
name VARCHAR(255) NOT NULLJ
desoription VARCHAR[255) NULL
prioity  VARCHAR{ZEE} NULL
id INT NULL
Iatest TINYINT(1)  NULL
dateTk  INT HULL
url VARCHAR{255) NULL

INT NOT NULL]
VARGHAR(ZS5) NOT NULL}
identifier  VARCHAR{TBB} NOT NULL]
i VARCHAR{1024) NOT NULL}
oz VARCHAR(255) NULL
model WVARGHAR(255) NOT NULLY
manufacturer VARCHAR{ZES) NOT NULL
. INT NULL
Istest TINYINT(1) NULL = host_group_
dsteTk INT NULL Soomn
i YeRT T I hostGroupTk INT NOT NULL]
dataCenter  VARCHAR{255) NULL B hostTe A vl
. isRep TINYINT(1) NULL
Tk INT NOT NULL
rapHost  VARCHAR(255) NOT NULL]
U repHostTk INT NOT NULL]
cardinality SMALLINT NOT NULL
dateTk  INT NULL

NOT NULL

VARCHAR(ZS5) NOT NULLJ
VARCHAR(TEZ) NOT NULLJ
VARCHAR(1024) NGT NULLJ
NOT NULL
NOT NULL

i INT NULL
Iatest TINYINT{1) NULL
dateTk INT NULL
Sl storage_c
SiColumn
i INT
name
identifier
]
model VARCHAR{255)
VARCHAR
serislNumber  VARCHAR(255)
microcodeVersion VARCHAR{ZES)
famity VARCHAR(255)
i INT
lstest TINYINT(1)
dateTk INT
wl VARCHAR(255)
dataCenter VARCHAR(ZES)

NULL
NULL

NOT MULLS

NULL
NULL
NULL
NULL
NULL
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Svotme st Y e s s

Siiemor votme amensin S|

Scolumn ?3:"'“’"" = e
i INT NOT HULL T T RO
storsgeldentifies VARCHAR(7E8) NULL identifier WARCHAR(7ES] NOT NULI e VARCHAR(255) NOT NULL T WO NuLL]
btk VARCMR{Es’"O.: i g i el identifier VARCHARITE8) NOT NULI VARCHARI258) NOT NULL] ) .
thinProvisioned TINVINT()  NOT NuLLY storagelP VARCHAR(1024)NOT NULL storsgePoolidentifier  VARCHAR(7ES) NOT NULI VARCHAR(788) NOT NULL] Sservice_lavel
b Vi e o VARCHAR(255) NULL storageName: ARCHARI2E8) NOT NULI VARCHAR(1024)NOT NULLY Hlcolumn
i S L oy VARGHAR(255) NULL storagelP’ VARCHAR(1024) NOT UL VARCHARIZ5S) NOT NULLY T — ST
it e thinProvisioningSusporedTINYINTE1)  NULL ype VARCHAR(258) NULL manufscturer  VARCHAR(255) NOT NULL} s AT
e L PH e i TINVINTH)  NOT NULL vinusiStorage VARCHARI25S) NULL seriaiNumber  VARCHARI2SS]) NULL o e i
I T k aE el spacaGuarantes VARCHAR(25S) NULL micocodeVarsion VARCHAR(ZSS) NULL | o, e i,
8 i il ot TINYINT( NULL inProvisioningSupponsdTINYINT(1)  NULL family VARCHARI25S) NOT NULLY 8 R i
Iatest TINVINT1)  NULL isVirtual TINVINT(1)  NULL Smbyovmdred TIENT( R IEED: i LA HuLL | latest  TINVINT{)  NULL
o TINVINTE)  NULL . VARCHAR(Z55) NULL uuid VARCHARI255) NULL Istest TINYINT(1)  NULL | fowr _wr i
R § dateTx M T :\dexﬁmup\denhlls ::::{CHARF!BE) :SLTLNUL ::lacen(u x::gm;g.::: :3\1_ e
¥ =l Ui | ? st TINMINT(T)  NULL § asteTx INT NULL |
1 e ML | s om s, o S
| |  ostet INT NULL T | =
Sloharsebact foct | | | | 7 mr__ wor wuu
Bt | § storageFool Tk INT HOT HULL]
P INT NOT NULI | ‘ | { storageTk INT NOT NULL]
§ storageTx INT NOT NULL M 77777 il # tieTk INT NOT NULY
'§ storageFool Tk INT NOT NULI | | # badend TINYINT(1)NOT MULL]
§ intenalVolumeTe  INT NOT NULI | INT worn g il capaciyMB BIGINT  NOT HuLU
§ gtreeTic INT NOT NUL = e rawCapacityMB. BIGINT  HOT HULL]
hostTk T NOT NUL | S Mo usedCapadityMB. BIGINT  NOT NULL]
F hostGroupTe INT NOT NULL | Bt G N U U U Ve SENG S VSRS RS S e .. usedRswCspacityMB BIGINT  NOT NULL]
applicationTk INT NOT NULL el ey snapshotUsedCapacityMB BIGINT  NOT NULL]
§ applicationGroupTk  INT NOT NULI | R HEE R e snasshatlsesRenCassciMa BIGINT  NOT NULL]
B tierTk INT wornl = 02020—————— | bt or ] imen: unconfiguredRanCapacityMs BIGINT  HOT HULL]
F senviceLevelTx T NULL nostGroupTE i Hes Scotumn spareRawCapaciyMB BIGINT  NOT NULLJ
businassUnit VARCHAR(ZES)NOT NULLE— — — — — — — — — —8 G e ot e INT NOT NULL] failedRawCapacityMB BIGINT  NOT NULY
1 businessEntiy Tk 1T HOTIRE serviceLevel T INT NOT NULL name VARCHAR(255) NOT NULLJ s ol hoEME
# protectionType VARCHAR(255) NOT NULI storagePoal Tk NT NOT NULL identifier  VARCHAR(768) NCT NULL] usiisediyolumeCapactyiLy EEal leliiis
¥ storagercoessType  ENUM T NULL internslVolumaTk INT noT NuLL ie VARCHAR(1024) NOT NULL} b El T o ]
resourceName VARCHAR{ZE5) NOT NULI qrresTk INT vornuchy T VARCHAR(ZSS) NULL softLimitCapacityMB BIGINT  NULL
§ resourceType 2T REEL KAsNamespacaTk INT NOT NULL model VARCHAR(255) NOT NULLI Yoltmegormune s At S HOTN
# mappedByvi TINYINT(1)  NOT NULI 8sNamespaceGroupTk INT NOT NULL manufacturer VARCHAR(255) NOT NULLL mapradvoiimeCapac L Heann LRl
VirualStorage: TINYINT(1)  NOT NULI isirtual TINYINTIT)  NOT NULY i NT NOLL meged ol e S sty
provisionedCapacityMEBIGINT NOT NULL isBaciend TINYINT(1)  NOT NULL atest TINVINTI)  NULL T O A |
usedCspacityMB BIGINT NOT NULL protectionType VARGHAR(255) NOT NULI url VARCHAR(255) NULL Al O e e ]
 ameTs Lt LEUAL ishecazsad TINYINT{1}  NOT NULI datsCentar VARCHAR(ZES) NULL intearra Vo imaConstimedCapan B I B
isOrphaned TINYINT(1)  NOT NULL astetx INT NULL dacipanato TLoAT L
isProtection TINYINT(1]  NOT NULL Y Y i IF:S“T :g:-uuu
isUnused TINYINT(1)  NOT NULY
ishasked TINYINT(1)  NOT NULL > e s coniions s oy
= isMapped TINYINT{1)  NOT NULI $
L I ] HOjHE provisionedCapecityMB BIGINT NoTnULy Acihc:‘s!m_
name VARCHAR(255)NOT NULLFP— — — — — — — — — — #*  aoceccdCepactyME  BIGINT NULL. - z —" 3 host_group)
igentifier VARCHARI768) NOT NULI crphanedCapacityMB  BIGINT NULL B INT NOT WULLY oo
storapaldentifier VARCHAR{7E8) NOT NULI protectionCapacityMB  BIGINT NULL. repHost  VARCHAR(25B)NOT NULLES— —— —#.= —
type ENUM NOT NULI unusedCapsciyMB  BIGINT NULL F repHostTE INT NoT NuLLE ‘ﬂ hosicaoinTE NI AL
L LA s I T*  consumedCapacityM8  BIGINT MOTNULLGg — — cardinality SMALLINT  NOT NULL] § nostre LA NOT NULL
Istest TINYINT(1) NULL daysSinceLastAcoessed INT NULL § dsteTk INT NULL isRep TINVINT{1jNULL
9 dateTk i e | | —_—
url VARCHARIZEE) NULL | 1 T | .
i J> . Sldate dimension
| K HColumn
i S8 namespace grol e namespace dincision S| e WT___wor L
E‘m’—‘_ | Scolumn fullDste DATETIMENOT NuLL|
Scalumn | W INT NOT NULI INT NOT NULL dayinManth TINYINT  NOT NULL
B INT NOT NULL (255) NOT NUL VARCHAR(TE8)NOT NULL] deylnYesr SMALLINT NOT NULL
name:  VARGHARIZBOING EERY | repkBsNamespacaT INT NOT NULL VARCHAR(258)NOT NULLY dteYear SMALLINT HOT HULL
sequence INT NULL o — cerdinality Mt e clusterName VARCHARI2E5)NULL yasrl akel CHAR(4) NOT NULLJ
cost COUBLE NULL s S e i T NULL monthNum TINYINT  NOT HULL
i LA R Istest TINYINT(1)  NULL monthLabel  CHAR(7) NOT NULLJ
Istest TINYINT(1)  NULL T dateTk INT NULL dayinWeekNum  TINYINT  NOT NULL
FaateTe INT NULL quarter TINYVINT  NOT NULL]
| -—h quanerlabel  CHAR() NOT NULL
dayinQuarter  SMALLINT NOT HULL
oz sz iz oz = - rapQuarier TINYINT  NOT NULL]
rephontn TINYINT  NOT NULL]
repWesk TINYINT  NOT NULL
s r2pDay TINYINT  NOT HULL]
repMonthOrLatest TINVINT  NOT NULL
Blcalwit sspFlag TINYINT  NOT NULL
T sNsmespaceGroupTk INT NOT NULL ey TINYINT(NOLL
B i8shamespaceTk ML L L future: TINYINT{1JNOT NULL

isRep
L3

TINYINT{1)NULL
INT NULL.

Performance Datamart

The following images describe the performance datamart.

Application Volume Hourly Performance
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= Column

7tk INT
Slapplication_volume | name  VARCHAR(255)
=JColumn =]Column descripion VARCHAR(255) [
7tk INT P tk BIGINT priority VARCHAR(255) [[]
name VARCHAR(255) PP timeTk INT RS U VARCHAR(255) [[]
sequence INT [ fo————— —#9 dateTk INT id INT [l
cost DOUBLE & 7 applicationTk INT latest TINYINT(1) &
id INT F #? applicationGroupTk INT P dateTk INT [
latest TINYINT(1) Fl P tierTk INT ?
P dateTk  INT = FP senviceLevelTk INT
7 businessEntityTk INT |
readResponseTime DOUBLE |
writeResponseTime DOUBLE |
totalResponseTime DOUBLE ; T
lolalResponseTimeNiax DOUBLE | lapplication group biidgel)
) readThroughput DOUBLE | SlCalumn
business_entit writsThroughput DOUBLE ¥ appGroupTk INT
SlColumn sumOfaveragesVolumeThroughput DOUBLE | P® appTk INT
7tk INT maxOMaxvolumeThroughput DOUBLE | . IsRep TINYINT(1) [
ullname VARCHAR(1024) sumOfilaxVelumeThroughput DOUBLE |
tenant VARCHAR(255) readions feeius |
lob VARCHAR(255) —_———® writelops DOUBLE
businessUnit VARCHAR(255) sumOfaveragesvolumelops DOUBLE *
project VARCHAR(255) maxOfdaxVolumelops DOUBLE M
id INT sumOMaxVolumelops DOUBLE S comn -
|atest TINVINT(1) readCacheHitRatio DOUBLE [7] =
@ dateTk INT writeCacheHitRatio DOUBLE [ 7t L
totalCacheHitRatio DOUBLE [ — ———< repapp WARCHAR(255)
totalCacheHitRatioMax DOUBLE [7] ? repAppTk  INT
writePending BIGINT cardinality SMALLINT
readloDensity DOUBLE [ ¢ dateTk INT [
writeloDensity DOUBLE [
2 totalloDensity DOUBLE [7]
SColumn totalloDensityMax DOUBLE []
7t Lf __ __ ____ _ compressionSavingsPercent DOUBLE [ - -
name VARCHAR(255) compressionSavingsSpace DOUBLE [ Eldate_dimi
sequence INT [l totalTimeToFull DOUBLE [T] T T T T Hcelumn
cost DOUBLE [ confidencelntervalTimeToFull DOUBLE [F] Ptk INT
d 7 & fullDate DATETIME
fatest ATV daylnMonth TINYINT
P dateTk __INT [l dayinVear SMALLINT
dateYear SMALLINT
yearLabel CHAR(4)
=i monthNum TINYINT
Ptk INT monthLabel CHAR(T)
? hourDateTime DATETIME daylnWeekNum  TINYINT
hour TINYINT quarter TINYINT
minute TINYINT quarterLabel CHAR(T)
second TINYINT daylnQuarter SMALLINT
microsecond MEDIUMINT repQuarter TINYINT
F dateTk wr - e — % repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TIMYINT{1) [
future TINYINT(1)

Cluster Switch Performance
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Eltime_dii

= Column

Ptk INT

'? hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT
microsecond MEDIUMINT
dateTk INT

i

=ldate_dimensic
=|Column
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Disk Daily Performance

e
| 7tk INT — ] =l cluster_switch _p_
fullDate DATETIME | =lColumn
Hcluster_switch_port | dayinionth TINYINT 7« INT
=J|Column daylnYear SMALLINT | “}’ timestamp BIGINT
R« INT dateYear SMALLINT | timeTk DOUBLE
¢ timestamp BIGINT yearLabel CHAR(4) L @& dateTk INT
timeTk DOUBLE monthhum TINYINT clusterSwitchPortTk INT
dateTk INT monthl abel CHAR(T) clusterSwitchTk ~ INT Fl
clusterSwitchPorTk INT daymWe sk I EIhE storageTk INT ]
clusterSwitchTk  INT B L o storageMaodeTk  INT B
storageTk INT Fl Ry . quatedaby CHAR(T) __ __., receiveBytes DOUBLE []
storageModeTk  INT & daylnQuarter SMALLINT transmitBytes DOUBLE [T
receiveBytes DOUBLE [ rEpOtixies TINYINT totalBytes DOUBLE []
transmitBytes DOUBLE [ rephionth TINYINT receiveDiscards ~ DOUBLE [
totalBytes DOUBLE [7] repWeek TINYINT transmitDiscards DOUBLE [
receiveDiscards DOUBLE [T Teplyay bl totalDiscards DOUBLE [F]
transmitDiscards  DOUBLE [ repMoninQit:atest iRy receiveErmors DOUBLE []
totalDiscards DOUBLE [T sspFlag TINYINT transmitErrors DOUBLE []
receiveErors DOUBLE [[] IatesE TINYINT(1) ] totalErrors DOUBLE [T
transmitErrors DOUBLE [] T HETNEET receivePackets DOUBLE [
tatalErrors DOUBLE [ | transmitPackets DOUBLE [
receivePackets DOUBLE [7] | totalPackets DOUBLE []
transmitPackets DOUBLE [ | Y
totalPackets DOUBLE [f] SoElarlE ] |
¥ | R
|
I ! | = cluster_switch_|
| SColumn | B t INT
| 7R INT | identifier VARCHAR(255)
| identifier VARCHAR(TES) clusterSwitchid INT Il
| name VARCHAR(255) | storageld INT [l
| address VARCHAR(255) [ | storageNodeld INT E
serialMumber VARCHAR(255) | name VARCHAR(255) []
| netwark VARCHAR(255) [] ] duplexType VARCHAR(255) []
—— —<  version VARCHAR(255) [ — — — storageModePortName VARCHAR(255) [
model VARCHAR(255) [ - storageModePorthMtu VARCHAR(255) []
manitored CHAR 1 portindex VARCHAR(255) [[]
monitoringEnabled CHAR F isl CHAR [
monitoringReason CHAR ] macAddress VARCHAR(255) [
id INT F mtu VARCHAR(255) [
latest TINYINT(1) B number VARCHAR(255) [
? dateTk INT [l type VARCHAR(255) []
? timestamp BIGINT 1 speed VARCHAR(255) [
id INT F
latest CHAR E
dateTk INT F
P timestamp BIGINT E]




Hldate_di

=lColumn
7t INT |
fullDate DATETIME
daylnMaonth TIMNYINT
daylnYear SMALLINT
dateYear SMALLINT
yearLabel CHAR({4)
monthNum TIMYINT
monthLabel CHAR(T)
dayinWeekMum  TINYINT
quarter TINYINT
quarterLabel CHAR(T)
daylnQuarter SMALLINT
repQuarter TINYINT
repMonth TIMNYINT
repWeek TIMNYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINT(1) [
future TINYINT(T)
»
=ldisk_dime

=lColumn

R INT
identifier VARCHAR(768) [
storageldentifier VARCHAR(TG8) []
name VARCHAR(258) [
speed INT ]
location VARCHAR(266) [
role ENUM
vendor VARCHAR(255) [
madel VARCHAR(255) [
type EMUM
diskGroup VARCHAR(255) []
status ENUM
serialNumber  VARCHAR(255) []
url VARCHAR(266) [
id INT 1
latest TINYINT(1) [

P dateTk INT [l

Disk Hourly Performance

=]Column
0tk INT
——————————————————— —# name VARCHAR(255) [¥]
identifier VARCHAR(T68)
ip VARCHAR(1024)
E model VARCHAR(255)
Eldisk_daily manufacturer  VARCHAR(255)
=lColumn serialNumber VARCHAR(255) [[]
?g ti INT microcodeVersion VARCHAR(255) [[]
7 timestamp BIGINT family VARCHAR(255)
dateTk INT T Ty Al VARCHAR(255) [7]
diskTk INT & 3 £l
_____ o storageTk INT latest TINYINT(4) [
storagePoolTk INT y deyatienie VARCHAR(285) [
readThroughput ~ DOUBLE [] ¥ oateTk Ll £l
writeThroughput ~ DOUBLE [7]
totalThroughput DOUBLE []
totalThroughputMax DOUBLE [7]
A aE e readlops DOUBLE [ -
| writelops DOUBLE [ Zlstorage_pool_di
| totallops DOUBLE [] =Column
| totallopshax DOUBLE [ 72tk INT l
| ree.lduti.li.zati.on DOUBLE [ b Edonbifer VARCHAR(768)
writeUtilization DOUBLE [7] A VARCHAR(255)
| fotaltfureahon DOUBLE [] storageName VARCHAR(256)
i -I— — totalUtilizationMax ~ DOUBLE [] storagelP VARCHAR(1024)
| accessed INT 7 fpe VARCHAR(255) [
redundancy VARCHAR(255) [7]
| thinProvisioningSupported TIMNYINT{1) [
| usesFlashPools TINYINT(1)
L e U VARCHAR(255) [[]
id INT [
latest TINYINT(1) [
isVirtual TINYINT(1) [
¢ dateTk INT [l

=lstorage_dimens
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S]Column =lColumn
Rtk INT W« BIGINT Bstorage. gl
® hourDateTime DATETIME ¢ timestamp BIGINT =lColumn
hour R — e * imeTk INT T w5
minute TINYINT dateTk INT - - -
o TINVINT TR e identifier VARCHAR(768)
microsecond  MEDIUMINT storageTk INT name ST )
9 dateTk INT AN o storageiame VARCHAR(255)
LN g g B
readThroughput  DOUBLE [] ;t;’eragelp :ﬁgﬁﬁggﬁ;ﬁ
writeThroughput ~ DOUBLE [[] f[® — — — — —
redundancy VARCHAR(255) []
o proug DOUBLE [F] thinProvisioningSupported TINYINT(1) 1
totalThroughputiMax DOUBLE [] C
readin s DOUBLE [ usesFlashPools TINYINT()
writelops DOUBLE [ Iudrl :}ECHARQSS] S
| totallops DOUBLE
SColumn totallogsru'lax DOUBLE E i et .
7t INT readUtilization  DOUBLE [ ? :;';';‘ka' H;Y'NT(” S
fullDate DATETIME I — — — — — Y write Utilization DOUBLE [F]
daylnMonth TINYINT totalUtilization DOUBLE [T
dayinYear SMALLINT totalUtilizationMax  DOUBLE [
dateYear SMALLINT accessed INT [ r _
yearLabel CHAR(4) SlColumn
monthNum TINYINT L Pt INT |
monthLabel CHAR(T) | name VARCHAR(255)
daylnWeekNum  TINYINT | identifier VARCHARI(T768)
quarter TINYINT “1disk_dimens ip VARCHAR(1024)
quarterLabel CHAR(T) = - model VARCHAR(255)
dayinQuarter  SMALLINT SColumn manufacturer  VARCHAR(255)
repQuarter TINYINT e Bl | serialNumber  VARCHAR(255) [
repMonth TINYINT identifier VARCHAR(768) microcodeVersion VARCHAR(255) [
repWeek TINYINT storageldentifier VARCHAR(768) [[] family VARCHAR(255)
repDay TINYINT name VARCHAR(255) [[] VARCHAR{255) W
repMonthOrLatest TINYINT speed INT 7] id INT Fl
sspFlag TINYINT location VARCHAR(255) [7] |atest TINYINT(1) E]
latest TINYINT(1) [ role ENUM dataCenter VARCHAR(255) [O]
future TINYINT(1) vendar VARCHAR(255) [ 9 dateTk INT E
model VARCHAR(255) [[]
type ENUM
diskGroup VARCHAR(255) [[]
status ENUM
serialNumber  VARCHAR(255) [7]
url VARCHAR(255) [[]
id INT [
latest TINYINT{1) [
® dateTk INT =
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=lhost_volume_hol

=lColumn = Column
=IColumn ? BNt 7t INT
7tk INT . P timeTk INT name VARCHAR(255)
fullname VARCHAR(1024) ? dateTk INT identifier VARCHAR(768)
tenant VARCHAR(255) 'ﬁ hostTk INT ip VARCHAR(1024)
lob VARCHAR(255) - ‘ﬁ hostGroupTk INT . 08 VARCHAR(255) [
businessUnit VARCHAR(255) P tierTk INT model VARCHAR(255)
PFOJECT VARCHAR(255) B serviceLevelTk INT manufacturer VARCHAR(255)
id INT [l @ businessEntiyTk INT url VARCHAR(255) [
- Jeeat TINYINT(1) £l readResponseTime DOUBLE id INT El
? dateTk i = writResponseTime DOUBLE latest TINYINT(1) E
totalResponseTime DOUBLE ? dateTk INT 1
totalResponseTimeMax DOUBLE dataCenter VARCHAR(255) []
=] service | : readThroughput DOUBLE
=|column 'l | writeThroughput DOUBLE Y
9, th INT sumOfAveragesVolumeThroughput DOUBLE [7] |
maxOfilaxvolumeThroughput DOUBLE
name  VARCHAREEI sumOfaxvolumeThroughput DOUBLE | Thost_group_bridge NIIES)
sequence INT El-— % isadops DOUBLE |  Scolumn
_COSt DOUBLE il writelops DOUBLE | 77 hostGroupTk INT
id INT £l sumOfAveragesVolumelops DOUBLE P
latest TINYINT(1) 1 | ﬁ i "
maxOflaxvolumelops DOUBLE 2
P dateTk INT ] sumOfMaxVolumelops DOUBLE | il il Dl
readCacheHitRatio DOUBLE []
writeCacheHitRatio DOUBLE [ l
totalCacheHitRatio DOUBLE [ M_
: ! totalCacheHitRatiolax DOUBLE [ ;Column
=lColumn writePending BIGINT ? tk INT
? i INT readloDensity DOUBLE [] . . TR RCEee
fullDate DATETIME writeloDensity DOUBLE [ ? :DHE;TK = (255)
daylntlonth TINYINT e ks 4 rainalty SHALLINT
Y o totalloDensityMax DOUBLE [] ? ;a; !‘ka ity b =
dateYear SMALLINT compressionSavingsPercent DOUBLE [ S
yearLabel CHAR(4) compressionSavingsSpace DOUBLE [
monthiNum TINYINT totalTimeToFull DOUBLE [
monthLabel CHAR(T) confidencelntervalTimeToFull DOUBLE [ Hltier_di
daylnWeekNum  TINYINT ’ '| =JColumn
quarter TINYINT ¥tk INT
quarterLabel CHAR(T) | - ?name VARCHAR(255)
daylnQuarter SMALLINT sequence INT El
repQuarter TINYINT cost DOUBLE A
repMonth TINYINT id INT Fl
repWeek TINYINT =l Column latest  TINVINT(1) [
repDay TINYINT 9t INT s @ dateTk  INT &
rephonthOrLatest TINYINT RS —.? hourDateTime DATETIME
sspFlag TINYINT S TINYINT
latest TINYINT(1) [ L s
o TR second TINYINT
microsecond  MEDIUMINT
@ dateTk INT
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=ldate_dimensi

= Column
f tk INT
fullDrate DATETIME
daylniMeonth TINYINT
=lhost_vm_daily dayinYear SMALLINT
=l Column dateYear SMALLINT
7tk INT yearLabel CHAR(4)
? dateTk INT manthMum TINYINT
? hostTk INT maonthLabel CHAR(T)
readlops DOUBLE [F] dayinWeekMum  TINYINT
writelops DOUBLE [7] quarter TINYINT
totallops DOUBLE [] guarterLabel CHAR(T)
totallopsMax DOUBLE [l . — daylnQuarter SMALLINT
readThroughput DOUBLE [] i T
writeThroughput DOUBLE [] EEph Ut
totalThroughput DOUBLE [] re”"t';"ee" I:::::I
totalThroughputiax DOUBLE FER
readRespgnzeTime Lo E repMonthOrLatest TINYINT
writeResponseTime DOUBLE [ sspFlag TINYINT
totalResponseTime DOUBLE [] kel TINYINT(1) []
totalResponseTimeMax ~ DOUBLE [ ot TR
cpultilization DOUBLE [
maxCOfavgCpultilization DOUBLE [
memaorylitilization DOUBLE [
maxOfivgMemoryUtilization DOUBLE [T *
swaplnRate DOUBLE [ T host i
maxOfavgSwapinRate DOUBLE [ =
swapOutRate DOUBLE [F] =IColumn
maxOfdvgSWapOutRate  DOUBLE [7] 7 ik
swapTotalRate DOUBLE [T ¥ dateTk INT [
swapTotalRateMax DOUBLE [ name VARCHAR(255)
timestamp Blgwt Gl __ . identifier VARCHAR(763)
ipReceiveThroughput DOUBLE [] ip VARCHAR(1024)
ipTransmitThroughput DOUBLE [T 0s VARCHAR(255) [
ipTotalThroughput DOUBLE [ model VARCHAR(255)
ipTotalThroughputhlax DOUBLE [ manufacturer VARCHAR(255)
The performance daily data for hostvm id INT ]
perfarmance. latest TIMNYINT(1) E7
dataCenter VARCHAR(255) [
url VARCHAR(255) [
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=ltime_dimens

=|Column
7 tk INT
? dateTk INT
? hourCateTime DATETIME
hour TINYINT
minute TINYINT =ldate dim
second TINYINT =JColumn
microsecond  MEDIUMINT _— 7t i

Time dimension for performance fullDate DATETIME

fact tables.

daylnManth TINYINT

daylnYear SMALLINT

dateYear SMALLINT

‘ yearLabel CHAR(4)

“Ihost vm_hourly _p monthNum TINYINT
=JColumn monthLabel CHAR(7)
P tk BIGINT dayinWeekMum  TINYINT
— guarter TINYINT
§ omeTk it quaterLabel  CHAR(7)
{ daterk - dayinQuarter  SMALLINT
oot i repQuarter TINYINT
Liadon IRt ., __« rephlonth TINYINT
writelops DOUBLE repWeek TINYVINT
totallops DOUBLE repDay TINYVINT
SotauippaEn ettt rephonthOrLatest TINYINT
re E.ldT hroughput DOUBLE sspFlag TINYVINT
writeThroughput DOUBLE fatast TINYINT(1) [
totalThroughput DOUBLE Kkt TINYINT(1)

totalThroughputiax DOUBLE
readResponseTime DOUBLE
writeResponseTime DOUBLE
totalResponseTime DOUBLE
totalResponseTimelMax DOUBLE

OoOONEOENOCEOOEEEEEEEEDEEE E

cpulltilization DOUBLE g host_dime ;
memaryUtilization DOUBLE 'ECnIumn
swaplnRate DOUBLE _ ? i s
swapOutRate DOUBLE :
swapTotalRate DOUBLE ' dateTk INT l
swapTotalRateMax DOUBLE Rl VARCHAR(255)
timestamp Beat e ., o o g identifier VARCHAR(7ES)
ipReceiveThroughput  DOUBLE ip VARCHAR(1024)
ipTransmitThroughput DOUBLE 0s & Eﬁg:ﬁg:::
ipTotalThroughput DOUBLE e
ipTotalThroughputMax  DOUBLE Eﬂ”UfﬂﬂTUfer EECHAREEEEI
|
The performance hourly data for host W TINVINTC) B
il dataCenter VARCHAR(255) [
url VARCHAR(255) [
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S Column

Pk INT
name VARCHAR(255)
sequence INT |
cost DOUBLE (|
id INT F
latest TINYINT(1) F

P dateTk INT |

=] Column
F ik INT
identifier VARCHAR(768)
name VARCHAR(255)
storageName VARCHAR(255)
storagelP VARCHAR(255)
type VARCHAR(255) [[]
redundancy VARCHAR(255) [7]
thinProvisioningSupported TINYINT(1) [l
isVirtual TINYINT(1) El
usesFlashPools TINYINT(1)
url VARCHAR(255) [C]
id INT M————=
latest TINYINT(1} Fl
P dateTk INT [Fl
=]Column
7tk INT
name VARCHAR(255)
identifier VARCHAR(768)
storagePoolldentifier VARCHAR(768)
storageName VARCHAR(255)
storagelP VARCHAR(255)
type VARCHAR(255)
vinualstorage VARCHAR(255) [If—— — — #
spaceGuarantee VARCHAR(255)
thinProvisioningSupported TINYINT(1)
thinProvisioned TINYINT(1)
uuid VARCHAR(255)
flexGroupldentifier VARCHAR(768)
url VARCHAR(255)
id INT
latest TINYINT(1)
P dateTk INT
=lColumn
Pk INT
fullname VARCHAR(1024)
tenant VARCHAR(255)
lob VARCHAR(255) [@If—— — — — B
businessUnit VARCHAR(255)
project VARCHAR(255)
id INT
latest TINYINT(1)
P dateTk INT

name VARCHAR(255)
sequence INT Fl
cost DOUBLE (=l
id INT El
latest TINYINT(1) El
P dateTk  INT ]
|
L]
=linternal_volume |
= Column
7Rt INT
7 tmestamp BIGINT
timeTk INT
dateTk INT
internalVolumeTk INT
storageTk INT
viualStorageTk INT
storageNodeTk INT
storagePoolTk INT
applicationTk INT
applicationGroupTk INT
tierTk INT
senviceLevelTk INT
businessEntityTk INT
kBsNamespaceTk INT
kBsNamespaceGroupTk INT
readResponseTime DOUBLE [
writeResponseTime DOUBLE [T]
totalResponseTime DOUBLE  []
totalResponseTimeMax DOUBLE [
readThroughput DOUBLE [
writeThroughput DOUBLE [T
totalThroughput DOUBLE [F]
totalThroughputiax DOUBLE [
readlops DOUBLE [F]
writelops DOUBLE [0
totallops DOUBLE [7]
totallopshax DOUBLE [F]
writePending BIGINT |
readioDensity DOUBLE [
writeloDensity DOUBLE [
totalloDensity DOUBLE [
totalloDensityMax DOUBLE [T
abjectCount DOUBLE [
accessed INT I
frontend TINYINT(1)
backend TINYINT(1)
filesystemCapacityPhysicalUsed DOUBLE [
filesystemCapacityPhysicalAvailable DOUBLE  []
filesystemCapacityLogicalUsed DOUBLE [
totalTimeToFull DOUBLE [
confidenceintervalTimeToFull DOUBLE [

INT

name VARCHAR(255) VARCHAR(255)
identifier VARCHAR(768) identifier VARCHAR(768)
ip VARCHAR(255) version VARCHAR(255)
model VARCHAR(255) idel VARGHAR(258)
manufacturer VARCHAR(255) serialumber VARCHAR(255)
serialNumber VARCHAR(255) [ siteName VARCHAR(255)
microcodeVersion VARCHAR(255) [7] url VARCHAR(255)
family VARCHAR(255) id INT
url VARCHAR(258) [ Jatest TINYINT(1)
id INT = dateTk INT
latest TINYINT(T) [

P dateTk INT =
dataCenter VARCHAR(255) []
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name

priority

url

id

latest
P dateTk

=lapplication_

description VARCHAR(255)

VARCHAR(255)

VARCHAR(255)
VARCHAR(255)
INT

TINYINTCT)

INT

i e i e

4

=Column
isRep TINYINT(1) []
‘? appGroupTk INT
P appTk INT
L]

=JColumn
P INT
T repApp VARCHAR(255)

‘# repAppTk  INT
cardinality SMALLINT

¢ dateTk INT El

=lColumn

Ttk INT
identifier VARCHAR(768)
name VARCHAR(255)
clusterName VARCHAR(255) [C]
id INT
Iatest TINYINT(1) ]

————— < dateTk INT El

fullDate
dayinMonth
daylnYear
dateYear
yearLabel
manthNum
monthLabel
dayinWeekNum
quarter
quarter_abel
dayinCuarter
repQuarter
repMonth
repWeek
repDay
repMonthOrLatest
sspFlag

latest

future

i

=1ks_namespace.
=Column

Wt INT
repK8sNamespace  VARCHAR(255)
repKgshamespaceTk INT
cardinality SMALLINT
dateTk INT

‘ =lColumn
I ™

hour

minute
& Second
DATETIME
TINYINT
SMALLINT
SMALLINT
CHAR(4)
TINYINT
CHAR(T)
TINYINT
TINYINT
CHAR(T)
SMALLINT
TINYINT
TINYINT
TINYINT
TINYINT
TINYINT
TINYINT
TINYINT(1) [
TINYINT(1)

P dateTk

INT

‘¢ hourDateTime DATETIME

TINYINT
TINYINT
TINYINT

microsecond  MEDIUMINT

INT

=lColumn
?3 k8sNamespaceGroupTk INT
72 K8sNamespaceTk INT
isRep TINYINT(1) [




INT =]Column =JColumn =JColumn
name VARCHAR(255) [V ¥ w4 P INT F t INT
i VARCHAR(768) [V name VARCHAR(255) name VARCHAR(255) [V dentifier VARCHAR(TEB) [V
i = VARCHAR(255) [/ sequence  INT & sequence  INT al name VARCHAR(2SS) [Z
) VARCHAR(2ES)  [7 cost DOUBLE & cost DOUBLE E clusterName  VARCHAR(ZSS) [
serialNumber  VARCHAR(255) E id NT D id INT E d T E
shefae S RRCHAHE S Iatest TINVINT(1) & latest TIYINT(T) E latest TINYINT(T) il
”ﬂr' ‘::RCHARCZ&'" E PoateTe T & Paaek  WT &l dateTk INT F
latest TINYINT(1) [l ?
dateTk INT [l
|
Sstorage_poo dimensioi NS | Sxes_namespace groip BragelE)
=Column =lcolumn | éculu;n B
P o7 . B . #7 kasNamespaceGroupTk  INT
identifier VARCHAR(T68) [V § timestamp BIGINT J | $ kasmmessacﬂ_k P i
name VARCHAR(2S5) [/ e dteT INT 2 | :
: i isRep TNYINT(1) [
storageName VARCHAR(255) [ internalolumeTk INT & |
storagelP VARCHAR(1024) [ storageTk INT 2
type VARCHAR(25S) [ virtualStorageTk INT 2 |
redundancy VARCHAR(258) [ storageNodeTk INT ¥ i |
thinProvisioningSupported  TINYINT(1) [ storagePoolTk INT [l 4
isWirtual TINYINT(1) [ applicationTk INT Il Slkes.n
usesFlashPools TINYINT(1) ™ applicationGroupTk INT 2 =
url VARCHAR(255) [ tierTk INT 2 _ECD’”"”“
id INT F serviceLevelTk INT Fa o INT
latest TINYINT(1) I« businessEntityTk INT 2 repk; VARCHAR(255) [
P dateTk INT F kBsNamespaceTk INT [l repKashamespaceTk  INT &
kBsNamespaceGroupTk INT & cardinality SMALLINT I
readResponseTime DOUBLE & dateTk INT Il
writeResponseTime DOUBLE i
totaResponseTime DOUBLE [ == B
totalResponseTimeMax DOUBLE E2 lapplication ¢
=]Column readThroughput DOUBLE [ Slcolumn
Pt = . writeThroughput DOUBLE [ Ptk INT
name VARCHAR(Z55) totalThroughput DOUBLE l: name. ) VARCHAR(255)
identifier VARCHAR(T68) totalThroughputMax DOUBLE E' dB.SC.FIDlIDI'I VARCHAR(255) |:|
storagePoolidentifier VARCHAR(TEE) readips iy priority  VARCHAR(255) [T
storageName WVARCHAR(255) b DOUBLE [T url VARCHAR(255) [F]
storagelP VARCHAR(1024) tnfaogs DOUBLE [0 d INT 1]
totallopsMax DOUBLE E2 latest TINYINT(1) [E
type VARCHAR(255)  [] : : ’
virtualStorage VARCHAR(zSS) [fi———————————————* wrnaPendm.g BIGINT E2 ? dateTk INT ]
spaceGuarantee VARCHARESS) [ ———— TTiEE [ ?
thinProvisioningSupported  TINYINT(T) F richenly ek
thinProvisioned TINYINT(1) 0 {otaloDensty i |
o e |
flexGroupkdentifier VARCHAR(768) [ e . —
url VARCHAR(255) D ﬁl&systemCapacrtyPhysfoalAvalee DOUBLE [ | E olumn
" NT D ﬁlesystemcapac.rryPny.slcaIUsed DOUBLE l: | e??appGrDup‘l‘k INT
\atest TINYINT(T) & filesystemCapacityLogicallsed DOUBLE [P ?? appTk INT
,? dateTk NT D confidencelntervalimeToFull DOUBLE E | L isRep TNYINTCT) [
totalTimeToFull oousle [T R |
accessed INT i
frontend TNYINT(1) [ ‘
?Culumn backend TNYINT(1) [F
tk INT
fullname VARCHAR(1024) [Z S conim
tenant VARCHAR(255) [V Pt INT
lob VARCHAR(Z55) [& repApp WVARCHAR(255) [#
businessUnit  VARCHAR(255) (& @ repAppTk  INT (2
project VARCHAR(2SS) [ =lcolumn : cardinalty  SMALLINT 2
id T E 7t INT . Slcolumn R osteTk T il
latest TINYNT(T) F fulDate DATETME |7 Pt T
 dateTk HT [ dayinkionth T @ name VARCHAR(ZSS) [V
daylnear SMALLINT [ identifier VARCHAR(768) [V
dateYear SMALLINT [ i VARCHAR(1024) [
vearLabel CHAR(4) [& model VARCHAR(255) [
monthNum TINYINT E manufacturer WVARCHAR(255) E
mblabel  CHART ¥
daylnWeekNum  TINYINT i microcodeVersion  VARCHAR(255) [
quarter TNYINT [ family VARCHAR(2S5) [
quarterLabel CHAR{T} il url VARCHAR(255) [F
daylnQuarter SMALLINT [ id INT [
repQuarter TINYINT E2 latest TINYINT(1) [F
repMonth THYINT [ P dateTk INT F
repWeek TINYINT E dataCenter VARCHAR(255) [
repDay TINYINT @
repMonthOrLatest  TINYINT &
sspFlag TINYINT &
latest TINYINT(1) [
future TINYINT(1) [
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E dhDatztype (NN SiCoumn | hDatatyps NN EColumn dhbststyps NN
fi=Ed INT ] e INT ] = INT ]
Sirame | VARCHAR(ZEE) [ Srame | VARCHAREZSS] ] S identifier VARGHAR(TEE) | [3
=] sequence | INT & = sequence | INT & Sname VARCHAR{ZEE)
" Hoost DOUBLE | Scost DOUBLE 0 S storageName | VARCHAR(255) ||
=L INT O EL] INT O S storagelF VARCHAR{1024)
Satest | TINVINT() | [ Siatest | TINYINTIY) | [ r— ;WDQ ::gm; ia
T [ ‘ = thin TINYINT() | [
Hevimal TINVINT() [
Hstorage_« | | | = us=sFls=hPoais TINVINT() | [
= Coumn &Daatype | NN | ‘ g VARCHAR(EES [
(= INT g A =1 INT
name VARCHAR(2ES) | [ | | | Erry TINVINT(T)
identifier VARCHAR{TEE) | [ i l ‘
S | VARCE AR i TN -
Eme! e L Slarea_daily_performance fast NNE | | e cE—
SJmanufacturer | VARCHAR(ZS) | [7] ScColumn D o
SJseraumber | VARCHAREZES) | [ =% T SlColumn s Datatype
= microcodeVersion | VARCHAR(255) | [ e (=D INT
= family VARCHARDES) [FIf— — — — — — =5 — = = Slidentifier | VARCHAR(7E2)
El VARCHAR(ZS%) | [ Saem s @t — — — —% Smm VARCHAR[2E5)
L m— . B
=S B B e Hntemavioumets —[INT ] Beee — e ]
i INT &)
Stk INT ] ¥ . l
Scoumn Saatpe NN S senvioalevate INT = | M
i=E3 INT i ; o :g g S ] g;olmm - Imz-
Hname VARCHAR({255) | [ 4 ;_
igentifier IVeRcHARGE® (B T T —* ; 'fk :: L] e O
S storageF VARCHAR(TEE) | [7] 5 i Tl | l =JisRep TINYINT{T).
B stormgelame, {WARHAR{0)E " =i = ——]lL)E — L]
Ssiorssdl? VARGHAR(1024) [F i Lk kes_namespace_grous dimensienizs| |
B wciangss Of | e - R rErm |
® INT ]
Guarantes 1 ‘ ‘ T | | = repKas! VARCHARRSS) Fff— — — — — —!
TINYINT(1) | | | El INT &
Sincrovisionsd TINYINT(T) | | = carinaiity SMALLNT | [
Srocusies | o sme— | (R C—
roupldantifier _dimer
£ | SiColurnn B0 ‘ | |
=4 INT ] E=1 INT [t
== i ] - ‘ = rulDate DATETIME | [ ‘ | | 3 3
‘ = a=yinkonth TINYINT | [#] ‘ | =lColumn Dststyps NN
= daylinear SMALLINT |[# | =L INT i
Tbusiness | S astevaar SWALLINT | [ l | | Sneme | VARCHAR[ZES)
SlCalumn @Datatype NN SyzarLatel CHARM | . — —— — S description | VARCHAR(255)
FED INT ‘ =] monthNum TINVINT [ (] atree | FE e TR
full TR ‘ B moal e CHARTY [ = 4B Datatyy S VARCHAR(255,
=l Wﬂ =l dayinWeekNum | TINYINT | [# =L INT 8] | Hia INT
Hterant sz il B = quarter TINYINT | [ Srame VARCHAR(255) [ T Sllatest | TINVINT(T)
b VARCHAR(255) | [ & i 3 & |
B businesolit | VARCHAREESIHE SdsylnQuarter | SMALLINT | [ R ::Qﬁmm =] | T
5 = R{TE8)
- — | — i o i a— o I J o
Slatest TINYINT() e S gu v 5 | l :$ 5
= repbay TINYINT | [#] tatest TINYINT{T) B =
=] repMonthOrLatest| TINYINT | [#] | L animﬁn_ HisRep TINYINT{S) [
= =spFlag TINVINT | [ o & R +
Slistest TINYINT(T) | ] Tow - RS
El TINYINT(1) | [ - S
— SlrepApp | VARCHAR(25E) [F]
= repAppTk | INT ]
=] cardinalinyl SMALLINT | [#]
=
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Elcoiumn dhDattyps dhDatstype | NN
A g et —
Ri2z5) Slname | VARCHAR{255) VARCHAR(TES) | (7]
;M"E YGRCM = =s=quence | INT VARCHAR{ZES) | (7]
= Eecost DOUBLE VARCHAR(255) | (]
g‘:ﬂ P:M =L e VARCHAR{1024) (7]
W [T 1 SYlatest | TINYINT(T) x:zg”-mm
— — HAR255)
‘ T TINYINT(1} Ll
TINVINT(1} =]
| | TINVINT() | [
Elstorage_t VARCHAR(ZES) | []
Scolumn dbDstatyps ‘ | INT 0
Feu INT * TINVINT() | [
;nau!; VARCHAR({25E) ‘ gcahml_n
e \ T T BGNT | Slkss_namespace dimensinzl|
Smosel VARCHAR(Z5S) = [ BGINT || Scolmn Ds=type NN
" Slmanufactwer | VARCHAR(ZES) | = timeTk INT = F=k INT {41
S serialNumber | VARCHAR{255) - 4 Haaex INT e} Slidentifir | VARGHAR(7SS) [F]
=1 microcodeVersion | VARCHAR(Z55) T SaveeTx INT i PR R R S - [ VARCH, e — —
= family VARCHAR({258) =] storageTk INT JEi} = clusterName | VARGHAR:
=" VARCHAR{258) | [ Sl storageFooTk INT JEil - INT
=L INT = intemalVolumeTk INT = Sktest | TINYINT()
istest TINYINT(1} = virtuslStorsgeTk INT JEi| SdateTk | T Sl e i
=] datsCenter VARCHAR(255) | [ StierTk INT = INT i
S servicelevellx INT | Y % INT 7
=k o Tk :g % icRep TINYINT(E)| [
=] businessEntity Tk INT |[# | J>
= INT & A
—internal_volume_ — INT 7
S HN
SColumn dhDatatyps | NN —_———— — — S DOUBLE ([ —=> S colimn I-:Tmﬂww
= INT i —— e & Hrctallopti DouslE ([ — — LED gl o
= VARCHAR(ZES) | [ ) =] repksNamespace | VARCHAR(ZSS) [# §5—
;’:‘:w VARCHAR(788) | [ | ‘ ‘ | gmpﬂ!smnﬁpaneﬂc INT o %
VARCHAR(TES) | [7| cardinality SMALL
VARCHAR(255) | ] | | ‘ ‘ | S dateTk INT 0
VARCHAR(1024) [ | | | |
VARCHAR(255) | [7]
VARCHARIZ55) | [ | | ‘ ‘ | application_
VARCHAR{255) | [ | | | =i Column dhlatatype NN
- | | | - o S
TINYINT]
Y Sname | VARCHAR(255]
W | ‘ ‘ — — — —  jdescrpton | VARCHAR(2EE] | '____]
R | l ‘ ‘ Spriority | VARCHAR{255] |
N Slul | VARCHAR(255]
Sewt v |0 | Soste | =F i s
SfiexGroupidentitier VARCHAR(TEE) | [ | SJcoumn RO Seest NN | [ gl
=L INT {1 ‘ ‘ T =] Column dhDstatype NN
| SrulDate DATETIME | [ ||
Sldaylnllonth TINYINT | [ ST S S S - ‘ HisRep TINYINT( ]
dhDatstype | NN | dayinyear SMALLINT | [ ‘ 1 Sapete INT &l
INT ] | "~ Sldatevex SMALLINT | [#] l J} SaopGroveTk |INT 5]
Stunene | VARGHAR(1024] [T L J} 7 ¥
Sierart | VARGHAR(ZSS) g TR | ;m"“m o g . gmH |
Seb VARGHAR(255) | (5| Bi= ] IAR() Coumn Datatype
Sfbusivesslint | VARCHAR(ER) | Sevmestun w2 LT Faw INT @ e
the
jﬁm \;;RCHAR&EQ % ;q“:"? R L e Slreptep | VARCHAREES (7] |
= Sdayinduaner  SMALLNT | f— — — —# T SlhouDateTime SrephepT | INT ]
Slatest TINYINTC) | T = T | E Shour I::\‘::ﬂ E Scardinaity| SWALLINT | [#|
ute e
= L g g:wm TINYINT | [3] -
Srepieck TINYINT
E:';Dav TINYINT | ] _Emmwﬂ MEDIUMINT [
SrephlonthOrLatest| TINYINT | [
S==pFlag TINYINT | [
iatest TINYINT{1} E
E [ TINYINT()| [
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Pk INT

name VARCHAR{255)
identifier VARCHAR(768)
ip VARCHAR(1024)
model VARCHAR(255)

manufacturer VARCHAR(255)
serialNumber VARCHAR(255)
microcodeVersion VARCHAR(255)

CooOoEE0EEREEE

family VARCHAR(255)
url VARCHAR{255)
=ldate_dime id INT
=lcolumn latest TINYIMT()
? t* INT l ; dataCenter VARCHAR(255)
7 dateTk INT
fullDate DATETIME
dayinMonth TINYINT |
dayinYear SMALLINT |
dateYear SMALLINT |
yearLabel CHAR({4)
manthMum TINYINT :
monthLabel CHAR(T) Elstorage_node
dayinWeekNum  TINYINT =]Column
quarter TINYINT T ik INT
quarterl_abel CHAR(T) 7 timestamp BIGINT M
dayinQuarter SMALLINT dateTk INT =lcolumn
repQuarter TINYINT storageTk INT T INT
repionth TNYINT Fpb¥———— — — — — E storageNodeTk INT = VARCHAR(255)
repWeek TINYINT tierTk INT lo— — — — Seiies Fl
s U readResponseTime DOUBLE [] o DOUBLE Fl
repMonthOrLatest TINYINT writeResponseTime DOUBLE [7] = ih &
sspFiag T totalResponseTime DOUBLE [ st i IR
raliess TINVINT(T) [] totalResponseTimeMax ~ DOUBLE [7] @ dateTk  INT &
future TINYINT(1) readThroughput DOUBLE [
writeThroughput DOUBLE []
totalThroughput DOUBLE [7]
totalThroughputiax DOUBLE [
readlops DOUBLE [T
writelops DOUBLE [T
=lColumn totallops DOUBLE [0
7tk INT totallopsMax DOUBLE [M]
ane VARCHAR(255) diskReadsReplaced DOUBLE [
identifier VARCHAR(768) cacheHitRatio DOUBLE [[]
s VARCHAR(255) utilization DOUBLE [
model VARCHAR(255) Wf —— — — — — — — @&  utilizationMax DOUBLE []
serialNumber VARCHAR(255) readFileSystemlops DOUBLE []
siteName VARCHAR(255) [ writeFileSystemlops DOUBLE []
iiF VARCHAR(255) [F1] readFileSystemThroughput DOUBLE []
id INT 0 writeFileSystemThroughput DOUBLE [
|atest TINYINT{1) & portUtilization DOUBLE [7]
? dateTk INT E] portErrors BIGINT  []
portTraffic DOUBLE [
accessed INT [
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=lColumn

7tk INT 1
name VARCHAR(255) — 3
identifier  VARCHAR(768) tier_dimension NN
version VARCHAR(255) =lColumn
model VARCHAR(255) ? tk INT
serialumber VARCHAR(255) name VARCHAR(255)
7 i T I siteName VARCHAR(255) g - — — sequence INT [l
url VARCHAR(255)
' hourDatsTime DATETIME = i F | F;St F:JCT)UBLE E
i
Ll TINYINT  latest TINYINT(1) E | aiiat TINYINT() A
minute TINYINT @ dateTk INT Fl | PasteTk  INT F
second TINYINT
microsecond  MEDIUMINT | |
dateTk INT l |
| | =lstorage node_he |
| | =lColumn |
| | 7 tk INT |
| | ¢ timestamp BIGINT |
| e e e e e timeTk INT L_ . és‘[orage_d'
. dateTk INT =\Column
3 storageTk INT 7 INT I
Hldate_dime storageMNodeTk INT L e
=IColumn tierTk INT A ;
72 INT I readResponseTime DOUBLE [] CUBEE Lol e
; | ip WARCHAR(1024) |&
fulDate DATETIME wnteResponseﬁme DOUBLE [ iy VARCHAR(255)
totalResponseTime DOUBLE [
dayinblenth TINYINT ; manufacturer  VARCHAR(255)
totalResponseTimeMax DOUBLE [ 5
daylnYear SMALLINT e DOUBLE [ serialNumber  VARCHAR(255) [[]
dateYear SMALLINT gnpi : -
writeThrauah microcodeVersion VARCHAR(255) []
ghput DOUBLE [I] ] :
yearLabeI CH}\R(“:I famil VARCHAR{255]
totalThroughput DOUBLE [7] 4
monthkum TINYINT url WARCHAR(255) D
totalThroughputhasx DOUBLE [7] g
monthLabel CHAR(T} id INT El
dayinWeekNum  TINYINT e s e o feadiops DOUBLE []
—p writelops DOUBLE [1] latest TIMNYINTT) |:|
guarter TINYINT dataCenter VARCHAR(255) [
totallops DOUBLE [
quarterLabel CHAR(T) e S 7 P dateTk INT l
dayinQuarter SMALLINT oot
repQuarter TINYINT d|skRe§dsReplaced DOUBLE [
rephlonth TINYINT caTr.;hel.—htRatlo DOUBLE []
repWeek TINYINT Uimon Gibas W
aniiae TINYINT ut|I|zat.|0nMax DOUBLE [7]
rephlonthOr_atest TINYINT feadbiieoysiemans e W
sspFlag TINYINT wr|teF.|IeSystemI0ps DOUBLE [
latest TINVINT(1) [ readFileSystemThroughput DOUBLE [
fitire TINYINT(1) wnteF?I.eSy.stemThroughput DOUBLE []
portUtilization DOUBLE [
portEraors BIGINT  []
portTraffic DOUBLE [
accessed INT il

Switch Hourly Performance for Host

285



=]l application Zlswitch_performal

=lColumn =lColumn
7k INT | 7 i BIGINT
repApp  VARCHAR(255) [ fo—————— ® 9 timeTk INT
¢ repAppTk  INT P dateTk INT
cardinality SMALLINT @ hostTk INT
P dateTk  INT ] — ¢ applicationTk INT
| ¢ applicationGroupTk INT
| § businessEntityTk INT Pt L |
niTraffic DOUBLE [] name VARCHAR(255)
| teTraffic DOUBLE [ identifier VARCHAR(768)
=l application_grot | errorRateFlag TINYINT(1) [] ip VARCHAR(1024)
EColumn | crcErrorRateFlag TINYINT(1) [C] fo— . 08 VARCHAR(255) E
syncLossCount BIGINT [l model VARCHAR(255) [¥]
% :ﬁﬁ?;ouka ::1 | signalLossCount BIGINT 1 manufacturer VARCHAR{255)
= | class3DiscardCount BIGINT 1 id INT
L iskep TINYINTCT) [ | frameTooShortCount BIGINT [ _
| frameTooLongCount BIGINT 1 ? dateTk INT
bbCreditErrorCount BIGINT [ url VARCHAR(255)
| m DOUBLE [ dataCenter  VARCHAR(255)
— | t DOUBLE [
=lapplication_d | nax DOUBLE [
=lCalumn tlax DOUBLE [ =] business i
? tk INT | balancelndex SMALLINT [T =lColumn
— VARCHAR(255) | weightedBalancelndex SMALLINT E 7tk INT
description VARCHAR(255) [] i portSpeed INT
piority  VARCHAR(258) [] o AT ' o :ﬁﬁﬁﬁlﬁ?ﬁ"
id INT B e st i saee s s totalTraffic DOUBLE [ | P SR
latest TINYINT(1) £l trafficUtilizationTotal DOUBLE [ businessUNit VARCHAR(255)
? dateTk INT E trafficltilizationTotalMax DOUBLE [ S T e
- i D nLinkResets BIGNT [ proj 22)
tiLinkResets BIGINT [ id i 0
portErrorsLinkFailure BIGNT [ e IS a
bbCreditZeroRx BIGNT [ ¥ gateTk i [l
bbCreditZeroTx BIGINT |
bbCreditZeroMsTx DOUBLE [
bbCreditZeroTotal BIGINT [l
Scolumn | trafficRateTx DOUBLE [T]
7t INT trafficRateRx DOUBLE [
trafficRateTotal DOUBLE [
s s trafficFrameRateTx DOUBLE [
e SR trafficFrameRateRx DOuBLE [
g::’:“(\:r" i:it::l |, _ _g taficFrameRateTotal DOUBLE [
trafficFrameSizeAvgTx BIGINT 1
yeartanel R trafficFramesSizeAvgRx BIGINT [
massiitiam Al portErrorsTimeoutDiscardTy BIGINT 1
THoNHE AN CHEE porEmorsCre BIGINT [ S, 1. S |
dayinWeebiimiS EL I porErorsEncin BIGINT El ‘§ hourDateTime DATETIME
auarles Ll perEmorsEncOut BIGINT [ hour TINYINT
quarterl.abel CHAR(T) minute TINYINT
daylnQuarter SMALLINT  [& sBcoued TINYINT
TRpLEHEE UG gy T # microsecond  MEDIUMINT
repMonth TINYINT 9 dateTk INT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
latest TINYINT(1) [
future TINYINT(1)
sspFlag TINYINT
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lfabric_dim

=JColumn

?tk INT
identifier VARCHAR(T68)
wwn VARCHAR(255)
name VARCHAR(255)
vsanEnabled  TINYINT(1)
vsanld VARCHAR(255) [
zoningEnabled TINYINT(1)
id INT 7
atest TINYINT(1) 7

F dateTk INT E]
url VARCHAR(255) [

=lColumn

7 tk INT
wwn VARCHAR(255)
name VARCHAR(255)
ghicType  VARCHAR(258) [7]
type VARCHAR(255) [F]
speed VARCHAR(12) [F]
id INT [l
latest TINYINT(1) [El

7 dateTk INT ]
isGenerated TINYINT(1)
url VARCHAR(255) [

=lColumn

Pk INT
hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT
microsecond MEDIUMINT

P dateTk INT

Switch Hourly Performance for Storage

=lswitch_perfo

=]Column
P BIGINT ESicolima
P timeTk INT 1 Fk - =
? dateTk INT identifier VARCHAR(TH8)
? portTk INT name VARCHAR(255)
@ switchTk INT le— — -~ manufacturer VARCHAR(255) ]
$ fabricTk - model VARCHAR(255) [7]
# connectedDeviceTk INT type ENUM el
connectvityType ENUM firmware VARCHAR(255) [
isl TINYINT(1) id INT [l
rxTraffic DOUBLE [ ) latest TINYINT(1) [
biTraffic DOUBLE [ § gateTk INT [
errorRateFlag TINYINT{1) []
crcErrorRateFlag TINYINT{1) [] 3swilch_d'
synclLossCount BIGINT F =\Column
signalLossCount BIGINT [El 7 INT
class3DiscardCount BIGINT Il
frameTooShortCount BIGNT [ iy VAREE SN
frameTooLongCount BIGINT [l fams VARCHAHE )
bbCreditErrorCount BIGNT [ ldentfier: S VARCTEHICH)
o DOUBLE [ ip VARCHAR(1024)
& DOUBLE [] model VARCHAR(255)
e DOUBLE [ manufacturer VARCHAR(255) [7]
b DOUBLE [ b~ fimware VARCHAR(255) [F]
timestamp BIGINT seriaibumber VARCHAR(255) M
totalTraffic DOUBLE [ Y TRaEn
trafficUtilizationTotal DOUBLE [ type LN B
traficUtilizationTotalMax ~ DOUBLE [ id INT ]
nlinkResets BIGINT [ Iatest TINYINT(1) f
LinkResets BIGINT B dataCenter VARCHAR(255) [
portErrorsLinkFailure BIGINT  [F] _ switchLevel  VARCHAR(258)  []
bbCreditZeroRx BIGINT [ ? dateTk INT [
bbCreditZeroTx BIGINT Fl isGenerated  TIMNYINT{1)
bbCreditZeroMsTx DOUBLE [ url VARCHAR(255) [[]
bbCreditZeroTotal BIGINT F
trafficRateTx DOUBLE [
trafficRateRx DOUBLE [
trafficRateTotal DOUBLE [f] =lColumn
trafficFrameRateTx DOUBLE [I] ? tk INT
trafficFrameRateRx DOUBLE  [7] fulDate DATETIME
trafficFrameRateTotal DOUBLE [F] daylnkonth TINYINT
trafficFrameSizeAvgTx BIGINT [l IP—— ——  gavinvear SMALLINT
traficFrameSizeAvaRx BIGINT [ dateYear SHALLINT
pontErrorsTimeoutDiscardTx BIGINT ] yearLabel CHAR(4)
portErrorsCre BIGINT [ T TINYINT
porErrorsencin BIGINT Fl manthLabel CHAR(T)
portErrorsEncout BIGINT 1 dayinWeekNum  TINYINT
quarter TINYINT
———————————————————————— —<  qguarterLabel CHAR(T)
daylinQuarter SMALLINT
repQuarter TINYINT
rephonth TINYINT
rep\Week TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
latest TINYINT(T) [
future TINYINT(1)
sspFlag TINYINT
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=lstorage_di
=l Column

=Iswitch_performance for
=l Column

7 tk BIGINT 7 INT
’? timeTk INT name YARCHAR(255)
? dateTk INT identifier YARCHAR(TGE)
? storageTk INT ip YARCHAR(1024)
riTraffic DOUBLE [7] model YARCHAR(255)
tTraffic DOUBLE [ . manufacturer VARCHAR(255)
errorRateFlag TINYINT(1) [ serialMumber VARCHAR(258) [
crcErrorRateFlag TINYINT(1) [ microcodeVersion VARCHAR(255) @
syncLossCount BIGINT [ family VARCHAR(255)
signalLossCount BIGINT [ id INT [
class3DiscardCount BIGINT [ latest TINYINTT) [
frameTooShotCount BIGINT [ ? dateTk INT [
frameToolLongCount BIGINT [ dataCenter VARCHAR({255) [
bbCreditErrorCount BIGINT [ url VARCHAR(255) [
i DOUBLE [
e DOUBLE [
rhax DOUBLE [ ; 7
behdax DOUBLE [T =ldate duas
balancelndex SMALLINT  [7] =JColumn
weightedBalancelndex SMALLINT [ 7tk INT
portSpeed IMNT fullDate DATETIME
portCount INT daylnMonth TIMNYINT
totalTraffic DOUBLE [ daylnYear SMALLINT
trafficltilizationT otal DOUBLE [ dateYear SMALLINT
trafficlMtilizationTotalMax DOUBLE [ yearLabel CHAR(4)
rLinkResets BIGINT [ monthum TINYINT
tLinkReseis BIGINT [ maonthLabel CHART)
portErrorsLinkFailure BIGINT [ - daylnWeekMum  TINYINT
bbCreditZeroRx BIGINT [F quarter TINYINT
bbCreditZeroTx BIGINT [ quarterLabel CHAR(T)
bbCreditZeroMsTx DOUBLE [ daylnCuarter SMALLINT
bbCreditZeroTotal BIGINT [ repCluarter TINYINT
trafficRateTx DOUBLE [ rephMonth TINYINT
trafficRateRx DOUBLE [ repWeek TINYINT
trafficRateTotal DOUBLE [ repDay TIMYINT
trafficFrameRateTx DOUBLE [ repMonthOrLatest TINYINT
trafficFrameRateRx DOUBLE [ latest TINYINT(1) [
frafficFrameRateTotal DOUBLE [ future TIMNYIMNT(T)
trafficFrameSizefvgTx BIGINT [ sspFlag TIMYINT
frafficFrameSizeAvgRx BIGINT [
portErrorsTimeoutDiscardTx BIGINT [
pontErrorsCreo BIGINT [ *
portErrorsEncin BIGINT ] Stime di
portErrorsEncCut BIGINT [ - T —

7tk
hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT
microsecond  MEDIUMINT
? dateTk INT
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Switch Hourly Performance for Tape

=lswitch_performance_ =ltape_dime

= Column = Column
7tk BIGINT 7 tk INT
? timeTk INT name VARCHAR(Z55)
P dateTk INT identifier VARCHAR(768)
¥ tapeTk INT — — —% ip VARCHAR(1024)
rcTraffic DOUBLE [ manufacturer VARCHAR(255) [
Traffic DOUBLE [0 seriaiMumber VARCHAR({255) M
errorRateFlag TINYINT() [ id INT [
crcErrorRateFlag TINYINT) [ |atest TIMYINTI(T) [
syncLossCount BIGINT [ ¥ dateTk INT ]
signalLossCount BIGINT [
class3DiscardCount BIGIMT il
frameTooShontCount BIGIMT [ “Jdate dime""ﬂ"
frameTooLongCount BIGINT [ : =
bbCreditErrorCount BIGINT [ = Coum
o DOUBLE [ 7t INT
tx DOUBLE [ fullDate DATETIME
reMax DOUBLE [ daylnMonth TINYINT
bMax DOUBLE [T daylnYear SMALLIMNT
balancelndex SMALLINT [ dateYear SMALLINT
weightedBalancelndex SMALLINT [T yearLabel CHAR(4)
portSpeed INT maonthMum TINYINT
portCount INT monthLabel CHAR(T)
totalTraffic DOUBLE [ s daynWeekNum  TINYINT
trafficitilizationTotal DOUBLE [ quarter TIMYINT
trafficUtilizationTotalMax DOUBLE [ quarterLabel CHAR(T)
riLinkResets BIGINT [ daylnCuarter SMALLINT
tilinkResets BIGINT il repQuarer TINYINT
porErrorsLinkFailure BIGINT [ repMonth TINYINT
bbCreditZeroRx BIGINT [ repWeek TINYINT
bbCreditZeroTx BIGINT [ repDay TINYINT
bbCreditZeroMsTx DOUBLE [ repMonthOrLatest TINYINT
bbCreditZeroTotal BIGINT [ latest TINYINT(1) [
trafficRateTx DOUBLE [ future TINYINT(1)
trafficRateRx DOUBLE [0 sspFlag TINYINT
trafficRateTotal DOUBLE [
trafficFrameRateTx DOUBLE [
trafficFrameRateRx DOUBLE [ ‘
trafficFrameRateTotal DOUBLE [ ; =
trafficFrameSizeAvgTx BIGINT [ time_di
trafficFrameSizeAvgRx BIGINT [ =l Column
porErrorsTimeoutDiscardTx BIGINT [ S | ;?tk IMT
portErrorsCre BIGINT [ hourDateTime DATETIME
portErrarsEncin BIGINT il o TINYINT
porErrorsEncOut BIGINT [ i TINYINT
second TIMYINT
microsecond  MEDIUMINT
¥ dateTk INT

289



VM Performance

SJbusiness

=lColumn

¥t INT i |
fullname VARCHAR(1024)
tenant VARCHAR(255)
lob VARCHAR(255)
businessUnit VARCHAR(255)
project VARCHAR(255)
id INT O
latest TINYINT(1) [

§ dateTk INT ]

Slappli
=l Column
i i Ol
name VARCHAR(2558)
description VARCHAR({255) [
priarity VARCHAR(258) [
url VARCHAR(255) [[]
id INT ]
latest TINYINTET) [l
P dateTk INT ]

Zlapplicati
=iColumn
I appGroupTk INT
T2 appTk INT
isRep TINYINT(Y) W

lapplication
=]Column -
Ptk INT
repApp WVARCHAR(255)

“F repAppTk  INT
cardinality SMALLINT
W dateTk  INT

OEEE| =
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o]

— — —®] dateTk

=lvm_hourh ?tf;olumn T - I
=lColumn - '
_ 7 dateTk INT [l
?ﬁ A HihT name VARCHAR(255)
f timeTk INT naturalkey  WARCHAR(768)
INT 05 VARCHAR(255) [
¢ hostTk INT vitualCenterlp VARCHAR(255) [
? VMTE INT id INT E
businessEntitka |NT latest T|NY|NT('1)
applicationTk INT url VARCHAR(255) [
EleﬂCEltiOl"lGrOUDTK INT iDS VHRW.-‘\R(“UQS] I:‘
readlops DOUBLE []
writelops DOUBLE [
totallops DOUBLE Zlhost_di
totallopsMax DOUBLE [T =calumn
readThroughput DOUBLE ? e
writeThroughput DOUBLE [ ; =
totalThroughput DOUBLE '} dateTk INT _
totalThroughputiax ~ DOUBLE [ name VARCHAR(255)
readResponseTime DOUBLE [7] identifier VARCHAR(768)
writeResponseTime  DOUBLE [le— — — — — — 1P Yo )
totalResponseTime  DOUBLE a5 VARCHAR(ESY ]
totalRespenseTimelMax DOUBLE [0 model VARCHAR({255)
cpulltilization DOUBLE manufacturer VARCHAR(Z55)
memonyUtilization DOUBLE [ i T 0
swaplnRate DOUBLE tatect TRME
swapOuiRate DOUBLE [T dataCenter VARCHAR(255) []
swapTotalRate DOUBLE [] url VARCHAR(255) [
swapTotalRateMax DOUBLE [T
timestamp BIGINT
ipReceiveThroughput  DOUBLE
ipTransmitThroughput DOUBLE
ipTotalThroughput DOUBLE [ ;
ipTotalThroughputMax  DOUBLE o SColumn
processors INT [l Pt INT
memory BIGINT [ fullDate DATETIME
dayinManth TINYINT
dayln¥ear SMALLINT
| | dateYear SMALLINT
| | yearLabel CHAR(4)
| | manthMum TINYINT
| monthLabel CHARI(T)
J> daylnWeekMum  TINYINT
| quarter TINYINT
| quarterLabel CHAR(TS
daylnCuarter SMALLINT
| ¥ INT [ | repQuarter TINVINT
| P dateTk INT rephanth TINYINT
| '*? hourDateTime DATETIME T E s —E repWeek TINYINT
hour TINYINT repDay TIMNYINT
minute TINYINT rephonthOrlatest TINYINT
second TINYINT sspFlag TINYINT
microsecond MEDIUMINT latest TINYINT(A
future TINYINT1)




=lvm_dimensior

=lColumn
7t INT i |
= g : e f ' dateTk INT al
___:—glb"s'm— gl ! name VARCHAR(255) [@
Scolumn i naturalikey  VARCHAR(768)
Tk INT i | Slvm_daily 05 VARCHAR(255) [
fullname VARCHAR(1024) S Column vitualCenterlp VARCHAR(255) [
tenant VARCHAR(255) Rt INT y Y INT [
lob VARCHAR(2RE)  [¥] ﬁ dateTk INT 1} latest TINYINT(1)
businessUnit VARCHAR(255) — — — — %7 fimestamp BIGINT /] url VARCHAR(255) [
project VARCHAR(255) 7 hostrk INT ips VARCHAR(4096) [7]
id INT 0 P vmTk INT ]
Iatest TINYINT(1) £l businessEntityTk INT J>
P dateTk INT Fl applicationTk INT = i
applicationGroupTk INT =l ol HitE
readlops DOUBLE [] SColumn
_ ) writelops DoUBLE [ P INT
=l applicatio totallops DOUBLE [T fullDate DATETIME
ECGIumﬂ | totallopsiMax DOUBLE [ daylnMonth TIMNYINT
? th INT I_ _____ Py readThroughput DOUBLE [7] daylnYear SMALLINT
P— VARCHAR(255) writeThroughput DOUBLE [ dateYear SMM_UNT
description VARCHAR(255) totalThroughput DOUBLE [ yearLabel CHAR{4)
priority VARCHAR(255) [ totalThroughqulax DOUBLE [] monthMum TINYINT
url \fARCJ—!AR(ESS') & ree.ldResponseT{me DOUBLE [7] maonthLabel CJ—MR(?]
id INT Bl wrlteResponseTme DOUBLE [ SRS S | daylnWeekMum  TINYINT
latest TINYINTCT) totaIResponseT?me DOUBLE [T quarter TINYINT
,? dataTk INT [l totalResponseTimeMax DOUBLE [] quarterLabel CHARI(7)
cpulltilization DOUBLE [7] daylnQuarter SMALLIMT
? maxCiavgCpultilization DOUBLE [ repQuarter TINYINT
memaryltilization DOUBLE [7] replonth TINYINT
| maxOfavoMemornyUtilization DOUBLE [ repWeek TINYINT
| swaplnRate DOUBLE [} repDay TIMYINT
| maxOfsvgSwapinRate DOUBLE [ repMonthiOrLatest TINYINT
swapOutRate DOUBLE [T sspFlag TINYINT
| maxOfivgSwapOutRate DOUBLE [ latest TINYINTT)
=lColumn | swapTotalRate DOUBLE [] future TIMNYINT(T)
72 appGroupTk INT | swapTotalRateMax DOUBLE [
8 appTk INT | ipF{ecei'«'e'[_ll'jr:ough'::ﬂutt Bgﬂgti E
; - ipTransmitThroughpu
il T Fl | ipTotalThroughput DOUBLE [ .
| ipTotalThroughputilax DOUBLE [ - =lColumn
processors INT [F1] Tt INT
) l Lt Hiowr B name VARCHAR{255)
Elappﬁcatiqﬁ; 1 1 , identifier VARCHAR(TEE)
Sjcolumn i | in VARCHAR(255)
7 INT /] | os VARCHAR(255)
= maodel VARCHAR{255)
i Ak | manufacturer VARCHAR(255)
# repAppTk  INT s - =4 i e i
. cardinality SMALLINT et TINVINT()
§ gateTk _INT & dataCenter  VARCHAR(255)
url VARCHAR(255])
@ dateTk INT
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Zltime_dimen

=Column

7 tk INT 1

¢ hourDateTime DATETIME

—— —<  hour TNYINT

minute TINYINT
second TINYINT
microsecond  MEDIUMINT
dateTk INT

|
|
|
|
|
|
|
|

=]Column _
7tk INT — ] =lvmware_host_dz
fullDate DATETIME | =|Column
Slvmware_host_h daylnionth TINYINT — 7 & INT
=lColumn O daylnYear SMALLINT 1{ timestamp BIGINT
T« INT y dateYear SMALLINT timeTk DOUBLE
7 timestamp BIGINT I yearLabel CHAR(4) dateTk INT
timeTk DouBlE @ @« e mgHEuny Tl vmwareHostTk INT
dateTk INT monthLabel CHAR(T) powerAvg DOUBLE [
vmwareHostTk INT dayinWeekNum  TINYINT powerCapAvg DOUBLE []
powerAyg  DOUBLE [] P T energyAva  DOUBLE [7]
powerCaptvg DOUBLE [ quarterLabel CHAR(T)
ety DOUBLE [] daylinQuarter SMALLINT ?
repQuarter TINYINT
’ repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINTE) [
future TINYINT(1)

=lvmware_host_di

=|Column

7 i INT N
identifier VARCHAR(TEE)
name WVARCHAR(255)
numCpuCaores BIGINT [
numCpuPackages  BIGINT

L__ _ _ . numCpuThreads BIGINT |

numiodes BIGINT 1]
hyperThreadActive CHAR [F]
hyperThreadAvailable CHAR [l
hyperThreadConfig  CHAR [
id INT ]
latest TIMYINT() I

§ dateTk INT 1

§ timestamp BIGINT 1
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=lvm_dimensior

=lColumn
7t INT i |
= g : e f ' dateTk INT al
___:—glb"s'm— gl ! name VARCHAR(255) [@
Scolumn i naturalikey  VARCHAR(768)
Tk INT i | Slvm_daily 05 VARCHAR(255) [
fullname VARCHAR(1024) S Column vitualCenterlp VARCHAR(255) [
tenant VARCHAR(255) Rt INT y Y INT [
lob VARCHAR(2RE)  [¥] ﬁ dateTk INT 1} latest TINYINT(1)
businessUnit VARCHAR(255) — — — — %7 fimestamp BIGINT /] url VARCHAR(255) [
project VARCHAR(255) 7 hostrk INT ips VARCHAR(4096) [7]
id INT 0 P vmTk INT ]
Iatest TINYINT(1) £l businessEntityTk INT J>
P dateTk INT Fl applicationTk INT = i
applicationGroupTk INT =l ol HitE
readlops DOUBLE [] SColumn
_ ) writelops DoUBLE [ P INT
=l applicatio totallops DOUBLE [T fullDate DATETIME
ECGIumﬂ | totallopsiMax DOUBLE [ daylnMonth TIMNYINT
? th INT I_ _____ Py readThroughput DOUBLE [7] daylnYear SMALLINT
P— VARCHAR(255) writeThroughput DOUBLE [ dateYear SMM_UNT
description VARCHAR(255) totalThroughput DOUBLE [ yearLabel CHAR{4)
priority VARCHAR(255) [ totalThroughqulax DOUBLE [] monthMum TINYINT
url \fARCJ—!AR(ESS') & ree.ldResponseT{me DOUBLE [7] maonthLabel CJ—MR(?]
id INT Bl wrlteResponseTme DOUBLE [ SRS S | daylnWeekMum  TINYINT
latest TINYINTCT) totaIResponseT?me DOUBLE [T quarter TINYINT
,? dataTk INT [l totalResponseTimeMax DOUBLE [] quarterLabel CHARI(7)
cpulltilization DOUBLE [7] daylnQuarter SMALLIMT
? maxCiavgCpultilization DOUBLE [ repQuarter TINYINT
memaryltilization DOUBLE [7] replonth TINYINT
| maxOfavoMemornyUtilization DOUBLE [ repWeek TINYINT
| swaplnRate DOUBLE [} repDay TIMYINT
| maxOfsvgSwapinRate DOUBLE [ repMonthiOrLatest TINYINT
swapOutRate DOUBLE [T sspFlag TINYINT
| maxOfivgSwapOutRate DOUBLE [ latest TINYINTT)
=lColumn | swapTotalRate DOUBLE [] future TIMNYINT(T)
72 appGroupTk INT | swapTotalRateMax DOUBLE [
8 appTk INT | ipF{ecei'«'e'[_ll'jr:ough'::ﬂutt Bgﬂgti E
; - ipTransmitThroughpu
il T Fl | ipTotalThroughput DOUBLE [ .
| ipTotalThroughputilax DOUBLE [ - =lColumn
processors INT [F1] Tt INT
) l Lt Hiowr B name VARCHAR{255)
Elappﬁcatiqﬁ; 1 1 , identifier VARCHAR(TEE)
Sjcolumn i | in VARCHAR(255)
7 INT /] | os VARCHAR(255)
= maodel VARCHAR{255)
i Ak | manufacturer VARCHAR(255)
# repAppTk  INT s - =4 i e i
. cardinality SMALLINT et TINVINT()
§ gateTk _INT & dataCenter  VARCHAR(255)
url VARCHAR(255])
@ dateTk INT
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=Column

@ 1 INT il |
fulinamea VARCHAR(1024)
tenant VARCHAR(255)
lob VARCHAR(255) !
businessUnit VARCHAR(255) T ’:"?
project VARCHAR(255) ?
id INT ] t
latest TINYINT(1) &

§ dateTk INT [

Elapplica

=lColumn

F ti mE O s *
name VARCHAR(255)
description VARCHAR(258) [
priarity VARCHAR(255) [7]
url VARCHAR(Z5E) [
id INT [
latest TINYINT(A) F

P dateTk INT F

I appGroupTk INT
2 appTk INT

TINYINT(Y)

I ————

=lapplication_g|

=lColumn -

B 1k INT J]
repApp VARCHAR(255)

“F repAppTk INT [#]
cardinality SMALLINT

P dateTk  INT E]

VMDK Daily Performance

294

= Column
[z INT M |
7 dateTk INT dl
name VARCHAR(255)
naturalkey VARCHAR(768)
dateTk INT 0s VARCHAR{255) []
hostTk INT virualCenterlp VARCHAR(255) [
vmTE INT id INT Fl
businessEntityTk |m latest TIMYINT(1)
Ele“ cationTk INT url VJ"\RWAR(Q&S) D
applicationGroupTk INT ips VARCHAR(4096) [
readlops DOUBLE [
writelops DOUBLE [
totallops DOUBLE
totallopsMax DOUBLE [T =Calumn
readThroughput DOUBLE Pt ~ve
writeThroughput DOUBLE [ ; =
totalThroughput DOUBLE P dateTk INT .
totalThroughputMax ~ DOUBLE [ name VARCHAR(Z55)
readResponseTime DOUBLE [ identifier VARCHARI768)
writeResponseTime  DOUBLE [Jf@— — — — — — 1P VAR )
totalResponseTime  DOUBLE 0s VARCHAR(255) [
totalRespenseTimeMax DOUBLE [0 maodel WARCHAR(Z55)
cpuUtilization DOUBLE manufacturer VARCHAR(Z55)
memonyUtilization DOUBLE [ id INT B
swaplnRate DOUBLE latest TINYVINTCTY
swapOuiRate DOUBLE [7] dataCenter  VARCHAR(258) [
swapTotalRate DOUBLE [] url VARCHAR(255) [[]
swapTotalRateMax DOUBLE [ ?
timestamp BIGINT
ipReceiveThroughput  DOUBLE ))
ipTransmitThroughput DOUBLE
ipTotalThroughput DOUBLE [ Zldate_di
ipTotalThroughputiax  DOUBLE o _QQCOIumn
processors INT [l Ptk INT
memory BIGINT  [F] fullDate DATETIME
dayinManth TINYINT
daylnYear SMALLINT
dateYear SMALLINT
yeart abel CHAR(4)
manthMum TINYINT
manthLabel CHAR(T)
daylnWeekMum  TINYINT
quarter TIMNYINT
quarterLabel CHAR(T}
daylnCruarter SMALLINT
Ptk INT E I repQuarter TINYINT
? dateTk INT rephlanth TINYINT
'? hourDateTime DATETIME repWWeek TIRYINT
hour TINYINT repDay TIMYINT
minute TIMNYINT rephonthCrlatest TINYINT
second TINYINT sspFlag TIMYINT ;
microsecond MEDIUMINT latest TIMNYINT
future TIMNYINT{ )




INT [#]
VARCHAR(Z55) [#

INT = wmdk_t
VARCHAR(255) [#] il L -
DOUBLE 0 = Column
identifier VARCHAR(TES) [#] e 0 T NT [
i VARCHAR{1024)[#
A Vﬁﬂcm\:ims;) latest  TINVINT() [ naturalkey VARCHAR(TES) [#]
Lt ¥ dateTe  INT [l name VARCHAR{255) [#]

manufacturer VARCHAR{255)
serialNumber VARCHAR(255)

| url VARCHAR{255) [[]

migocedeVersion VARCHAR(ZES) INT
family VARCHAR(255) TNty O
url VARCHAR(Z55) INT
id INT
e e — — — s —*  timestamp BIGINT []
¥ dateTk INT
dstaCenter VARCHAR(255) d:::;fk :$ %
i
dataStoreTk INT e}
vmTk INT =
hostT N1 S aastore_imension S|
tierTk INT [ ElColumn
servicelevel Tk INT = T NT I
i::ﬁ,? ::'SUBLE % naturalkey  VARCHAR(7ES) [#
= e B writelops vovseMfy :'::I’LE ::;gm;}:;:%
: totallops DOUBLE [ :
e VARCHAR(255) [ totallopshiax DOUBLE [0 virtualCenterlpVARCHAR{255) [[]
sequence INT onpr————————— —#  resoThroughput DOUBLE [7 b VARCHAR(2E) []
cast DOUBLE 0O write Throughput DOUBLE [F] i il O
id INT total Throughput DOUBLE [ et i H A P
latest TINVINT() [ total ThroughputMax  DOUBLE [ § dateTs INT
? dateTk INT = readResponseTime DCOUBLE D
T T e PeenoheeTime | (DOLIBEE [P
| totalResponseTime  DOUBLE [
| . totalResponse TimeMaxDOUBLE %
& [ ] S S S S| =
Bl 2 host_aimension ERY|
| ' =Hcolumn
| | Fix INT [
| name VARCHAR(255) [
| identifier  VARCHAR(7G8) [
= | | ip WARCHAR{1024) [#]
Eldate_t os VARCHAR(255) [
IgCnlumn ! | % model VARCHAR(255) [
B INT {0l T NT @ manufacturer VARCHAR(255) [F
name VARCHAR(288) [#] | TS DATETIMED] . VARCHAR(265) W
naturalkey VARCHAR(TES) i | deyiniionth TINVINT (7] id INT A
a5 VARCHAR(255) [ e s w i |atest TINYINT{1) s
virtualCenterlpVARCHAR(255) [ ::ﬂ:}:"' :mitt:ﬂ% ¥ dateTk INT &
:Jdn I\;.»:_RCFMR{Z‘S'E? E sy CHARE) ] dataCenter VARCHAR(288) [[]
o TINYINT() g manthHum TINYINT [
§ dateTk i 0 monthLabel cHarRm [#
o VARCHAR(08) [] daylnWeekNum TINYINT [
quarter TINYINT  [#]
quarter_abel CHaR[T [#
daylnQuarter SMALLINT [
repQuarter TINYINT [
rephenth TINYINT [
repieek TINYINT [
repDay TINYINT [
repMonthOrLatestTINYINT [
sspFlag TINYINT [
latest TINYINT{1} ]
future TINYINT{1) [#]
VMDK Hourly Performance
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Slvm_dimensic

Sl Column
1+ oy i STvmok_dimension |
name VARCHAR(ZEE) [# = Column
nstursl(ey  VARCHAR(TES) [ T INT IEd]
o= VARCHAR(255) [ naturalizy VARCHAR(TES) [F
vitusiCenterlp VARCHAR(255) [ s s g e gk Sedd VARCHAR(ES) [
ol VARCGHBEIZ IR ) | ur VARCHAR(ZEE) [
i InT O o INT A
latest TINYINT(T) & | : venty
tier_ ' a==Tk INT O | §aateTe  INT
SiCohmn ips VARCHAR(4038) [
f INT T |
name VARCHAR(255) |
sequence  INT |
cost DOUBLE * | = datastore_di
i INT = vmdl_| | = Column
Istest TINYINT{1} — — — — — ®Scoumn e INT [+
Ve 5l2 i e BIGINT [ | naturalidey  VARCHAR(TEE) [F
§ timestamp BIGINT [/ fo— — name VARCHAR(E1Z) [
timsTk INT = moid VARCHAR(255) [
dat=Tk INT [ wvirtesiCanterlp VARCHAR{2E5) [
vmdkTk INT & ur VARCHAR(255) [1]
dataStoreTk INT Wi — T e M INT s
S storage_dimension || vtk N @ latest TNYINTI) [
SColumn hostTk INT = R dateTk INT O
%tk INT 1] tierTk INT =
name VARCHAR(ZSS) [ sarvicelevelTk INT il
dentifier VARGHAR(TSS) [7] ;‘;"I@‘m‘ :::gLIBLE =
o VARCHAR[1024) [] : I"DE’ St O
modal VARCHAR[ZSS) [7] writelogs A
manufscturer  WARCHAR[2ES) [7] R DOUBLE [T
WARCHAR| totallopshian DOUELE E T T -
5 = readThro DOUBLE —
microcodeVersion  WARCHAR(2E5) [ i rineThrmm DouBLE [ name VARCHAR(255) [
iy YARCHnl I T entifier  VARCHAR(TES) [
totalThroughput DOUBLE ] g — — —— . .
il ViptsRC) ST ip VARCHAR(1024) [
e e A totalThroughputMax.  DOUBLE [0
readResponseTime DOUBLE [] oE VARCHAR(Z55) [
latest TINYINT{1) H z ; model VARGHA i
writeResponsaTime DOUBLE [ R B
dateTk INT [ »-—
?dm VARCHAREZES) [ totalResponseTime DOUBLE [F] ] manufscturer VARCHAR(25E) [
nter
=il totslResponseTimeMax DOUBLE [7] | :1 r:TRCHARm E
* Iatest TINYINT(1) 0
| | F dateTk INT O
| | dataCenter  VARCHAR(255) [
ftime_dimen | |
S column . |
T INT gdﬂb_ . |
| Column
Vibitem o0 T i Slservice level dimeRsion |
hour TINYINT y | z
minute TINYINT fullDate DATETIME s wew wew wew w IEW"'“" =
second TINYINT dayinMonth TINYINT  te INT il
microsecond  MECIUMINT daylinYesr SMALLINT name VARCHAR{ZES) [
9 dsteTx INT dateear SMALLINT sequence  INT H
yearLabel CHAR(4) cost DOUBLE &
monthNum TINYINT ] INT ]
monthLabel CHAR(T) latest TINYINT() [
daylnWeskNum  TINYINT JdateTk  INT 0
quarter TINYINT
quarterLabel CHAR(T)
dayinQuarter  SMALLINT
repQusrter TINYINT
repMonth TINYINT
repiesk TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
s=pFlag TINYINT
latest TINYINT() [
future TINYINT(1) [

Volume Hourly Performance
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volume_dimension S|

= Column
% tx INT Il
storageldentifier VARCHAR(TES) [
name VARCHAR(255) [
Iabzl VARCHAR(255) [
thinProvisioned  TINYINT(T)  [F
type VARCHAR(255) [
igVirtusl TINYINT() [
meta TINYINT() [
snapshot TINYINT(1) [
technologyType ENUM ]
uuid VARCHAR(255) []
isMainframe  TINYINT(1) [
wrl VARCHAR(255) [[]
id INT ]
Iatest TINYINT() [
% dateTx INT |

Sl Column
i tx INT T}
fullname VARCHAR({1024) [
tenant VARCHAR{255) [
lob VARCHAR(255) [
businessUnit VARCHAR(255) [
project VARCHAR(255) [
i INT [}
Iatest TINYINT(1} [}
¥ dst=Tk INT s

date_aimension IIIE)

=Slcolumn
itk INT
fullDate DATETIME
daylnMonth TINYINT
daylnYear SMALLINT
dateYear SMALLINT
yearLabel CHAR{4)
manthhum TINYINT
manthLabel CHAR(T)
daylnWeskNum  TINYINT
quartsr TINYINT
quarter_zbel CHAR(T)
daylnQuarter  SMALLINT
repQuartar TINYINT
repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
Iatest TINYINT(1) []
future TINYINT(1) [
-
= Column | .
itk INT 7]
¢ howDsteTime DATETIME [
hour TINYINT - [
minute TINYINT [
second TveNT - F |
microsecond  MEDIUMINT [
¥ dateTk INT E |
I
= storage_dis
=S Column
i th INT ]
name VARCHAR(2E5) [F]
identifier VARCHAR(TEE) [F
ip VARCHAR(1024) [
model VARCHAR(255) [
manufacturer VARCHAR(255) [
sernalNumber VARCHAR(255) [
microcodeVersion VARCHAR(255) [
family VARCHAR(285) [F
url VARCHAR(2ES) [
i INT )
latest TINYINT{1) 0
i dst=Tk INT n
dataCenter VARCHAR(2558) [

Volume Daily Performance

S service. = host_t
=lColumn =l Column
R INT 2] e INT [
name VARCHAR(2E55) [F name VARCHAR(ZES) [#]
sequence  INT & identifier  VARCHARTEZ) [F
cost DOUBLE | ip VARCHAR{1024) [#]
] INT & o= VARCHAR(ZEE) [
latest TINVINTT) [ modal VARCHAR(ZEE) [H]
i a=t=Tx INT lad manufacturer VARCHAR(25E) [H]
ul VARCHAR(ZEE) [
l i INT n
= = latest TINYINT(1) n
vt : _ % aeTx INT a
SCalumn dstaCenter  VARCHAR(SS) [ hd
¥ timastamp BIGINT ;'
— % INT T
timeTk INT isRep TINYINT(1} [0
dateTh INT < § hostTk INT =
omeTy Slhost o R — — 1 7coen T 2
storageTh INT =Column
wirtualStorageTk INT ? & INT
storageNodsTk INT =
storsg=FooTk INT —— = repHost VARCHAR{25E) [H]
spplicationTk INT i repHestTk INT il
sppiicationGroupTk INT comity ' ST
g hostk INT Ydaotk 0
hostGroupTk INT
tisTk INT 7
servicslevelk INT Zkas_namespace_dimensiai|
businessEntityTk INT =
k3zMNamespacaTk INT [ INT [4]
kBzNamespacaGroupTk INT identifier  VARCHAR(TES) [7]
resdResponzTime DOUBLE — — —= nam= VARCHAR(2ES) ¥ Boo — — — — —
writeResponseTime DOUBLE clusterMame VARCHAR{255) [ |
totalResponseTime DOUBLE id INT s
totalResponseTimeMax DOUBLE latest TINVINT(T) [0
readThroughput DOUBLE dateTk INT ) ames
writeThroughput DOUELE = Column
fotalThroughput Lilils i i kBsNamaspsceGroupTh INT Tl
totalThroughputbax DOUELE b f kBeNamespaceTk INT
resdliops DOUBLE Slkes_namespace_arolip Gimensied| .
writelops DOUBLE S Column T :’(Rep 'II':;:Y NTiY E
totallops DOUEBLE wtk INT 5] *
m"’”"’:ﬂﬁatb %ﬂé —— —%  repKesNamespace  VARCHAR(ES) Hifo— — — — — —
3 i 4 repiBsNamespaceTk INT
writeCacheHitRatio DOUBLE
totalCacheHitRatio COUBLE %
totalCacheHitRatioMa DOUBLE
writePending EIGINT
readloDensity DOUBLE
writeleDensity D-OUBLE
totalloDensity DOUBLE
totalloDensityMax DOUBLE
comprassionSavingsPercent DOUBLE
comprassionSavingsSpace  DOUBLE
confidencelntervalTimeToFull DOUBLE
totalTimeToFul DOUBLE
s o S5 anpicaton aroip SRR
frontend TINYINT(H) [ — —*Scom
backend TINYINT(T) [
T T isRep TINYINT() [T
| § =peTk INT [#
| I AT
| | Hcolumn
| | F INT il
| | rephpp  VARCHAR(ZES) [F
| | § repAppTk  INT E
| cardinality SMALLINT E
| | Fda=Tk  INT |
| ¥
| | | Hlstorage_pool_t
| l ——————— SJColumn
Fie INT 7]
S storage. s identifier VARCHAR(TES) [7
S Column name VARCHAR{255) [
-8 INT il storsgeMName VARCHAR{255) [
VARGHAR(25E) [7] o VARCHAR(Z55) [ storagelP VARCHAR{1024) [#]
sequence INT = dentifier  VARGHAR[TES) [ type VARCHAR(2EE) [
cast LYyt O version VARGHAR(Z55) [ redundancy |
id INT k| model VARGHAR(Z5S) [ thinProvisioningSupported  TINYINT{1} ]
Istest TINYINT(1} 1] seralMumber VARCHAR{ZES) [ igVirtual TINYINT{1} |
INT s siteMame VARCHAR{255) [ uzacFlashPocls TINYINT{1) [
url VARCHAR{255) [ url VARCHAR{255) [T
id INT ) id INT |
Iatest TINYINT{1} | latest TINYINT{1} =
dateTk INT [l § da=Tk INT O

297



=lstorage_dimen:

=lservice_level

=lcolumn =Column =Jcalumn
7t INT Tk INT
AL INT
t name WARCHAR(255) name VARCHAR(255)
.name VAHCHANC Y sequence INT (=) description VARCHAR(255) [/} =
ider RS SR cost DOUBLE & r priotity  VARCHAR(255) []
i VARCHANIE id INT & \ url varcHarzss) O |
modet yaRG U latest  TINYINT() [ | id INT i .
ma”:‘s““:’ :ﬁig:ﬁ(;::’ 2 PoateTk  INT & | g e ] |
i o o wr o] | Cepcsiosmm—
microcodeVersion VARCHAR(285) [7] ‘ |
family VARCHAR(255) (f | Slcolumn
url VARCHAR(255) [ \ AN
id INT ] ‘ ‘ isRep TINYINT(1) [7]
latest TINYINT(1) El SColumn .- — ‘ P appTk INT
¢ dateTk INT A ————*2 - o @ P appGroupTk INT
7 INT lapplication,
dataCenter VARCHAR(255) [ A
¢ timestamp BIGINT Scolumn
dateTk INT i INT
Youme A ® — — fepApp  VARCHAR(255)
Sicolumn storageTk INT ? repApBTK  INT
o i uAon st oI cardinality SMALLINT
storageNodeTk INT ? dateTk INT B
fullDate DATETIME storagePoolTk INT
dayinMonth TINYINT applicationTk INT
dayinYear SMALLINT application GroupTk INT Zlk8s_namespace dinieHSONIS|
dateYear SMALLINT hostTk INT =lColumn
yearLabel CHAR(4) hostGroupTk INT \? 1 INT
monthNum TINYINT uerT.K INT dentier VARCHAR(T68)
monthLabel CHAR(T) senvicelLevelTk INT gine VARCHAR(255)
dayinWeekNum  TINYINT e e e oy businessEntityTk INT . — — S R VARCHAR(255) [
quarter TINYINT k8sMNamespaceTk INT d INT
quarterLabel CHAR(7) KEsNamespacegmuka DOUBLE Jatest TINYINT() Fi
daylnQuarter SMALLINT readResponseTime DOUBLE dateTk T B
repQuarter TINYINT writeResponseTime DOUBLE
repMonth TINVINT totalResponseTime DOUBLE B colanis
repWWeek TINYINT totalResponseTimeNlax DOUBLE i { k8sNamespaceGroupTk INT
repDay TINYINT readThroughput DOUBLE  [F] B ktis e » § kBsNamespaceTk INT
repMonthOrLatest TINYINT writeThroughput DOUBLE [ ECU\J’TITI isRep TINYINT(1) [
sspFlag TINYINT totalThroughput DOUBLE [7] = ? tk INT [
Iatest TINVINT(1) [ totalThroughputhlax DOUBLE i e
future TINYINT(1) [¥] readlops DOUBLE [f] repk8sNamespace  VARCHAR(255) -
writelops DOUBLE [ . —— —< repk8sMNamespaceTk INT
totallops DOUBLE [7] cardinality SMALLINT
totallopsMax DOUBLE dateTk INT F
readCacheHitRatio DOUBLE []
writeCacheHitRatio DOUBLE —
INT
storageldentifier VARCHAR(768) [ totalCacheHitRatio DOUBLE  [F] Zlhost_group_
name WARCHAR(255) totalCacheHitRatiolMax DOUBLE [ =Column
label VARCHAR(255) [ writePending BIGINT Eftk INT
thinProvisioned TINYINT(1) readloDensity DOUBLE [ f¢o — — — — repHost  VARGCHAR(255) 7|
type VARCHAR(255) [[] writeloDensity DOUBLE  [F] @ repHosiTk INT
isVirtual TINYINT(1) [l —_—— % tntallnDens?ty DOUBLE [f] cardinality SMALLINT |
meta TINYINT(1) 1l totalloDensityMax DOUBLE [F] @ daleTk INT | - hosl_gmM
snapshot TINYINT(1) F compressionSavingsPercent DOUBLE [
technologyType ENUM 1 o — compressionSavingsSpace DOUBLE [ | | =lGolumn
uuid VARCHAR(258) [ | totalTimeToFull DOUBLE [7] l »
isMainframe TINYINT(1) confidencelntervalTimeToFull DOUBLE [ isRep TINYINT(1) 7]
.url VARCHAR(255) [ | accessed INT & Qhost_dime '.? hostGroupTk INT
id INT | | frontend TINYINT(1} Scol ? hosiTk INT
latest TNYINT(T) ] | backend TINVINT(1) 3 Ll
¢ dateTk INT (| 3 & INT
| ? | ? name VARCHAR(255)
— | | | identifier  VARCHAR(768)
J ‘ | | ip VARCHAR(1024)
— | [ 0s VARCHAR(255)
INT ‘ | model VARCHAR(255)
fullname VARCHAR(1024) ‘ | — manufacturer VARCHAR(255)
tenant VARCHAR(255) ‘ | url VARCHAR(255) [T]
lob VARCHAR(255) | | [ id INT £l
businessUnit VARCHAR(255) | | latest TINYINT(1) [
project VARCHAR(255) | | $ dateTk INT &
id INT =] J} | dataCenter  VARCHAR(255) [
latest TINYINT(1) ) | |
F dateTk INT [ ﬁstorage_mﬂ_ Zltier_dimens lstorage_pool_dimer
=lColumn S column =Column
Ptk INT 7t INT P INT J
name VARCHAR(255) name  VARCHAR(255) identifier VARCHAR(768)
identifier VARCHAR(768} sequence INT El name VARCHAR(255)
version VARCHAR(255) cost DOUBLE & storageName WARCHAR(255)
model VARCHAR(255) id INT Bl storagelP WARCHAR(1024)
serialNumber VARCHAR(255) Jatest TINYINT(1) & type VARCHAR(255) [
siteName  VARCHAR(255) [CIf @ gateTk  INT 0 redundancy VAR 55)
url VARCHAR(255) [ thinProvisioningSupported TINYINT(1) ]
id INT [F1 isVirtual TINYINT(1) [
latest TINYINT(1) [ usesFlashPools TINYINT(1)
dateTk INT [ url VARCHAR(255) [I]
id INT Fl
latest TINYINT(1) [
P dateTk INT F

Data Infrastructure Insights Schemas for Reporting

These schema tables and diagrams are provided here as a reference for Data
Infrastructure Insights Reporting.
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Schema Tables in .PDF format. Click the link to open, or right-click and choose Save as... to download.

Schema Diagrams

@ The Reporting feature is available in Data Infrastructure Insights Premium Edition.
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