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Analyzing Data

SAN Analyzer Overview

SAN plays a crucial role in handling vital workloads, but its complexity can result in
significant outages and customer disruptions. With DIlI's SAN Analyzer, managing SAN
becomes simpler and more efficient. This powerful tool offers end-to-end visibility,
mapping dependencies from VM/Host to network to LUN and storage. By providing an
interactive topology map, SAN Analyzer enables you to pinpoint issues, understand
changes, and enhance comprehension of data flow. Streamline SAN management in
complex IT environments with SAN Analyzer and increase your visibility into block

workloads.
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Explore connections among your assets
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Select Observability > Analyze > SAN Analyzer to view the SAN Analyzer. Set a filter for Application, Host,

Fabric, and/or Storage.

The map for the objects is displayed, showing connected objects. Hover over an object to view traffic metrics

for those connections.
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Most SAN Analyzer filters (including those you may add) are contextual; when you select an

@ object in one of these filters, the choices presented in the other filter drop-downs are refreshed
in context with the selected object or objects. The only exceptions to this are Application, Port,
and Switch; these filters are not contextual.

Clicking on an object or group opens a slideout panel providing additional details about the object and its
connections. The slideout panel displays a summary, which provides details about the selected object (for
example, IP, Hypervisor, Connected Fabrics, etc., depending on the type of object), and charts showing metrics
for the object such as latency or IOPS, and changes and alerts if relevant. You can select to display metrics for
Top Correlated objects on the charts as well, if desired.

In addition to the Summary tab, the slideout panel displays tabs for things like Port details or Zone information,
as applicable to the chosen object.
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If your environment has different protocols, you can filter by iSCSI or FC:
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If your environment includes iSCSI devices, hovering over the iISCS/ object highlights the connections related
to those relevant iSCSI devices.
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Troubleshooting Tips

Some things to try if you encounter problems:



Problem:

| see <0, =0 or >0 in the legend for metrics such as

trafficUtilization or trafficRate.

VM Analyzer Overview

Try this:

This might happen in very rare case where the metric
values are below two decimal places, like 0.000123.
Expanding the time window might help with analyzing
the metric more effectively.

With DIlI's VM Analyzer, managing your virtual assets becomes simpler and more
efficient. This powerful tool offers end-to-end visibility, mapping dependencies from
VMDK/VM to Host to Datastore to Internal Volume/Volume to Storage.

By providing an interactive topology map, VM Analyzer enables you to pinpoint issues, understand changes,
and enhance comprehension of data flow. Streamline VM management and increase your visibility into virtual

workloads.
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Explore connections among your assets
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Select Observability > Analyze > VM Analyzer to view the VM Analyzer. Set a filter for Application, Virtual
Machine, Volume, Internal Volume, or add your own filters. The map for the objects is displayed, showing
connected objects. Hover over an object to view traffic metrics for those connections.
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Most VM Analyzer filters (including those you may add) are contextual; when you select an
@ object in one of these filters, the choices presented in the other filter drop-downs are refreshed
in context with the selected object or objects.

Clicking on an object or group opens a slideout panel providing additional details about the object and its
connections. The slideout panel displays a summary, which provides details about the selected object (for
example, throughput or utilization, depending on the type of object), and charts showing metrics for the object
such as latency or IOPS. Additional tabs allow you to explore related additional resources or changes and
alerts. You can select to display metrics for Top Correlated or contending objects on the charts as well, if
desired.

See it in Action

Simplified troubleshooting with VM Analyzer (Video)

Monitor Infrastructure Health

Data Infrastructure Insights provides comprehensive infrastructure health monitoring that
tracks the performance, capacity, configuration, and component status of your storage
environment. Health scores are calculated based on monitor alerts across these
categories, giving you a unified view of system health and enabling proactive issue
resolution.

The Infrastructure Health dashboard
@ Monitoring Infrastructure Health is a Preview feature and is subject to change.

Navigate to Observability > Analyze and select Infrastructure Health. The dashboard provides an overview
of your system health, based on monitor alert categories and scores as explained below. Set filters at the top to
narrow down the focus of your investigation.


https://media.netapp.com/video-detail/0e62b784-8456-5ef7-8879-f0352135a0f1/simplified-troubleshooting-with-vm-analyzer
https://docs.netapp.com/us-en/data-infrastructure-insights/concept_preview_features.html
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By default, health scores are grouped by data center; you can select the grouping that works best for your
session.

Configure Monitors to use for infrastructure health
Health scores are driven by alerts that are configured for inclusion in system health calculations.

When creating a monitor for an infrastructure object, you can choose whether to include alerts from the monitor
in the calculations. At the bottom of the screen, expand the Advanced Configuration and select to Include in
Infrastructure Health Calculation. Select a category to which to apply the calculation for the monitor:

+ Component Health - fan failure, service processor offline, etc.

» Performance Health - high storage node utilization, abnormal spike in node latency, etc.

« Capacity Health - storage Pool capacity approaching full, insufficient space for LUN snapshot, etc.

« Configuration Health - cloud tier unreachable, SnapMirror relationship out of sync, etc.
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Health scores explained

Scores are presented on a scale of 0 to 100, with 100 being at full health. Monitored infrastructure objects
currently or recently experiencing issues will lower this score according to the following weighted averages:

« Components, Performance, or Capacity: 30% each



» Configuration: 10%

Health scores are impacted by alerts generated by the monitors you configured to include in infrastructure
health calculations in the following ways:

« Critical alerts drop the health score by the full category weight
« Warning alerts drop the score by half the category weight.

If any categories are not reporting, the weighted average will adjust accordingly.

For example: 1 critical alert on Components (-30) and 1 warning alert on Performance (50% of 30 = -15) yield a
health score of 55 (100 minus 45).

When alerts are resolved, these health score reductions gradually fade, and the score fully recovers within 2
hours.
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