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Architecture and components

Learn about SolidFire architecture

A SolidFire all-flash storage system is comprised of discrete hardware components (drive
and nodes) that are combined into a pool of storage resources with NetApp Element
software running independently on each node. This single storage system is managed as
a single entity by using the Element software Ul, APl and other management tools.

A SolidFire storage system includes the following hardware components:

 Cluster: The hub of the SolidFire storage system that is a collection of nodes.

* Nodes: The hardware components grouped into a cluster. There are two types of nodes:
o Storage nodes, which are servers containing a collection of drives
o Fibre Channel (FC) nodes, which you use to connect to FC clients

 Drives: Used in storage nodes to store data for the cluster. A storage node contains two types of drives:
> Volume metadata drives store information that defines the volumes and other objects within a cluster.

o Block drives store data blocks for volumes.
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You can manage, monitor, and update the system using the Element web Ul and other compatible tools:




+ SolidFire software interfaces
+ SolidFire Active 1Q
* Management node for Element software

* Management services

Common URLs

These are the common URLs you use with a SolidFire all-flash storage system:

URL
https://[storage cluster MVIP address]

https://activeig.solidfire.com
https:// [management node IP address]

https://[IP address]:442

https://[management node IP
address] /mnode

https:// [management node IP
address] :9443

Find more information

« SolidFire and Element Software Documentation

* NetApp Element Plug-in for vCenter Server

SolidFire software interfaces

Description
Access the NetApp Element software Ul.

Monitor data and receive alerts to any performance
bottlenecks or potential system issues.

Access NetApp Hybrid Cloud Control to upgrade your
storage installation and update management services.

From the per-node Ul, access network and cluster
settings and utilize system tests and utilities. Learn
more.

Use management services REST API and other
functionality from the management node. Learn more.

Register the vCenter Plug-in package in the vSphere
Web Client. Learn more.

You can manage a SolidFire storage system using different NetApp Element software

interfaces and integration utilities.

Options
* NetApp Element software user interface
* NetApp Element software API
* NetApp Element Plug-in for vCenter Server
* NetApp Hybrid Cloud Control
* Management node Uls

+ Additional integration utilities and tools

NetApp Element software user interface

Enables you to set up Element storage, monitor cluster capacity and performance, and manage storage


https://activeiq.solidfire.com
https://docs.netapp.com/us-en/element-software-128/storage/task_per_node_access_settings.html
https://docs.netapp.com/us-en/element-software-128/storage/task_per_node_access_settings.html
https://docs.netapp.com/us-en/element-software-128/mnode/task_mnode_work_overview.html
https://docs.netapp.com/us-en/vcp/vcp_task_getstarted.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

activity across a multi-tenant infrastructure. Element is the storage operating system at the heart of a SolidFire
cluster. Element software runs independently on all nodes in the cluster and enables the nodes of the cluster to
combine resources that are presented as a single storage system to external clients. Element software is
responsible for all cluster coordination, scale and management of the system as a whole. The software
interface is built upon the Element API.

Manage storage with Element software

NetApp Element software API

Enables you to use a set of objects, methods, and routines to manage Element storage. The Element APl is
based on the JSON-RPC protocol over HTTPS. You can monitor AP| operations in the Element Ul by enabling
the API Log; this enables you to see the methods that are being issued to the system. You can enable both
requests and responses to see how the system replies to the methods that are issued.

Manage storage with the Element API

NetApp Element Plug-in for vCenter Server

Enables you to configure and manage storage clusters running Element software using an alternative interface
for the Element Ul within VMware vSphere.

NetApp Element Plug-in for vCenter Server

NetApp Hybrid Cloud Control

Enables you to upgrade Element storage and management services and manage storage assets using the
NetApp Hybrid Cloud Control interface.

Manage and monitor storage with NetApp Hybrid Cloud Control

Management node Uls

The management node contains two Uls: a Ul for managing REST-based services and a per-node Ul for
managing network and cluster settings and operating system tests and utilities. From the REST API Ul, you
can access a menu of service-related APls that control service-based system functionality from the
management node.

Additional integration utilities and tools

Although you typically manage your storage with NetApp Element, NetApp Element API, and NetApp Element
Plug-in for vCenter Server, you can use additional integration utilities and tools to access storage.

Element CLI

Element CLI enables you to control a SolidFire storage system using a command-line interface without having
to use the Element API.

Element PowerShell Tools

Element PowerShell Tools enable you to use a collection of Microsoft Windows PowerShell functions that use
the Element API to manage a SolidFire storage system.


https://docs.netapp.com/us-en/element-software-128/storage/index.html
https://docs.netapp.com/us-en/element-software-128/api/concept_element_api_about_the_api.html
https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/us-en/element-software-128/hccstorage/task-hcc-manage-storage-clusters.html
https://mysupport.netapp.com/site/tools/tool-eula/elem-cli
https://mysupport.netapp.com/site/tools/tool-eula/elem-powershell-tools

Element SDKs

Element SDKs enable you to manage your SolidFire cluster using these tools:

* Element Java SDK: Enables programmers to integrate the Element API with the Java programming
language.

* Element .NET SDK: Enables programmers to integrate the Element API with the .NET programming
platform.

* Element Python SDK: Enables programmers to integrate the Element API with the Python programming
language.

SolidFire Postman API testing suite

Enables programmers to use a collection of Postman functions that test Element API calls.

SolidFire Storage Replication Adapter

SolidFire Storage Replication Adapter integrates with the VMware Site Recovery Manager (SRM) to enable
communication with replicated SolidFire storage clusters and execute supported workflows.

SolidFire vRO

SolidFire vRO provides a convenient way to use the Element API to administer your SolidFire storage system
with VMware vRealize Orchestrator.

SolidFire VSS Provider

SolidFire VSS Provider integrates VSS shadow copies with Element snapshots and clones.

Find more information

» SolidFire and Element Software Documentation

* NetApp Element Plug-in for vCenter Server

SolidFire Active IQ

SolidFire Active 1Q is a web-based tool that provides continually updated historical views
of cluster-wide data. You can set up alerts for specific events, thresholds, or metrics.
SolidFire Active 1Q enables you to monitor system performance and capacity, as well as
stay informed about cluster health.

You can find the following information about your system in SolidFire Active 1Q:

* Number of nodes and status of the nodes: healthy, offline, or fault
» Graphical representation of CPU, memory usage, and node throttling

* Details about the node, such as serial number, slot location in the chassis, model, and version of NetApp
Element software running on the storage node

» CPU and storage-related information about the virtual machines

To learn about SolidFire Active 1Q, see the SolidFire Active |Q documentation.


https://mysupport.netapp.com/site/products/all/details/netapphci-solidfire-elementsoftware/tools-tab
https://github.com/solidfire/postman
https://mysupport.netapp.com/site/products/all/details/elementsra/downloads-tab
https://mysupport.netapp.com/site/products/all/details/solidfire-vro/downloads-tab
https://mysupport.netapp.com/site/products/all/details/solidfire-vss-provider/downloads-tab
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html
https://activeiq.solidfire.com
https://docs.netapp.com/us-en/solidfire-active-iq/index.html

For more information

« SolidFire and Element Software Documentation
* NetApp Element Plug-in for vCenter Server

* NetApp Support Site > Tools for Active 1Q

Management node for Element software

The management node (mNode) is a virtual machine that runs in parallel with one or
more Element software-based storage clusters. It is used to upgrade and provide system
services including monitoring and telemetry, manage cluster assets and settings, run
system tests and utilities, and enable NetApp Support access for troubleshooting.

The management node interacts with a storage cluster to perform management actions, but is not a member of
the storage cluster. Management nodes periodically collect information about the cluster through API calls and

report this information to Active 1Q for remote monitoring (if enabled). Management nodes are also responsible
for coordinating software upgrades of the cluster nodes.

As of the Element 11.3 release, the management node functions as a microservice host, allowing for quicker

updates of select software services outside of major releases. These microservices or management services
are updated frequently as service bundles.

Management services for SolidFire all-flash storage

As of the Element 11.3 release, management services are hosted on the management
node, allowing for quicker updates of select software services outside of major releases.

Management services provide central and extended management functionality for SolidFire all-flash storage.

These services include NetApp Hybrid Cloud Control, Active 1Q system telemetry, logging, and service
updates, as well as the QoSSIOC service for the Element Plug-in for vCenter.

Learn more about management services releases.


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html
https://mysupport.netapp.com/site/tools/tool-eula/5ddb829ebd393e00015179b2
https://docs.netapp.com/us-en/element-software-128/mnode/task_mnode_work_overview.html
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Management_services_for_Element_Software_and_NetApp_HCI/Management_Services_Release_Notes
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