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Software revisions

The following table illustrates validated hardware and software versions.

Layer Device Image Comments

Storage NetApp AFF A300 ONTAP 9.6P2

Compute Cisco UCS B200 M5

blade servers with Cisco

UCS VIC 1340

Release 4.0(4b)

Network Cisco Nexus 6332-16UP

fabric interconnect

Release 4.0(4b)

Cisco Nexus 93180YC-EX

switch in NX-OS

standalone mode

Release 7.0(3)I7(6)

Storage network Cisco MDS 9148S Release 8.3(2)

Hypervisor VMware vSphere ESXi

6.7U2

ESXi 6.7.0,13006603

VMware vCenter Server vCenter server

6.7.0.30000 Build

13639309

Cloud provider Amazon AWS S3 Standard S3 bucket with

default options

The basic requirements for FabricPool are outlined in FabricPool Requirements. After all the basic

requirements have been met, complete the following steps to configure FabricPool:

1. Install a FabricPool license.

2. Create an AWS S3 object store bucket.

3. Add a cloud tier to ONTAP.

4. Attach the cloud tier to an aggregate.

5. Set the volume tiering policy.

Next: Install FabricPool license.

Install FabricPool license

After you acquire a NetApp license file, you can install it with OnCommand System

Manager. To install the license file, complete the following steps:

1. Click Configurations.

2. Click Cluster.

3. Click Licenses.
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4. Click Add.

5. Click Choose Files to browse and select a file.

6. Click Add.

License capacity

You can view the license capacity by using either the ONTAP CLI or OnCommand System Manager. To see

the licensed capacity, run the following command in the ONTAP CLI:

system license show-status

In OnCommand System Manager, complete the following steps:

1. Click Configurations.

2. Click Licenses.

3. Click the Details tab.
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Maximum capacity and current capacity are listed on the FabricPool License row.

Next: Create AWS S3 bucket.

Create AWS S3 bucket

Buckets are object store containers that hold data. You must provide the name and

location of the bucket in which data is stored before it can be added to an aggregate as a

cloud tier.

Buckets cannot be created using OnCommand System Manager, OnCommand Unified

Manager, or ONTAP.

FabricPool supports the attachment of one bucket per aggregate, as illustrated in the following figure. A single

bucket can be attached to a single aggregate, and a single bucket can be attached to multiple aggregates.

However, a single aggregate cannot be attached to multiple buckets. Although a single bucket can be attached

to multiple aggregates in a cluster, NetApp does not recommend attaching a single bucket to aggregates in

multiple clusters.

When planning a storage architecture, consider how the bucket-to-aggregate relationship might affect

performance. Many object store providers set a maximum number of supported IOPS at the bucket or

container level. Environments that require maximum performance should use multiple buckets to reduce the

possibility that object-store IOPS limitations might affect performance across multiple FabricPool aggregates.

Attaching a single bucket or container to all FabricPool aggregates in a cluster might be more beneficial to

environments that value manageability over cloud-tier performance.
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Create an S3 bucket

1. In the AWS management console from the home page, enter S3 in the search bar.

2. Select S3 Scalable Storage in the Cloud.

3. On the S3 home page, select Create Bucket.

4. Enter a DNS-compliant name and choose the region to create the bucket.
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5. Click Create to create the object store bucket.

Next: Add a cloud tier to ONTAP

Add a cloud tier to ONTAP

Before an object store can be attached to an aggregate, it must be added to and

identified by ONTAP. This task can be completed with either OnCommand System

Manager or the ONTAP CLI.

FabricPool supports Amazon S3, IBM Object Cloud Storage, and Microsoft Azure Blob Storage object stores

as cloud tiers.

You need the following information:

• Server name (FQDN); for example, s3.amazonaws.com

• Access key ID

• Secret key

• Container name (bucket name)
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OnCommand System Manager

To add a cloud tier with OnCommand System Manager, complete the following steps:

1. Launch OnCommand System Manager.

2. Click Storage.

3. Click Aggregates & Disks.

4. Click Cloud Tiers.

5. Select an object store provider.

6. Complete the text fields as required for the object store provider.

In the Container Name field, enter the object store’s bucket or container name.

7. Click Save and Attach Aggregates.

ONTAP CLI

To add a cloud tier with the ONTAP CLI, enter the following commands:
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object-store config create

-object-store-name <name>

-provider-type <AWS>

-port <443/8082> (AWS)

-server <name>

-container-name <bucket-name>

-access-key <string>

-secret-password <string>

-ssl-enabled true

-ipspace default

Next: Attach a cloud tier to an ONTAP aggregate.

Attach a cloud tier to an ONTAP aggregate

After an object store has been added to and identified by ONTAP, it must be attached to

an aggregate to create a FabricPool. This task can be completed by using either

OnCommand System Manager or the ONTAP CLI.

More than one type of object store can be connected to a cluster, but only one type of object store can be

attached to each aggregate. For example, one aggregate can use Google Cloud, and another aggregate can

use Amazon S3, but one aggregate cannot be attached to both.

Attaching a cloud tier to an aggregate is a permanent action. A cloud tier cannot be unattached

from an aggregate that it has been attached to.

OnCommand System Manager

To attach a cloud tier to an aggregate by using OnCommand System Manager, complete the following steps:

1. Launch OnCommand System Manager.

2. Click Applications & Tiers.
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3. Click Storage Tiers.

4. Click an aggregate.

5. Click Actions and select Attach Cloud Tier.

6. Select a cloud tier.

7. View and update the tiering policies for the volumes on the aggregate (optional). By default, the volume

tiering policy is set as Snapshot-Only.

8. Click Save.

ONTAP CLI

To attach a cloud tier to an aggregate by using the ONTAP CLI, run the following commands:
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storage aggregate object-store attach

-aggregate <name>

-object-store-name <name>

Example:

storage aggregate object-store attach -aggregate aggr1 -object-store-name

- aws_infra_fp_bk_1

Next: Set volume tiering policy.

Set volume tiering policy

By default, volumes use the None volume tiering policy. After volume creation, the volume

tiering policy can be changed by using OnCommand System Manager or the ONTAP CLI.

When used with FlexPod, FabricPool provides three volume tiering policies, Auto, Snapshot-Only, and None.

• Auto

◦ All cold blocks in the volume are moved to the cloud tier. Assuming that the aggregate is more than

50% utilized, it takes approximately 31 days for inactive blocks to become cold. The Auto cooling

period is adjustable between 2 days and 63 days by using the tiering-minimum-cooling-days

setting.

◦ When cold blocks in a volume with a tiering policy set to Auto are read randomly, they are made hot

and written to the performance tier.

◦ When cold blocks in a volume with a tiering policy set to Auto are read sequentially, they stay cold and

remain on the cloud tier. They are not written to the performance tier.

• Snapshot-Only

◦ Cold snapshot blocks in the volume that are not shared with the active file system are moved to the

cloud tier. Assuming that the aggregate is more than 50% utilized, it takes approximately 2 days for

inactive snapshot blocks to become cold. The Snapshot-Only cooling period is adjustable from 2 to 63

days by using the tiering-minimum-cooling-days setting.

◦ When cold blocks in a volume with a tiering policy set to Snapshot-Only are read, they are made hot

and written to the performance tier.

• None (Default)

◦ Volumes set to use None as their tiering policy do not tier cold data to the cloud tier.

◦ Setting the tiering policy to None prevents new tiering.

◦ Volume data that has previously been moved to the cloud tier remains in the cloud tier until it becomes

hot and is automatically moved back to the performance tier.

OnCommand System Manager

To change a volume’s tiering policy by using OnCommand System Manager, complete the following steps:
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1. Launch OnCommand System Manager.

2. Select a volume.

3. Click More Actions and select Change Tiering Policy.

4. Select the tiering policy to apply to the volume.

5. Click Save.

ONTAP CLI

To change a volume’s tiering policy by using the ONTAP CLI, run the following command:

volume modify -vserver <svm_name> -volume <volume_name>

-tiering-policy <auto|snapshot-only|all|none>

Next: Set volume tiering minimum cooling days.

Set volume tiering minimum cooling days

The tiering-minimum-cooling-days setting determines how many days must pass

before inactive data in a volume using the Auto or Snapshot-Only policy is considered

cold and eligible for tiering.

Auto

The default tiering-minimum-cooling-days setting for the Auto tiering policy is 31 days.

Because reads keep block temperatures hot, increasing this value might reduce the amount of data that is

eligible to be tiered and increase the amount of data kept on the performance tier.

If you would like to reduce this value from the default 31 days, be aware that data should no longer be active
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before being marked as cold. For example, if a multiday workload is expected to perform a significant number

of writes on day 7, the volume’s tiering-minimum-cooling-days setting should be set no lower than 8

days.

Object storage is not transactional like file or block storage. Making changes to files that are

stored as objects in volumes with overly aggressive minimum cooling days can result in the

creation of new objects, the fragmentation of existing objects, and the addition of storage

inefficiencies.

Snapshot-Only

The default tiering-minimum-cooling-days setting for the Snapshot-Only tiering policy is 2 days. A 2-

day minimum gives additional time for background processes to provide maximum storage efficiency and

prevents daily data-protection processes from having to read data from the cloud tier.

ONTAP CLI

To change a volume’s tiering-minimum-cooling-days setting by using the ONTAP CLI, run the following

command:

volume modify -vserver <svm_name> -volume <volume_name> -tiering-minimum

-cooling-days <2-63>

The advanced privilege level is required.

Changing the tiering policy between Auto and Snapshot-Only (or vice versa) resets the inactivity

period of blocks on the performance tier. For example, a volume using the Auto volume tiering

policy with data on the performance tier that has been inactive for 20 days will have the

performance tier data inactivity reset to 0 days if the tiering policy is set to Snapshot-Only.
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