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Introduction

Protecting data with disaster recovery (DR) is a critical goal for businesses continuity. DR allows organizations
to failover their business operations to a secondary location and later recover and failback to the primary site
efficiently and reliably. Multiple concerns like natural disaster, network failures, software vulnerabilities, and
human error make developing a DR strategy a top IT priority.

For DR, all workloads running on the primary site must be faithfully reproduced on the DR site. An organization
must also have an up-to-date copy of all enterprise data, including database, file services, NFS and iSCSI
storage, and so on. Because data in the production environment is constantly updated, changes must be
transferred to the DR site on a regular basis.

Deploying DR environments is challenging for most organizations because of the requirement for infrastructure
and site independence. The number of resources needed and the costs of setting up, testing, and maintaining
a secondary data center can be very high, typically approaching the cost of the entire production environment.
It is challenging to keep a minimal data footprint with adequate protection, while continuously synchronizing
data and establishing seamless failover and failback. After building out the DR site, the challenge then
becomes to replicate data from the production environment and to keep it synchronized going forward.

This technical report brings together the FlexPod converged infrastructure solution, NetApp Cloud Volumes
ONTAP on Google Cloud, and Cisco Intersight to form a hybrid cloud data center for DR. In this solution we
discuss designing and executing an on-premises ONTAP workflow using Cisco Intersight Cloud Orchestrator.
We also discuss deploying NetApp Cloud Volumes ONTAP and orchestrating and automating data replication
and DR between FlexPod and Cloud Volumes ONTAP using the Cisco Intersight Service for HashiCorp
Terraform.

The following figure provide a solution overview.
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This solution provides multiple advantages, including:

* Orchestration and automation. Cisco Intersight simplifies the day-to-day operations of FlexPod hybrid
cloud infrastructure by providing consistent orchestration frameworks that are delivered via automation.

» Customized Protection. Cloud Volumes ONTAP provides block-level data replication from ONTAP to the
cloud that keeps the destination up to date through incremental updates. Users can specify a
synchronization schedule of every 5 minutes or every hour, for example, based on changes at the source
that are transferred over.

« Seamless failover and failback. When a disaster occurs, storage administrators can quickly failover to
the cloud volumes. When the primary site is recovered, the new data created in the DR environment is
synchronized back to the source volumes, re-establishing secondary data replication.

« Efficiency: The storage space and costs for the secondary cloud copy are optimized through the use of
data compression, thin provisioning, and deduplication. Data is transferred at the block-level in a
compressed and deduplicated form, improving transfer speed. Data is also automatically tiered to low-cost
object storage and only brought back to high-performance storage when accessed, such as in a DR
scenario. This significantly reduces ongoing storage costs.

* Increased IT productivity. Using Intersight as the single secure, enterprise-grade platform for
infrastructure and application lifecycle management simplifies configuration management and automation
of manual tasks at scale for the solution.

Audience

The audience for this document includes, but is not limited to; sales engineers, field consultants, professional
services, IT managers, partner engineers, site reliability engineers, cloud architects, cloud engineers, and
customers who want to take advantage of an infrastructure built to deliver IT efficiency and enable IT
innovation.



Solution topology

This section describes the logical topology of the solution. The following figure represents the solution topology
of the on-premises FlexPod environment, NetApp Cloud Volumes ONTAP running on Google Cloud, Cisco
Intersight, and NetApp Cloud Manager.
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The control planes and data planes are clearly indicated between the endpoints. The data plane uses a secure
site-to-site VPN connection to connect the ONTAP instance running on FlexPod All Flash FAS to the NetApp
Cloud Volumes ONTAP instance on Google Cloud.

The replication of workload data from FlexPod to NetApp Cloud Volumes ONTAP is handled by NetApp
SnapMirror, and the overall process is orchestrated using Cisco Intersight Cloud Orchestrator for both the on-
premises and cloud environments. Cisco Intersight Cloud Orchestrator consumes Terraform Resource
Providers for NetApp Cloud Manager to carry out operations related to NetApp Cloud Volumes ONTAP
deployment and establish data replication relationships.

@ The optional backup and tiering of cold data residing in the NetApp Cloud Volumes ONTAP
instance to Google Cloud Storage is also supported with this solution.

Next: Solution components.

Solution components

Previous: Solution overview.

FlexPod

FlexPod is a defined set of hardware and software that forms an integrated foundation for both virtualized and
non-virtualized solutions. FlexPod includes NetApp ONTAP storage, Cisco Nexus networking, Cisco MDS
storage networking, and Cisco Unified Computing System (Cisco UCS). The design is flexible enough that the
networking, computing, and storage can fit into one data center rack, or it can be deployed according to a



customer’s data center design. Port density allows the networking components to accommodate multiple
configurations.

Cisco Intersight

Cisco Intersight is a SaaS platform that delivers intelligent automation, observability, and optimization for
traditional and cloud-native applications and infrastructure. The platform helps to drive change with IT teams
and delivers an operating model designed for hybrid cloud. Cisco Intersight provides the following benefits:

» Faster delivery. Delivered as a service from the cloud or in the customer’s data center with frequent
updates and continued innovation, due to an agile-based software development model. This way the
customer can focus on accelerating delivery for line-of-business.

» Simplified operations. Simplify operations by using a single secure SaaS-delivered tool with common
inventory, authentication, and APIs to work across the full stack and all locations, eliminating silos across
teams. From managing physical servers and hypervisors on-premises, to VMs, K8s, serverless,
automation, optimization, and cost control across both on-premises and public clouds.

« Continuous optimization. Continuously optimize your environment by using intelligence provided by
Cisco Intersight across every layer, as well as Cisco TAC. This intelligence is converted into recommended
and automatable actions so you can adapt real-time to every change: from moving workloads and
monitoring health of physical servers to cost reduction recommendations the public clouds you work with.

There are two modes of management operations possible with Cisco Intersight: UCSM Managed Mode (UMM)
and Intersight Managed Mode (IMM). You can select native UMM or IMM for fabric-attached Cisco UCS
systems during initial setup of fabric interconnects. In this solution, native IMM is used.

Cisco Intersight licensing

Cisco Intersight uses a subscription-based license with multiple tiers.
Cisco Intersight license tiers are as follows:

» Cisco Intersight Essentials. Includes all base functionality plus the following features:
> Cisco UCS Central
o Cisco IMC Supervisor entitlement
> Policy-based configuration with Server Profiles
o Firmware management
o Valuation of compatibility with the Hardware Compatibility List (HCL)

» Cisco Intersight Advantage. Includes of the features and functionality of the Essentials tier plus the
following features:

> Widgets, inventory, capacity, utilization features, and cross-domain inventory correlation across
physical compute, network, storage, VMware virtualization, and AWS public cloud.

> The Cisco Security Advisory service where customers can receive important security alerts and field
notices about impacted endpoint devices.

 Cisco Intersight Premier. In addition to the capabilities provided in the Advantage tier, Cisco Intersight
Premier offers the following:

o Intersight Cloud Orchestrator (ICO) for Cisco and third-party compute, network, storage, integrated
systems, virtualization, container, and public-cloud platforms

o Full subscription entitlement for Cisco UCS Director at no additional cost.



More information about Intersight Licensing and features supported in each licensing can be found here.

In this solution, we use Intersight Cloud Orchestrator and Intersight Service for HashiCorp
Terraform. These features are available for users with the Intersight Premier license, so this
licensing tier must be enabled.

Terraform Cloud Integration with ICO

You can use Cisco Intersight Cloud Orchestrator (ICO) to create and execute workflows that call Terraform
Cloud (TFC) APIs. The Invoke Web API Request task supports Terraform Cloud as a target, and it can be
configured with Terraform Cloud APIs using HTTP methods. So, the workflow can have a combination of tasks
that calls multiple Terraform Cloud APls using generic API tasks and other operations. You need a Premier
license to use the ICO feature.

Cisco Intersight Assist

Cisco Intersight Assist helps you add endpoint devices to Cisco Intersight. A data center could have multiple
devices that do not connect directly with Cisco Intersight. Any device that is supported by Cisco Intersight but
does not connect directly to it requires a connection mechanism. Cisco Intersight Assist provides that
connection mechanism and helps you add devices into Cisco Intersight.

Cisco Intersight Assist is available within the Cisco Intersight Virtual Appliance, which is distributed as a
deployable virtual machine contained within an Open Virtual Appliance (OVA) file format. You can install the
appliance on an ESXi server. For more information, see the Cisco Intersight Virtual Appliance Getting Started
Guide.

After claiming Intersight Assist into Intersight, you can claim endpoint devices using the Claim Through
Intersight Assist option. For more information, see Getting Started.

NetApp Cloud Volumes ONTAP

 Leveraging built-in data deduplication, data compression, thin provisioning, and cloning to minimize
storage costs.

 Providing enterprise reliability and continuous operations in case of failures in your cloud environment.

* Cloud Volumes ONTAP uses NetApp SnapMirror, industry-leading replication technology, to replicate on-
premises data to the cloud so it's easy to have secondary copies available for multiple use cases.

* Cloud Volumes ONTAP also integrates with the Cloud Backup service to deliver backup and restore
capabilities for protection and long-term archiving of your cloud data.

» Switching between high and low-performance storage pools on-demand without taking applications offline.
* Providing consistency of Snapshot copies using NetApp SnapCenter.
* Cloud Volumes ONTAP supports data encryption and provides protection against viruses and ransomware.

* Integration with Cloud Data Sense helps you understand data context and identify sensitive data.

Cloud Central

Cloud Central provides a centralized location to access and manage NetApp cloud data services. These
services enable you to run critical applications in the cloud, create automated DR sites, back up your SaaS
data, and effectively migrate and control data across multiple clouds. For more information, see Cloud Central.


https://intersight.com/help/saas/getting_started/licensing_requirements
https://www.cisco.com/c/en/us/support/servers-unified-computing/intersight/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/servers-unified-computing/intersight/products-installation-guides-list.html
https://intersight.com/help/getting_started
https://docs.netapp.com/us-en/occm35/concept_cloud_central.html

Cloud Manager

Cloud Manager is an enterprise-class, SaaS-based management platform that enables IT experts and cloud
architects to centrally manage their hybrid multi-cloud infrastructure using NetApp cloud solutions. It provides a
centralized system for viewing and managing your on-premises and cloud storage to support multiple hybrid-
cloud providers and accounts. For more information, see Cloud Manager.

Connector

Connector enables Cloud Manager to manage resources and processes within a public cloud environment. A
Connector instance is required to use many features provided by Cloud Manager and can be deployed in the
cloud or on-premises network. Connector is supported in the following locations:

« AWS
* Microsoft Azure
* Google Cloud

* On premises

NetApp Active 1Q Unified Manager

NetApp Active I1Q Unified Manager allows you to monitor your ONTAP storage clusters from a single,
redesigned, intuitive interface that delivers intelligence from community wisdom and Al analytics. It provides
comprehensive operational, performance, and proactive insights into the storage environment and the virtual
machines running on it. When an issue occurs with the storage infrastructure, Unified Manager can notify you
about the details of the issue to help identify the root cause. The virtual machine dashboard gives you a view
into the performance statistics for the VM so that you can investigate the entire 1/O path from the vSphere host
down through the network and finally to the storage.

Some events also provide remedial actions that you can take to rectify the issue. You can configure custom
alerts for events so that when issues occur, you are notified through email and SNMP traps. Active I1Q Unified
Manager enables planning for the storage requirements of your users by forecasting capacity and usage
trends to proactively act before issues arise, preventing reactive short-term decisions that can lead to
additional problems in the long term.

VMware vSphere

VMware vSphere is a virtualization platform for holistically managing large collections of infrastructures
(resources including CPUs, storage, and networking) as a seamless, versatile, and dynamic operating
environment. Unlike traditional operating systems that manage an individual machine, VMware vSphere
aggregates the infrastructure of an entire data center to create a single powerhouse with resources that can be
allocated quickly and dynamically to any application in need.

For more information about VMware vSphere, follow this link.

VMware vSphere vCenter

VMware vCenter Server provides unified management of all hosts and VMs from a single console and
aggregates performance monitoring of clusters, hosts, and VMs. VMware vCenter Server gives administrators
a deep insight into the status and configuration of compute clusters, hosts, VMs, storage, the guest OS, and
other critical components of a virtual infrastructure. VMware vCenter manages the rich set of features available
in a VMware vSphere environment.


https://docs.netapp.com/us-en/occm/index.html
https://www.vmware.com/products/vsphere.html

Hardware and software versions

This hybrid cloud solution can be extended to any FlexPod environment that is running supported versions of
software, firmware, and hardware as defined in the NetApp Interoperability Matrix Tool and the Cisco UCS
Hardware Compatibility List.

The FlexPod solution that is used as a baseline platform in our on-premises environment was deployed
according to the guidelines and specifications described here.

The network within this environment is ACI- based. For more information, see here.

» See the following links for more information:
* NetApp Interoperability Matrix Tool
* VMware Compatibility Guide

» Cisco UCS Hardware and Software Interoperability Tool

The following table shows the FlexPod hardware and software revisions.

Component Product Version

Compute Cisco UCS X210C-M6 5.0(1b)
Cisco UCS Fabric Interconnects 4.2(2a)
6454

Network Cisco Nexus 9332C (Spine) 14.2(7s)
Cisco Nexus 9336C-FX2 (Leaf) 14.2(7s)
Cisco ACI 4.2(7s)

Storage NetApp AFF A220 9.11.1
NetApp ONTAP Tools for VMware  9.10
vSphere
NetApp NFS Plugin for VMware 2.0-15
VAAI
Active 1Q Unified Manager 9.1

Software vSphere ESXi 7.0(U3)
VMware vCenter Appliance 7.0.3
Cisco Intersight Assist Virtual 1.0.11-306
Appliance

The execution of Terraform configurations happens on the Terraform Cloud for Business account. Terraform
configuration uses the Terraform provider for NetApp Cloud Manager.

The following table lists the vendors, products, and versions.

Component Product Version

HashiCorp Terraform 1.2.7

The following table shows the Cloud Manager and Cloud Volumes ONTAP versions.


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_vmware_7u2.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_esxi65u1_n9k_aci.html
http://support.netapp.com/matrix/
http://www.vmware.com/resources/compatibility/search.php
https://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html

Component Product Version
NetApp Cloud Volumes ONTAP 9.11
Cloud Manager 3.9.21

Next: Installation and configuration - Deploy FlexPod.

Installation and configuration

Deploy FlexPod

Previous: Solution components.

To understand the FlexPod design and deployment details, including the configuration of
various elements of design and associated best practices, see Cisco Validated Designs
for FlexPod.

FlexPod can be deployed in both UCS Managed Mode and Cisco Intersight Managed Mode. If you are
deploying FlexPod in UCS Managed Mode, the latest Cisco Validated Design can be found here.

Cisco Unified Compute System (Cisco UCS) X-Series is a brand new modular compute system, configured
and managed from the cloud. It is designed to meet the needs of modern applications and to improve
operational efficiency, agility, and scale through an adaptable, future-ready, modular design. The design
guidance around incorporating the Cisco Intersight- managed UCS X-Series platform within FlexPod
infrastructure can be found here.

FlexPod with Cisco ACI deployment can be found here.

Next: Cisco Intersight configuration.

Cisco Intersight configuration

Previous: Deploy FlexPod.

To configure Cisco Intersight and Intersight Assist, see the Cisco Validated Designs for
FlexPod found here.

Next: Terraform Cloud Integration with ICO prerequisite.

Terraform Cloud Integration with ICO prerequisite

Previous: Cisco Intersight configuration.

Procedure 1: Connect Cisco Intersight and Terraform Cloud

1. Claim or create a Terraform cloud target by providing the relevant Terraform Cloud account details.

2. Create a Terraform Cloud Agent target for private clouds so that customers can install the agent in the data
center and enable communication with Terraform Cloud.

For more information, follow this link.


https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-guides.html
https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-guides.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_esxi65u1_n9k_aci.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_cvo_ico_ntap.html
https://intersight.com/help/saas/features/terraform_cloud/admin

Procedure 2: Generate user token

As a part of adding a target for Terraform Cloud, you must provide the username and API token from the
Terraform Cloud settings page.

1. Login to Terraform Cloud and go to User Tokens: https://app.terraform.io/app/settings/tokens.
2. Click Create a new API token.

3. Assign a name to remember and save the token in a secure place.

Procedure 3: Claim Terraform Cloud Target

1. Log into Intersight with Account Administrator, Device Administrator, or Device Technician privileges.
2. Navigate to ADMIN > Targets > Claim a New Target.

3. In Categories, click Cloud.

4. Click Terraform Cloud and click Start.
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5. Enter a name for the target, your username for the Terraform Cloud, the API token, and a default
organization in Terraform Cloud as displayed in the following image.

6. In the Default Managed Hosts field, make sure to add the following links along with other managed hosts:
o github.com

o github-releases.githubusercontent.com


https://app.terraform.io/app/settings/tokens

Terraform Cloud U
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If everything is correctly entered, you will see your Terraform Cloud target displayed in the Intersight Targets
section.

Procedure 4: Add Terraform Cloud agents
Prerequisites:

 Terraform Cloud target.

» Claimed Intersight Assist into Intersight before deploying the Terraform Cloud Agent.

@ You can only claim five agents for each Assist.

@ After you have created the connection to Terraform, you must spin up a Terraform Agent to
execute the Terraform code.

1. Click Claim Terraform Cloud Agent from the drop-down list of your Terraform Cloud target.

2. Enter the details for the Terraform Cloud agent. The following screenshot shows the configuration details
for Terraform agent.
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You can update any Terraform Agent property. If the target is in the Not Connected state and
has never been in the Connected state, then a token has not been generated for the Terraform
agent.

After the agent validation succeeds and an agent token is generated, you are unable to reconfigure the
Organization and/or Agent Pool. Successful deployment of a Terraform agent is indicated by a status of
Connected.

After you have enabled and claimed the Terraform Cloud integration, you can deploy one or more Terraform
Cloud agents in Cisco Intersight Assist. The Terraform Cloud agent is modelled as a child target of the
Terraform Cloud target. When you claim the agent target, you see a message to indicate that the target claim is
in progress.

After a few seconds, the target is moved to the Connected state, and the Intersight platform routes HTTPS
packets from the agent to the Terraform Cloud gateway.

Your Terraform Agent should be correctly claimed and should show up under targets as Connected.

Next: Configure Public Cloud Service provider.

Configure Public Cloud Service provider

Previous: Terraform Cloud Integration with ICO prerequisite.

Procedure 1: Access NetApp Cloud Manager

To access NetApp Cloud Manager and other cloud services, you need to sign up on NetApp Cloud Central.

@ For setting up workspaces and users in the Cloud Central account, click here.

11


https://cloud.netapp.com/
https://docs.netapp.com/us-en/occm/task_setting_up_cloud_central_accounts.html

Procedure 2: Deploy Connector

To deploy Connector in Google Cloud, see this link.

Next: Automated deployment of Hybrid Cloud NetApp Storage.

Automated deployment of Hybrid Cloud NetApp Storage

Previous: Configure Public Cloud Service provider.

Google Cloud

You must first enable APIs and create a service account that provides Cloud Manager with permissions to
deploy and manage Cloud Volumes ONTAP systems that are in the same project as the Connector or in
different projects.

Before you deploy a connector in a Google Cloud project, make sure that the connector isn’t running on your
premises or in a different cloud provider.

Two sets of permissions must be in place before you deploy a Connector directly from Cloud Manager:

* You need to deploy Connector using a Google account that has permissions to launch the Connector VM
instance from Cloud Manager.

» When deploying Connector, you are prompted to select the VM instance. Cloud Manager gets permissions
from the service account to create and manage Cloud Volumes ONTAP systems on your behalf.
Permissions are provided by attaching a custom role to the service account.You need to set up two YAML
files that include the required permissions for the user and the service account. Learn how to use the YAML
files to set up permissions here.

See this detailed video for all required prerequisites.

Cloud Volumes ONTAP deployment modes and architecture

Cloud Volumes ONTAP is available in Google Cloud as a single- node system and as a high-availability (HA)
pair of nodes. Based on the requirements, we can choose the Cloud Volumes ONTAP deployment mode.
Upgrading a single node system to an HA pair is not supported. If you want to switch between a single- node
system and an HA pair, then you must deploy a new system and replicate data from the existing system to the
new system.

Highly available Cloud Volumes ONTAP in Google Cloud

Google Cloud supports deployment of resources across multiple geographical regions and multiple zones
within a region. The HA deployment consists of two ONTAP nodes that use powerful n1-standard or n2-
standard machine types available in Google Cloud. Data is synchronously replicated between the two Cloud
Volumes ONTAP nodes to provide availability in the event of a failure. HA deployment of Cloud Volumes
ONTAP requires four VPCs and a private subnet in each VPC. The subnets in the four VPCs should be
provisioned with non-overlapping CIDR ranges.

The four VPCs are used for the following purposes:

* VPC 0 enables inbound communication to data and Cloud Volumes ONTAP nodes.
» VPC 1 provides cluster connectivity between Cloud Volumes ONTAP nodes.

* VPC 2 allows for non-volatile ram (NVRAM) replication between nodes.

12
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* VPC 3 is used for connectivity to the HA mediator instance and disk replication traffic for node rebuilds.

The following image shows a highly available Cloud Volumes ONTAP in Goggle Cloud.
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For details, see this link.
For networking requirements for Cloud Volumes ONTAP in Google Cloud, see this link.

For details about data tiering, see this link.

Set up environment prerequisites

The automated creation of Cloud Volumes ONTAP clusters, SnapMirror configuration between an on-premises
volume and a Cloud volume, creating a cloud volume, and so on are performed using Terraform configuration.
These Terraform configurations are hosted on a Terraform Cloud for Business account. Using Intersight Cloud
Orchestrator, you orchestrate tasks like creating a workspace in a Terraform Cloud for Business account, add
all required variables to the workspace, execute a Terraform Plan, and so on.

For these automation and orchestration tasks, there are a few requirements and data needed, as is described
in the following sections.
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https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-getting-started-gcp.html
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https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/concept-data-tiering.html

GitHub repository

You need a GitHub account to host your Terraform code. Intersight Orchestrator creates a new workspace in
the Terraform Cloud for Business account. This workspace is configured with a version control workflow. For
this purpose, you need to keep the Terraform configuration in a GitHub repository and provide it as an input
while creating the workspace.

This GitHub link provides the Terraform configuration with various resources. You can fork this repository and
make a copy in your GitHub account.

In this repository, provider. tf has the definition for the required Terraform provider. Terraform provider for
NetApp Cloud Manager is used.

variables.tf has all the variable declarations. The value for these variables is input as the Intersight Cloud
Orchestrator’s workflow input. This provides a convenient way to pass values to a workspace and execute the
Terraform configuration.

resources. tf defines the various resources needed to add an on-premises ONTAP to the working
environment, create a single node Cloud Volumes ONTAP cluster on Google Cloud, establish a SnapMirror
relationship between on-premises and Cloud Volumes ONTAP, create a cloud volume on Cloud Volumes
ONTAP, and so on.

In this repository:

* provider.tf has NetApp Cloud Manager as a definition for the required Terraform provider.

* variables. tf has the variable declarations that are used as input for the Intersight Cloud Orchestrator
workflow. This provides a convenient way to pass values to workspace and execute Terraform
configuration.

* resources. tf defines various resources to add an on-premises ONTAP to the working environment,
create a single- node Cloud Volumes ONTAP cluster on Google Cloud, establish a SnapMirror relationship
between on-premises and Cloud Volumes ONTAP, create a cloud volume on Cloud Volumes ONTAP, and
SO on.

You can add an additional resource block to create multiple volumes on Cloud Volumes ONTAP or use count
or for each Terraform constructs.

To connect Terraform workspaces, modules, and policy sets to git repositories containing Terraform
configurations, Terraform Cloud needs access to your GitHub repo.

Add a client, and the OAuth Token ID of the client is used as one of the Intersight Cloud Orchestrator’s
workflow input.

—_

. Log in to your Terraform Cloud for Business account. Navigate to Settings > Providers.
2. Click Add a VCS provider.

3. Select your version.

4. Follow the steps under Set up provider.

5. You see the added client in VCS Providers. Make a note of the OAuth Token ID.

Refresh token for NetApp Cloud Manager API operations

In addition to the web browser interface, Cloud Manager has a REST API that provides software developers
with direct access to the Cloud Manager functionality through the Saa$S interface. The Cloud Manager service
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consists of several distinct components that collectively form an extensible development platform. The refresh
token enables you to generate access tokens that you add to the Authorization header for each API call.

Without calling an API directly, the netapp-cloudmanager provider uses a refresh token and translates the
Terraform resources into corresponding API calls. You need to generate a refresh token for NetApp Cloud
Manager API operations from NetApp Cloud Central.

You need the client ID of the Cloud Manager Connector to create resources on Cloud Manager such as
creating a Cloud Volumes ONTAP cluster, configuring SnapMirror, and so on.

1. Log into Cloud Manager: https://cloudmanager.netapp.com/.

2. Click Connector.

3. Click Manage Connectors.

4. Click the ellipses and copy the Connector ID.

Develop Cisco Intersight Cloud Orchestrator workflow

Cisco Intersight Cloud Orchestrator is available in Cisco Intersight if:

* You have installed the Intersight Premier license.

* You are either an account administrator, storage administrator, virtualization administrator, or server
administrator and have a minimum of one server assigned to you.

Workflow Designer

The Workflow Designer helps you create new workflows (as well as tasks and data types) and edit existing
workflows to manage targets in Cisco Intersight.

To launch the Workflow Designer, go to Orchestration > Workflows. A dashboard displays the following
details under the tabs My Workflows, Sample Workflows, and All Workflows:

+ Validation Status

 Last Execution Status

» Top Workflows by Execution Count

» Top Workflow Categories

* Number of System Defined Workflows

» Top Workflows by Targets
Using the dashboard, you can create, edit, clone, or delete a tab. To create your own custom view tab, click +,

specify a name, and then select the required parameters that need to be displayed in the columns, tag
columns, and widgets. You can rename a tab if it doesn’t have a Lock icon.

Under the dashboard is a tabular list of workflows displaying the following information:

 Display Name

* Description

» System Defined
 Default Version

» Executions
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» Last Execution Status
 Validation Status
» Last Update

» Organization
The Actions column allows you to perform the following actions:

* Execute. Executes the workflow.

* History. Displays workflow execution history.

* Manage Versions. Create and manage versions for workflows.
* Delete. Delete a workflow.

* Retry. Retry a failed workflow.

Workflow

Create a workflow that consists of the following steps:

» Defining a workflow. Specify the display name, description, and other important attributes.

» Define workflow inputs and workflow outputs. Specify which input parameters are mandatory for the
workflow execution, and the outputs generated on successful execution

* Add workflow tasks. Add one or more workflow tasks in the Workflow Designer that are needed for the
workflow to carry out its function.

» *Validate the workflow. *Validate a workflow to ensure that there are no errors in connecting task inputs and
outputs.

Create workflows for on-premises FlexPod storage

To configure a workflow for on-premises FlexPod storage, see this link.

Next: DR workflow.

DR workflow

Previous: Automated deployment of Hybrid Cloud NetApp Storage.

The sequence of steps are as follows:

1. Define the workflow.

o Create a short, user-friendly name for the workflow, such as Disaster Recovery Workflow.
2. Define the workflow input. The inputs we take for this workflow include the following:

> Volume options (volume name, mount path)

> Volume capacity

o Data center associated with the new datastore

o Cluster on which the datastore is hosted

o Name for the new datastore to create in vCenter

o Type and version of the new datastore
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> Name of the Terraform organization
o Terraform workspace
o Description of the Terraform workspace
> Variables (sensitive and nonsensitive) required to execute Terraform configuration
o Reason for starting the plan
3. Add the workflow tasks.

The tasks related to operations in FlexPod include the following:

o Create volume in FlexPod.
o Add storage export policy to the created volume.

> Map the newly created volume to a datastore in VMware vCenter.
The tasks related to creating Cloud Volumes ONTAP cluster:

o Add Terraform workspace

o Add Terraform variables

o Add Terraform sensitive variables
o Start new Terraform plan

o Confirm Terraform run

4. Validate the workflow.

Procedure 1: Create the workflow

1. Click Orchestration from the left navigation pane and click Create Workflow.
2. In the General tab:

a. Provide the display name (Disaster Recovery Workflow).

b. Select the organization, set tags, and provide a description.
3. Click Save.

Disgabid Bocriry Workclow

Wl S [ pownation
Sl ey e Actom
o Enatie ety Trate huatr: Boiitiecs

B 1 rabie Deinag 1 g
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Procedure 2. Create a new volume in FlexPod

1. Go to the Designer tab and click Tasks from the Tools section.
2. Drag and drop the Storage > New Storage Volume task from the Tools section into the Design area.

3. Click New Storage Volume.

CONFIGURE > Orches > Create Workflow

General Designer Mapping Code

— Tools

Workflows Operations

New Storage LUN . New Storage Volume
Storage

New Storage LUN 1D
New Storage Pool
New Storage Snapshot Policy

New Storage Snapshot Policy
Schedule

New Storage Virtual Machine

[] Mew Storage Volume

New Storage Volume Snapshot
Remove Hitachi Snapshot Data

Remove Hitachi Snapshot Pair

[ PR ST | S I

4. In the Task Properties area, click the General tab. Optionally, you can change the name and description
for this task. In this example, the name of the task is Create Volume in FlexPod.
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At Intersight

MONITOR

OPERS

CONFIGURE

Orchestration

CONFIGURE > Orchestration

> Create Workflow

Designer

+ New Storage LUN

7] New Storage LUN 1D

1 New Storage Pool

5] New Storage Snapshot Policy

2] New Storage Snapshat Policy

Schedule

{21 New Storage Virtual Machine

1 New Siorage Volume

re Repository

(] Now Storage Volume Snapshot

| Remove Hitachi Snapshot Data

+] Remove Hitachi Snapshat Pair

5. In the Task Properties area, click Inputs.

6. Click Map in the Storage Device field.

CONFIGURE > Orchestration >

General Designer

= Tools
Tasks Workflows
), Search
New Storage LUN
New Storage LUN ID
New Storage Pool
New Storage Snapshot Policy

New Storage Snapshot Policy
Schedule

New Storage Virtual Machine
New Storage Volume

Mew Storage Volume Snapshot
Remove Hitachi Snapshot Data

[5] Remove Hitachi Snapshot Pair

Create Workflow

Mapping Code

Operations

Create volume in FlexPod

Storage

Create volume in FlexPod

2

Ruchika Lahotl

© Save the workflow to validate.

Create volume in FlexPod

Outputs Variables

Create volume in FlexPod

Version

3 (default)

MNew Storage Volume

Creatle a slorage velurme with velume name and volume si

Task Details

Create a storage volume with volume name and volume size as
nputs. Generates the volume name and volume size as outputs

@ Eroble Roliback ¢

Ruchika Lahoti 0,

) Save the workflow 10 validate.

Create volume in FlexPod

General Inputs Outputs Variables

L, Search

Storage Device *

WVALUE NOT SPECIFIED

Storage Vendor Virtual Machine * ©

VALUE NOT SPECIFIED

Storage Vendor Aggregate *

VALUE NOT SPECIFIED

Storage Vendor Volume Options *

VALUE NOT SPECIFIED

Unhima Manacite &

7. Choose Static Value and click Select Storage Device.

8. Click the storage target added and click Select.




+ » Create Workflow > New Storage Volume > Storage Device {3 (2) Ruchika Lahoti Q.

Select Storage Device

6 items found 10 ~ perpage

-4, Add Filter
Type of Mapping
Name Vendor

Static Value AFF_A220 NetApp

a220-g1316 NetApp

Storage Device * healthylife NetApp

ocp-cluster NetApp

singlecvoaws MetApp

vsim NetApp

Selected 1 of 6

9. Click Map.

> Create Workflow > MNew Storage Volume > Storage Device 7 " Ruchika Lahoti

Map Task Input

Configure/Assign the value from available options

Type of Mapping

Input

Static Value

@ Provide custom valoes as the input.

Storage Device *

Selected Storage Device  a220-g1316

10. Click Map in the Storage Vendor Virtual Machine field.




CONFIGURE > Orchestration » Create Workflow L & Q, Ruchika Lahoti 2.
General Designer Mapping Code i Save the workflow 1o validate.

i= Tools i Create volume in FlexPod
Tasks Workflows Operations : General Inputs Outpuls Variables

4, Search €, Search

Create volume in FlexPod .
* Executors Storage b= Storage Device *

i : Custorn Value
Invoke Ansible Playbook 2% Custom Value

[£ Invoke PowerShell Seript Q Storage Vendor Virtual Machine* ©

[# Invoke SSH Commands VALUE NOT SPECIFIED

[#] invoke Web API Request

Storage Vendor Aggregate* ©
« Compute
. VALUE NOT SPECIFIED
[f] Add Server Policies to Profile

[*] clear Server Storage Controlier Storage Veendor Volume Options *
Configuration
VALUE NOT SPECIFIED
[#] Clear Server Storage Controlier
Foreign Configuration
Volume Capacity * ©

11. Choose Static Value and click Select Storage Virtual Machine.

«ss > Create Workflow > New Storage Volume i « Ruchika Lahoti 2,

available options.

Type of Mapping
Input

Static Value

@ Provide custom value:

Storage Vendor Virtual Machine

Storage Virtual Machine *

12. Select the storage virtual machine where the volume needs to be created and click Select.




- > Create Workflow > New Storage Volume ) 13 h 1 Ruchika Lahoti G,

Select Storage Virtual Machine

14 items found 10 ~ per page
Type of Mapping

Add Filter

Name

FlexPod-Express-infra-SVM

Infra_SVM
0CP-SVM
demo2_svm
demod_svm

Storage Virtual Machine *
demoServer

hybrid_cloud_2_svm

hybrid_cloud_rtp

13. Click Map.
Create Workflow >  New Storage Volume 3 v & @ Ruchika Lahoti

Map Task Input

Configure/Assign the value from available options.

Type of Mapping
Inpit

Static Value

@ Provide custom values as the input

Storage Vendor Virtual Machine

Storage Virtual Machine *
ed Storage Virtual

Maching hybrid_cloud_2_svm

14. Click Map in the Storage Vendor Aggregate field.




CONFIGURE > Orchestration > Create Workflow

General Designer Mapping Code

i= Tools

Workflows Operations

* Executors
[ tnveke Ansible Playbook
[#] Invoke PowerShell Script
[#] Invoke SSH Commands
[#] Invoke Web API Request
» Compute
[*] Add Server Policies to Profile

[¥] Clear Server Storage Controller
Configuration

[3] Clear Server Storage Controller
Foreign Configuration

. Create volume in FlexPod
Storage

Create volume in FlexPod

General Inpuis

Q,  Search

Storage Device *

#% Custom Value

Storage Vendor Virtual Machine *

& Custom Value

Storage Vendor Aggregate *

VALUE NOT SPECIFIED

Ruchika Lahoti £

Save the workflow to validate.

Outpuls Varables

Storage Vendor Volume Options* ©

VALUE NOT SPECIFIED

Unlitma Manacite &

15. Choose Static Value and click Select Storage Aggregate. Choose the aggregate and click Select.

Create Workflow > New Storage Volume

Type of Mapping

Storage Vendor Aggregate

Aggregates

16. Click Map.

Select Aggregate
Name
aggrl1_nodeln
aggrD1_nodel
agarD1_node0?
aggri1_node02
aggrl
aggr1_AFF_A220_01
aggri_AFF_A220_02
aggr]_cie_na220_g1316_01
aggr2

Selected 1 of 9

17. Click Map in the Storage Vendor Volume Options field.

18. Choose Direct Mapping and click Workflow Input.

Ruchika Lahoti 4L




> Create Workflow > New Storage Volume ) 73 A 90

Map Task Input

Configure/Assign the value from available options.

Type of Mapping

Input

Direct Mapping

© Map the workflow input, variable or any of the previous task’s outputs to input.

Map 1o

Workflow Input

Input Name *

19. In the Add Input wizard, complete the following steps:

a. Provide a display name and reference name (optional).

o

Make sure that Storage Vendor Volume Options is selected for the Type.
Click Set Default Value and Override.

Click Required.

Set the Platform Type to NetApp Active 1Q Unified Manager.

-~ ©®© Qo O

Provide a default value for the created volume under Volume.

Click NFS. If NFS is set, an NFS volume is created. If this value is set to false, a SAN volume is
created.

@

h. Provide a mount path and click Add.
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Add Workflow Input

B4 Set Default Value ©
™ Allow User Override

Default Values *
Storage Vendor Volume Options

Platform Type ©

Pure Hitachi Virtual Storage
FlashArray ~ Platform

Volume *

mssql_data_vol

NFS Volume Option
¥ NFS ©

Mount Path
/mssql_data_vol

20. Click Map.

21. Click Map in the Volume Capacity field.

22. Choose Direct Mapping and click Workflow Input.
23. Click Input Name and Create Workflow Input.

NetApp Active IQ
Unified Manager
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Storage Volume > Volume Capacity 73 A 90

Map Task Input

Confi 1 the valt

Type of Mapping

Inpaut

Direct Mapping

© Map the workfiow input, variable or any of the previous task’s outputs to input

Map to

Workflow Input

Input Name *

Storage Vendor Volume Options

24. In the Add Input wizard:

26

a.

=

Q o

o

Provide a display name and a reference name (optional).

Click Required.

For Type, select Storage Capacity.

Click Set Default Value and Override.

Provide a default value for the volume size and unit.
Click Add.

available options

Ruchika Lahoti &,




Add Workflow Input

Storage Capacity

B SetDefault Value ¢

8 Allow User Override ©

Dafault Values *

Volume Capacity
Size ¥

20

Unit *

GiB

25. Click Map.

26. With Connector, create a connection between the Start and Create Volume in FlexPod tasks, and click
Save.

CONFIGURE > Orchestration » Create Workflow
General Designer Mapping Code

= Tools

Tasks Workflows Operations

O, Search .
Create volume in FlexPod
*» Executors v Storage

-

[#] Invoke Ansible Playbook
[#] Invoke PowerShell Script
[#] Invoke SSH Commands
[#] Invoke Web API Request
s Compute
[+] Add Server Policies to Profile

[#] clear Server Storage Controller
Configuration

[¥] clear Server Storage Controller
Foreign Configuration




Ignore the error for now. This error displays because there is no connectivity between the
tasks Create Volume in FlexPod and Success which is required to specify the successful
transition.

Procedure 3: Add storage export policy

1. Go to the Designer tab and click Tasks from the Tools section.

2. Drag and drop the Storage > Add Storage Export Policy to Volume task from the Tools section in the
Design area.

3. Click Add Storage Export Policy to Volume. In the Task Properties area, click the General tab.
Optionally, you can change the name and description for this task. In this example, the name of the task is
Add Storage Export Policy.

4. Use Connector to make a connection between the tasks Create Volume in FlexPod and Add Storage
Export Policy. Click Save.

General Designer Mapping Code & Invalid 1 error found. Resolve errors to execute,

+| New Hitachi Snapshot Data

[¥] New NetApp NAS Smart Volume

1*] Now NetApp Smart LUN

Teols

-
- Craate volume in FlexPod
erRge
. Add Storage Export Policy 1o V.

[*] Mew Hitachi Snapshot Pair

[i1 Mew Storage Data IP Interface

4] New Storage Export Policy

[*] New Storage Export Policy Rule

[1 New Storage Fibre Channel Interface
#] New Storage Host

[#] New Storage Host Group

New Storage LUN

[£] New Storage LUN ID

[#] New Storage Pool

Add Storage Export Policy to Volume
Goneral inputs Outputs

Name *

Add Storage Export Policy to Volume

1 (defaul)

Add Storage Export Policy to Volume

Add an export policy to a volume with storage virtual mach

Task Dotails

Add an export policy 1o a volume with storage viriual maching
nama, velume nama, axport policy name as the inputs. On
successiul execution volume name and export policy added are
generated a5 outputs.

Last saved 7 minutes ago

5. In the Task Properties area, click Inputs.

6. Click Map in the Storage Device field.
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General Dasigner Mapping Code A Invalid 1 error found. Resolve erors to execute.

= Tools i Add Storage Export Policy to Volume
Workflows General Inputs Outputs

e € Search
. Create volume in FlexPod
* Executors A — 9 .I-.'.'- Storage Device *

[#] Invoke Ansible Playbook VALUE NOT SPECIETED

Storage Vendor Virtual Machine * ¢

+| Invoke PowerShell Script . Add Storage Export Policy to V

[*] invoke 55H Commands
WVALLUE NOT SPECIFIED

[#] Invoke Wab API Request
® Compute A Volume* ©

(] Add Server Policies to Profile VALUE NOT SPECIFIED

=
1=} Clear Server Storage Controller Export -
Configuration Polkcy

+| Clear Server Storage Controller VALUE NOT SPECIFIED

Foreign Configuration
[*] Copy Server Profile
1+] Delete Server Virtual Drives

[*] Daploy Server Profile

Last savad 8 minutes ago

7. Choose Static Value and click Select Storage Device. Select the same storage target added while
creating the previous task of creating a new storage volume.

8. Click Map.

Nasria Svplp

AFF_AZ20

22091316

eoalttyte

ocpchuster Nethpo
ningheCvoares MetAps
veirm MNetipp

ariected Vol &

9. Click Map in the Storage Vendor Virtual Machine field.

10. Choose Static Value and click Select Storage Virtual Machine. Select the same storage virtual machine
added while creating the previous task of creating a new storage volume.




Mame

FlexPod Express infra SVM

Infra_SVM

OCP-SWM

demod_svm
demol_svm

domoServer

11. Click Map.
12. Click Map in the Volume field.

13. Click Task Name and then click Create Volume in FlexPod. Click Output Name and then Volume.

In Cisco Intersight Cloud Orchestrator, you can provide the output of a previous task as the

@ input for a new task. In this example, the Volume details were provided from the Create
Volume in FlexPod task as an input for the task Add Storage Export Policy.

Map Task Input

Configure/Assign the value from available options.

Type of Mapping

Input

Direct Mapping

© Map the workflow input, variable or any of tha previous task’s outputs 1o Input
Map to

'_Fas_k_ Ou't_g_ul

Task Name * Dutput Mame *

Create volume in FlexPod © Volume




14. Click Map.
15. Click Map in the Export Policy field.
16. Choose Static Value and click Select Export Policy. Select the export policy created.

ri Policy to Valume > Export Policy I8 B 93 ¢/ = L 3 6] Ruchika Lahoti &

xport Policy

export-hybrid_cloud_2_svm-mysqgl_data_copy

export-hybrid_cloud_2_svm-mysqgl_ds_copy

export-hybrid_cloud_2_svm-mysqgl_log_copy

export-infra_sv¥m-tesi_copy

axport-svm_singlecvoaws

export-sym_singlecvoaws-application_copy

export-svm_singlecvoaws-hybrid_cloud_1_swap_copy

export-svm_singlecvoaws-ocp_volume

export-svm_singlecvoaws-test_data_copy

hybrid-ONTAP-Export-policy

=mb

test

Selected 10119

17. Click Map and then Save.

@ This completes addition of an export policy to the volume. Next, you create a new datastore
mapping the created volume.

Procedure 4: Map FlexPod volume to datastore

1. Go to the Designer tab and click Tasks from the Tools section.

2. Drag and drop the Virtualization > New Hypervisor Datastore task from the Tools section in the Design
area.

3. Use Connector to make a connection between the Add Storage Export Policy and New Hypervisor
Datastore tasks. Click Save.
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IrvoRe PowerShed Sorpt
Irrvois SSH Corremands
Fresae Welh AR Reguartt
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4. Click New Hypervisor Datastore. In the Task Properties area, click the General tab. Optionally, you can
change the name and description for this task. In this example, the name of the task is Map volume to
Datastore.

General Designer Mapping Code A nvalid 1 emor found. Resolve emors to execute.
1 i

= Tools [E] Map volume to datastore
Tasks Workflows Operations A Ganeral Inputs Outputs

L Search
: Name *

{#] invoke Guest Customization for Linux =% o Map vaolume to datastore
Virtual Machine . c_'fl“" volume in FlexPod &
L

t] Invoke Guest Customization for 1 Vaesion 1 (default)
Virtual Machine
= Tosk Typa Mow Hypervisor Datastore
B Inveke Guest Customization for . .
Windows Virtual Machina Liser Description
(5 Move Virtual Macsine Create & new datastors on selected hypervisor. Requires d

(3] New Datastore Cluster Task Detaits

Create 3 new datasione on sek hypervisor. Requires da .
- chuster (or host), and datastore. For VMFS, the canonical disk name,
| New Distributed Virtual Switch and VMFS varsion inpuis are needed. For NFS, remote server and
mount path, and NFS version afa needed. On succassil axecution,
the datastore name, disk name, VMFS version, and datacenter
name are generatad as outputs.

= Map volume to datasiore
+| Mew Distributed Virtual Network I Virtusdipalic

[#] Mew Hypervisor Cluster
] New Hypervisor Datacentar
5] Mew Hypervisor Datastore @@ EnableRoliback ©

[¥] Mew Hypervisor Host

(3] Mew Virtual Machine from Template
A Chona frnm Wirkinl Maching

Last saved 16 minutes ago

5. In the Task Properties area, click Inputs.
6. Click Map in the Hypervisor Manager field.

7. Choose Static Value and click Select Hypervisor Manager. Click the VMware vCenter target.




1 » New Hypervisor Datastore > Hypervisor Manager ) Bb 33 f 1 . =3 Ruchika Lahoti Q.

Select Hypervisor Manager

. Add Filter

Nama Vendor

g13-vefpme.sa ViMwara

weenter.mva local VMware

Selectod 1 0l 2

8. Click Map.

frecovery workflow > Edit > New Hypervisor Datastore >  Hypervisor Manager [ 86 A4 93 « = = 13, Ruchika Lahoti L

srrmge smeis asspEes

Configuref Assign the value from avallable options.

Type of Mapping

Input

Static Value

@ Provide custom values as the input

Hypervisor Manager *

Salected Hypervisor Manager g13-vc.fpmc.sa

9. Click Map in the Data center field. This is the data center associated with the new datastore.
10. Choose Direct Mapping and click Workflow Input.
11. Click Input Name and then Create Workflow Input.




Map Task Input

Configure/Assign the value from available options

Type of Mapping

Input

Direct Mapping

@ Map the warkflow input, variabie or any of the previous 1ask's SUIPULS 1o Inpul

Map to

Waorkflow Input

Input Name *

Storage Vendor Voluma Opticn
Storage Vendor Volume Options

Volume Capacity

12. In the Add Input wizard, complete the following steps:

a. Provide a display name and reference name (optional).
b. Select Datacenter as the type.

c. Click Set Default Value and Override.

d. Click Select Datacenter.

e. Click the data center associated with the new datastore and then click Select.

Add Workflow Input

2 items found

InventoryPath
Demo-FlexPod-Express fDemo-FlexPod-Express
FlexPod-G13 fFlexPod-G13

Selacted 10f 2




= Click Add.
13. Click Map.
14. Click Map in the Cluster field.
15. Choose Direct Mapping and click Workflow Input.

Map Task Input

value from available optichs

Type of Mapping

Input

Direct Mapping

© Map the woerkfiow inpln, vartable or any of the preyious tek's SEIpUIE i input

Map o

Workflow Input

Input Name *

Datacoenter
Storage Vendor Violume Option
Storage Vandor Volume Oplions

Voluma Capacity

16. In the Add Input wizard, complete the following steps:
a. Provide a display name and reference name (optional).
b. Click Required.

Select Cluster as the type.

Click Set Default Value and Override.

Click Select Cluster.

-~ ®© o o

Click the cluster associated with the new datastore.

Click Select.

@
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Select Cluster

Mame IvventoryPath

{Demo-FlexPod-Expresshost/UCS Mini

UCS Mini
Washington {FhxPed-G13Most/ Washington

ed 10f 2

h. Click Add.
17. Click Map.
18. Click Map in the Host field.
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Add Workflow Input

Cluster on which the datastore will

Value Restrictions
Required
Collection/Multiple ©

Type

Cluster

= set Default Value ©
B Aliow User Override

Default Values *
Cluster ¢

acted Cluster Washington

19. Choose Static Value and click the host on which the datastore will be hosted. If a cluster is specified, then
the host is ignored.
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4 items found 10 v perpage

Add Filter

Type of Mapping
Name

Static Value 172.22.0111

172.22.0.112
esxi-01.nva local
esxi-02.nva.local

Selected 1 of 4

20. Click Select and Map.

21. Click Map in the Datastore field.

22. Choose Direct Mapping and click Workflow Input.
23. Click Input Name and Create Workflow Input.

Map Task Input

Configure/Assign the value from avallable oplions:

Type of Mapping
Input
Direct Mapping
@ Map the workflow input, variabie or any.of the previous task's outputs 1o input

Map to

Workflow Input

Input Mame *

Cluster

Datacenter

Storage Vendor Volume Option
Storage Vendor Volume Options

Volume Capacity




24. In the Add Input wizard:
a. Provide a display name and reference name (optional).
b. Click Required.
c. Click Set Default Value and Override.

d. Provide a default value for the datastore and click Add.

Add Workflow Input

Type
String

Regex
~{1,42)}%
Secure ©

- Object Selector ©

B setDefault Value ©
B  Allow User Override @

Default Values *

hybrid-dsf

25. Click Map.

26. Click Map in the input field Type of Datastore.

27. Choose Direct Mapping and click Workflow Input.
28. Click Input Name and Create Workflow Input.
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Type of Mapping

Input

Direct Mapping

@ Map the workfiow input, variabie ar any of the previous task’s outputs to input

Map o

Workflow Input

Input Ne

Cluster

Datacenter

Datastore

Storage Vendor Volume Option

Storage Vendor Volume Options

29. In the Add Input wizard, complete the following steps:
a. Provide a display name and reference name (optional) and click Required.

b. Make sure to select the type Types of Datastore and click Set Default Value and Override.
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Add Workflow Input

Display Mame * Reference Mame *

Type of Datastore 4 DatastoreVersion

Description

Type and version of the new datasi

Value Restrictions
B Required
Collection/Multiple ©

Type

Types of Datastore

5 set Default Value
B allow user Override ©

Default Valses *

Type of Dalastore

c. Provide the Remote Path. This is the remote path of the NFS mount point.
d. Provide the host names or IP addresses of remote NFS server in NFS Server Address.

e. Click the Access Mode. The Access mode is for the NFS server. Click read-only if volumes are
exported as read-only. Click Add.



Add Workflow Input

Default Values *

Type of Datastore

Type of Datastore <
VMFS-6

Remote Path *

/masqgl_data_vol

NFS Server Address *

172.22.4.155

Access Mode o

& Read Write Read Only

30. Click Map.
31. Click Save.

1 error found Resclee errors o exeCutie

* Exscutors .Cm-ﬂ—nlhlm
.

= e Araible PlaySook

* irvohe PowerShell Sorpt
Irrwcie S50 Correrands . Al Braw apa | apenrt Palcy b W
»
£ irrepar Wel AFY Reguret
= Compute
Add Server Poboses 1o Profile

. Cloar Server Siorege Corteolier
Coanfaur it

* Gt Sevver Sk spe Cortrofer
Foresgr ConfQuratar

*| Coow Server Profie

Last saved i 8 frw gaconSs

This completes the task of creating the datastore. All the tasks performed in the on- premises FlexPod
Datacenter are completed.




Designer Mapping Code A& Invalid 1 error found. Resolve errors to execute.

* Networking . Create volume in FlexPod
- STGIBgE L

& Targel Management

= Terraform Cloud . Md Slwm Export Policy to V..

[*] Add Terraform Sensitive Variable

[+] Add Terraform Variable g Map volume to datastore

B

[+ Add Terraform Workspace - ®
*] confirm and Apply Terraform Run

—= ' SARr [ A Terralorm Workspace
[¥] Get Terraform Current State Version e i e

Get Terraform Run 1D

[*] Get Terraform Run State

Procedure 5: Add a new Terraform workspace

1. Go to the Designer tab and click Tasks from the Tools section.

2. Drag and drop the Terraform Cloud > Add Terraform Workspace task from the Tools section in the
Design area.

3. Use Connector to connect the Map volume to Datastore and Add Terraform Workspace tasks and click
Save.

4. Click Add Terraform Workspace. In the Task Properties area, click the General tab. Optionally, you can
change the Name and Description for this task.
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CONFIGURE > Orchestration > Disaster recovery workflow >  Edit B6 A4 93 [+ L 3 Ruchika Lahoti £
General Designer Mapping Code & Invalid 1 error found. Resolve errors to execute.
= Tools [il Add Terraform Workspace
Tasks Workflows Operations ; General Inputs Outputs Variables

4, Search

Name *

® Networking . Create volume in FlaxP - Add Terraform Workspace
Torage aa
]

& Storage —
= Version 1 (default)

. Add Suorege Export Poib :-""»u i Task Type Add Terraform Workspace

User Description

® Target Management

o Terraform Cloud

[£] Add Terraform Sensitive Variable Creating a Terraform Workspace

+] Add Terraform Variable Map volume 1o datastore
it

virtualisa Task Details

*1 Add Terraform Workspace @ _
£ Creating a Terraform Workspace

#] confirm and Apply Terraform Run 4 L
Y A e tou ko @@ Enable Rollback

— : 4
| Get Terraform Current State Version

+] Get Terraform Run ID

‘| Get Terraform Run State

Last saved 2 minutes ago

. In the Task Properties area, click Inputs.
. Click Map in the input field Terraform Cloud Target.

. Choose Static Value and click Select Terraform Cloud Target. Select the Terraform Cloud for Business
account that was added as explained in Configure Cisco Intersight Service for HashiCorp Terraform.”.

Select Terraform Cloud Target

1 nems found 10 ~  perpage
Add Filter
Type of Mapping
Name Target Type

TFCB TerraformCloud

Selected 1 of 1

Terraform Cloud Target *

8. Click Map.
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9. Click Map in the input field Terraform Organization Name.

10. Choose Static Value and then click Select Terraform Organization. Select the name of the Terraform

1.
12.

13.
14.

Organization that you are part of in your Terraform Cloud for Business account.

Select Terraform Organization Name

L, Add Filter

Name identity

cisco-intersight-gc org-MZpxKCstWgQaBbbe

d10f1

Click Map.

Click Map in the Terraform Workspace Name field. This is the new workspace in the Terraform Cloud for
Business account.

Choose Direct Mapping and click Workflow Input.
Click Input Name and Create Workflow Input.
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Map Task Input

C

Type of Mapping

Input

Direct Mapping

@ Map the woarkflow input, variable or any of the previous task’s outpuis 1o input

Map 10

Workflow Input

Input Name *

Cluster
Datacenter

Datastore

15. In the Add Input wizard, complete the following steps:

a. Provide a display name and reference name (optional).

o

Click Required.

Make sure to select String for Type.
Click Set Default Value and Override.
Provide a default name for workspace.
Click Add.

-~ © o o
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Add Workflow Input

Ma-zA-20-9- 'S

. Object Selector ¢

¥ Set Defaull Value
-!- Allow User Overmide ©

Default Values *

hy‘blidrsnapmlrrod

16. Click Map.

17. Click Map in the Workspace Description field.

18. Choose Direct Mapping and click Workflow Input.
19. Click Input Name and Create Workflow Input.
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Add Workflow Input

Workspace Description © WorkspaceDescription

Description

Description of the Terraform Work:

Value Restrictions
Required ©
Collection/Muitiple ©

Type
String

Secure ©

@  ObjectSelector ©

¥ Set Default Value ©

) Allow User Override ©

20. In the Add Input wizard, complete the following steps:
a. Provide a display name and reference name (optional).
b. Make sure to select String for Type.
c. Click Set Default Value and Override.

d. Provide a workspace description and click Add.




Add Workflow Input

Value Restrictions
Required ©
Collection/Multiple

Type
String

Secure ©

[ ] Object Selector

= set Default value ©
% Allow User Override

Default Values *

Workspace Description

workspace to create CVO and configure SnapMirror

21. Click Map.
22. Click Map in the Execution Mode field.

23. Choose Static Value, click Execution Mode, and then click remote.
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Type of Mapping

Input

Static Value

@ Provide custom values as the input

Execution Mode

ExecutionMode

remote

24. Click Map.
25. Click Map in the Apply Method field.
26. Choose Static Value and click Apply Method. Click Manual Apply.

Type of Mapping

Imput

Static Value v 0O

@ Provide custom values as the input

Apply Method

Manual Apply X v O

27. Click Map.
28. Click Map in the User Interface field.

29. Choose Static Value and click User Interface. Click Console UlI.
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Type of Mapping

Input

Static Value

® Provide custom values as the input.

User Interface

Console Ul

30. Click Map.
31. Click Map in the input field and select your workflow.

32. Select Static Value, and click Choose Your Workflow. Click Version Control Workflow.

Type of Mapping

Input

Static Value

© Provide custom values as the input.

Choose your workflow

Version control workflow

Search

Version control workflow

CLI-driven workflow

API-driven workflow

33. Provide the following GitHub repository details:

a. In Repository Name, enter the name of the repository detailed in the section “Set up environment
prerequisites”.

b. Provide the OAuth Token ID as detailed in the section “Set up environment prerequisites”.

c. Select the Automatic Run Triggering option.
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Disaster Recovery Workflow > Edit > Add Terraform Workspace > Choose your workflow

Type of Mapping
Input
Static Value

© Provide custom values as the input.

Choose your workflow

Choose your workflow *

Version control workflow

Choose repository and configure settings

Repository Mame *

NetApp-Automation/FlexPod-hybrid-cloud-for-GCP-wit ©

Oauth Token ID *

Terraform Working Directory

Automatic Run Triggering

Automatic Run Triggering Options

Always Trigger Runs

34. Click Map.
35. Click Save.

This completes the task of creating a workspace in a Terraform Cloud for Business account.

Procedure 6: Add non-sensitive variables to workspace

1. Go to the Designer tab and click the Workflows from Tools section.

2. Drag and drop the Terraform > Add Terraform Variables workflow from the Tools section in the Design
area.

3. Use Connector to connect the Add Terraform Workspace and Add Terraform Variables tasks. Click
Save.
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4. Click Add Terraform Variables. In the Workflow Properties area, click the General tab. Optionally, you
can change the name and description for this task.

86 A 93 (-4}
eneral Deaigner Magiping & invalid 1 error found. Resalve emors o execule
Add Terraform Variable
Genorl s

Mame*

Add Terraform Variable

- Create volume in FlesPod
™
" Executors

& Compate . ".d,’ :.Ilarw- Export Policy to ¥ = ] 1 tdetoul)
® CoraTaxks 1 Add Termalorm Variable

« Hyperfiex

m Illlp wuum 1o datantore

= Networking e to Termaform Workspace:

Storage
Task Dotails

= Targel Managemant =
. =] R Ve slomn Worl pase Add wariable to Terraform Waorkspace

* Temaform Cloud
@@ cnoble Roliback
=} add Termform 5

f Add Tarradonmn Variabla
m - " { .

=] Confirm ard Apply Terrafanm Run
(2] Get Terraform Curront State Viersion
[5] Get Tomatorm fun 1o

1 Get Termtorm Aun Stne

£l Get Terraform Slaie Version Conlents

List saved 31 minites sgo

5. In the Workflow Properties area, click Inputs.
6. Click Map in the Terraform Cloud Target field.

7. Choose Static Value and click Select Terraform Cloud Target. Select the Terraform Cloud for Business
account that was added as explained in Configure Cisco Intersight Service for HashiCorp Terraform.”.

Edil Ackd Terrfarm Varinble Terratorm Cloud Targst

Select Terraform Cloud Target

Terrnlomdloud

8. Click Map.
9. Click Map in the *Terraform Organization Name *field.

10. Choose Static Value and click Select Terraform Organization. Select the name of the Terraform
Organization that you are part of in your Terraform Cloud for Business account.
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»  Workspace i

Map Task Input

¥

Task Output

avk Mame *

Add Terrsform Woskspace

11. Click Map.

12. Click Map in the Terraform Workspace Name field.

13. Choose Direct Mapping and click Task Output.

14. Click Task Name and click Add Terraform Workspace.

Type of Mapping

Input
Direct Mapping
@& Map the workflow input, variable or any of the prévious 1ask's oulputs 1o inpul

Map to

Workflow Input

Input Name *

Cluster

Datlacenter

Datastore

Storage Vendor Volume Option
Storage Vendor Volume Options
Type of Datasiore

Volume Capacily

15. Click Output Name and click Workspace Name.




16. Click Map.

17. Click Map in the Add Variables Options field.

18. Choose Direct Mapping and click Workflow Input.
19. Click Input Name and Create Workflow Input.

Add Workflow Input

Display Name * Reference Name *

Terraform Variable © TerraformAddVariable

Description

Terraform Variable to be added

Value Resfrictions
= Required
Collection/Multiple

Type
String

& Object Selector

20. In the Add Input wizard, complete the following steps:
a. Provide a display name and reference name (Optional).
b. Make sure to select String for the Type.
c. Click Set Default Value and Override.

d. Click Variable Type and then click Non-Sensitive Variables.




21. In the Add Terraform Variables section, provide the following information:
° Key. name of on-prem-ontap
o Value. Provide the name of on-premises ONTAP.
> Description. Name of the on-premises ONTAP.

22. Click + to add additional variables.

™ Set Default value ©

¥ Allow User Override ©

Default Values *

Terraform Variable

Key *

name_of_on-prem-ontap

Value

Provide the name of On-premise ONTAP added in section Deploying ©

Description

Name of the On-premise ONTAP

23. Add all the Terraform Variables as shown in the following table. You can also provide a default value.

Terraform variable name Description

name_of_on-prem-ontap Name of the on-premises ONTAP (FlexPod)
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Terraform variable name

on-prem-ontap_cluster_ip

on-prem-ontap_user_name

Zone

subnet_id

vpc_id

capacity_package _name
source_volume
source_storage_vm_name
destination_volume

schedule_of replication

name_of volume to create_on_cvo

workspace_id

Project_id

name_of cvo_cluster

gcp_service_account

24. Click Map and then Save.

Description

The IP address of the storage cluster management
interface

Admin username for the storage cluster

GCP region where the working environment will be
created

GCP subnet id where the working environment will
be created

The VPC ID where the working environment will be
created

The type of license to use

The name of the source volume

The name of the source SVM

Name of volume on Cloud Volumes ONTAP
The default is 1 hour

Name of the cloud volume

The workspace_id where the working environment
will be created

The project_id where the working environment will
be created

The name of the Cloud Volumes ONTAP working
environment

gcp_service_account of Cloud Volumes ONTAP
working environment
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Add Terraform Variable

General Inputs Outputis Variables

Search

(
-

Terraform Cloud Target* ©

& Custom Value

o ';"-‘;-

Workspace ID* ©

L. Task Output Workspaceld | Add Terraformn Work...

Termmaform Variable ©

L  Workfilow Input Terraform Variables

Last saved an hour ago

This completes the task of adding the required Terraform variables to the workspace. Next, add the required
sensitive Terraform variables to the workspace. You can also combine both into a single task.




Procedure 7: Add sensitive variables to a workspace

. Go to the Designer tab and click Workflows from the Tools section.

Drag and drop the Terraform > Add Terraform Variables workflow from the Tools section in the Design
area.

Use Connector to connect the two Add Terraform Workspace tasks. Click Save.

@ A warning appears indicating that the two tasks have the same name. Ignore the error for
now because you change the task name in the next step.

Click Add Terraform Variables. In the Workflow Properties area, click the General tab. Change the
name to Add Terraform Sensitive Variables.

1 erred found. Resolve emor i Cule

Add Terraform sensitive Varisbie

LIRS vOoUmE W Fleareg
a

* Targel Managemant . . m“u* st bk Termaform Cloud Toarget* O
Gt Tt )
* Hew Targel = Hnmmﬂl-l-l!lm
(1] memeve Taiget : '
® Temafonm Cloud

e m llmmsnm Ilnntp-lu

4] idd Terradorm Sensitive Vielable Terraform Variable |

*] hidd Terraform Warabie
Add Teiralomm Varlable
B

+| Gt Tewrafoem Current State Versian

- Agd Terraform wmaitreg Vansbis
1 Get Temaform Run 1D et

r Veruce Corients
oriapace Detads

To Teralorm State

5. In the Workflow Properties area, click Inputs.

10.

1.
12.

Click Map in the Terraform Cloud Target field.

Choose Static Value and click Select Terraform Cloud Target. Select the Terraform Cloud for Business
account that was added in the section Configure Cisco Intersight Service for HashiCorp Terraform.”

Click Map.
Click Map in the Terraform Organization Name field.

Choose Static Value and click Select Terraform Organization. Select the name of the Terraform
Organization that you are part of in your Terraform Cloud for Business account.

Click Map.

Click Map in the Terraform Workspace Name field.
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13.
14.
15.
16.
17.
18.
19.
20.
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Choose Direct Mapping and click Task Output.
Click Task Name and then click Add Terraform Workspace.
Click Output Name and click the output Workspace Name.
Click Map.
Click Map in the Add Variables Options field.
Choose Direct Mapping and then click Workflow Input.
Click Input Name and Create Workflow Input.
In the Add Input wizard, complete the following steps:
a. Provide a display name and reference name (optional).
b. Make sure to select Terraform Add Variables Options for the type.
c. Click Set Default Value.
d. Click Variable Type and then click Sensitive Variables.
e. Click Add.



Add Workflow Input

Display Name * Reference Namse *

terraform sensitive variable ©  terraformsensitivevariable

Description

Add Variables

Value Restrictions
B Required ©
Collection/Multiple ©

Type
Terraform Add Variables Option ~

B set Default Value ©
Allow User Override ©

Default Values *
terraform sensitive variable

Variable Type
Sensitive Variables

21. In the Add Terraform Variables section, provide the following information:
° Key. cloudmanager refresh token.
> Value. Input the refresh token for NetApp Cloud Manager API operations.

- Description. Refresh token.

(D For more information about obtaining a refresh token for the NetApp Cloud Manager API
operations, see the section “Set up environment prerequisites.”




Add Workflow Input

Set Default Value ©
Allow User Override

Default Values *

terraform sensitive variable

Variable Type *

Sensitive Variables

Add Sensitive Terraform Variables

Key *
cloudmanager_refresh_token

Description

cloudmanager refresh token

22. Add all the Terraform sensitive variables as shown in the table below. You can also provide a default value.

Terraform sensitive variable name Description
cloudmanager_refresh_token Refresh token. Obtain it from:

connector_id The client ID of the Cloud Manager Connector.
Obtain it from

cvo_admin_password The admin password for Cloud Volumes ONTAP




Terraform sensitive variable name Description

on-prem-ontap_user_password Admin password for the storage cluster

23. Click Map.This completes the task of adding the required Terraform sensitive variables to workspace. Next,
start a new Terraform plan in the configured workspace.

Procedure 8: Start a new Terraform plan

1. Go to the Designer tab and click Tasks from the Tools section.

2. Drag and drop the Terraform Cloud > Start New Terraform Plan task from the Tools section on the
Design area.

3. Use Connector to connect between the tasks Add Terraform Sensitive Variables and Start New
Terraform Plan tasks. Click Save.

4. Click Start New Terraform Plan. In the Task Properties area, click the General tab. Optionally, you can
change the name and description for this task.

Designer Mapping Code A nvald 1 efror found. Resolve errors o execiss,

Start New Termraform Plan

-]
"

. ﬁllklﬁ"ﬂh"

Add Blotage Elﬂl;ﬂl‘blﬂ By
2] Add Tematorm Workspace . ¢ 5 Start New Tesraform Plan

Name®

[E confirm and Apply Terraform Run f = f“_’l"":"“‘" dutastore = \ 1 (default)

L&) Get Temaform Curment State Version Start New Terraform Plan

= A Terralorm m‘nw
5] Get Teratorm Run 1D . &

[ et Temalom Run State - M P Starts anew plan or destroys a plan in the given Temraform
(2] Get Temaform State Version Contents ' Task Details

] Get Tematorm Workspace Detalls Starts & new plan or destroys a plan in the given Terraform
Workspace

el Add Teratorm snailve Variabis
[ Grant Access To Teaform State . [

[} Remove Tesraform Remote State
Consismers

I 5 T

5| Remove Terraform Workspace

Lt] Start New Terraform Plan

[} Update Temaform Sensitive Variable
[ Update Teraform Variable
Virtualization

[El' Add Host to Distributed Virtual
Swilch

Last saved 6 minutes ago

5. In the Task Properties area, click Inputs.
6. Click Map in the Terraform Cloud Target field.

7. Choose Static Value and click Select Terraform Cloud Target. Select the Terraform Cloud for Business
account that was added in the section “Configuring Cisco Intersight Service for HashiCorp Terraform.”

8. Click Map.
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9. Click Map in the Workspace ID field.

10. Choose Direct Mapping and click Task Output.

1.

12.
13.
14.
15.
16.

64

Click Task Name and then click Add Terraform Workspace.

nput
ign the valse from avallabde opthon:

Type of Mapping

Direct Mapping

@ Map the workfiow input. varabie or any of the previous Task's ouLDuTs To NPl

Task Output

add Terraform Workspace

Add Terraform senaitive Varasble
Add Terraform Variable

Add Termadornm Workspece

Map volume to dotastone

Add Stomge Export Policy to Volumne

Create volumee in FlexPod

Click Output Name, Workspace ID, and then Map.
Click Map in the Reason for starting plan field.
Choose Direct Mapping and then click Workflow Input.
Click Input Name and then Create Workflow Input.
In the Add Input wizard, complete the following steps:
a. Provide a display name and reference name (optional).
b. Make sure to select String for the Type.
c. Click Set Default Value and Override.

d. Input a default value for Reason for starting plan and click Add.




Add Workflow Input

¥ Required
Collection/Multiple
Type

String

Min

0

Secure

- Object Selector

= Set Default Value
=  Allow User Override

Default values *

terraform plan for replication between onprem volume and C‘UG{

17. Click Map.
18. Click Map in the Plan Operation field.

19. Choose Static Value and click Plan Operation. Click new plan.

65



Map Task Input

Type of Mapping

Static Valuo

20. Click Map.
21. Click Save.

This completes the task of adding a Terraform Plan in Terraform Cloud for Business account. Next, create a
sleep task for a few seconds.

Procedure 9: Sleep task for synchronization

Terraform Apply requires RunlID, which is generated as a part of the Terraform Plan task. Waiting a few
seconds between the Terraform Plan and Terraform Apply actions avoids timing issues.

1. Go to the Designer tab and click Tasks from the Tools section.
2. Drag and drop the Core Tasks > Sleep Task from the Tools section in the Design area.

3. Use Connector to connect the tasks Start New Terraform Plan and Sleep Task. Click Save.
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Last saved 2 minutes ago

. Click Sleep Task. In the Task Properties area, click the General tab. Optionally, you can change the
name and description for this task. In this example, the name of the task is Synchronize.

5. In the Task Properties area, click Inputs.
. Click Map in the Sleep Time in Seconds field.

. Choose Static Value and input 15 in for the Sleep Time in Seconds.

Edit Task Input Mapping

ConfiguiefAssign the value from available options.

Type of Mapping

input
Static Value
@ Provide custom vakues as the input

Sleep Time in Seconda *

15




8. Click Map.
9. Click Save.

This completes the sleep task. Next, create the last task of this workflow, confirming and applying the Terraform
Run.

Procedure 10: Confirm and apply Terraform Run

1. Go to the Designer tab and click Tasks from the Tools section.

2. Drag and drop the Terraform Cloud > Confirm and Apply Terraform Run task from the Tools section in
the Design area.

3. Use connector to connect the tasks Synchronize and Confirm and Apply Terraform Run. Click Save.

4. Click Confirm and Apply Terraform Run. In the Task Properties area, click the General tab. Optionally,
you can change the name and description for this task.

Confirm and Apply Terraform Run

General

Pami *
Confirm and Apply Terraform Run

» Storage
= Target Management

1 Toul;
* Tesraform Cloud freaen)

Confirm and Apply Terrafom Run
=] Add Termal sithve Variable

2] Add Terraform able
Executing termaform apply run

Task Detoils

Executing termfonm apply run

5] Get Terratorm

[ Get Termaform st

jove Terraiorm Workspace

[ Start Mew Terraform Plan

5. In the Task Properties area, click Inputs.
6. Click Map in the Terraform Cloud Target field.

7. Choose Static Value and click Select Terraform Cloud Target. Select the Terraform Cloud for Business
account that was added in Configure Cisco Intersight Service for HashiCorp Terraform.”

8. Click Map.

9. Click Map in the Run ID field.
10. Choose Direct Mapping and click Task Output.

11. Click Task Name and click Start New Terraform Plan.
12. Click Output Name and then click Run ID.

68


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_cvo_ico_ntap.html

*  Run D

Map Task Input

Type of Mapping

Direct Magqaing

& Map the workfow input, sadiadle of any of the previous task's outputs o mput

Sart New Termalorm Plan

13. Click Map.
14. Click Save.
15. Click Auto Align Workflow so that all tasks are aligned. Click Save.
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This completes the Confirm and Apply Terraform Run task. Use Connector to connect between the Confirm
and Apply Terraform Run task and the Success and Failed tasks.

Procedure 11: Import a Cisco-built workflow

Cisco Intersight Cloud Orchestrator enables you to export workflows from a Cisco Intersight account to your
system and then import them to another account. A JSON file was created by exporting the built workflow that
can be imported to your account.

A JSON file for the workflow component is available in the GitHub repository.



https://github.com/ucs-compute-solutions/FlexPod_DR_Workflows

Next: Terraform execution from controller.

Terraform execution from controller

Previous: DR workflow.

We can execute the Terraform plan using a controller. You can skip this section if you
have already executed your Terraform plan using an ICO workflow.
Prerequisites

Setup of the solution begins with a management workstation that has access to the Internet and with a working
installation of Terraform.

A guide for installing Terraform can be found here.

Clone GitHub repo

The first step in the process is to clone the GitHub repo to a new empty folder on the management workstation.
To clone the GitHub repository, complete the following steps:

1. From the management workstation, create a new folder for the project. Create a new folder inside this
folder named /root/snapmirror-cvo and Clone the GitHub repo into it.

2. Open a command-line or console interface on the management workstation and change directories to the
new folder just created.

3. Clone the GitHub collection using the following command:

Git clone https://github.com/NetApp-Automation/FlexPod-hybrid-cloud-for-
GCP-with-Intersight-and-CVO

1. Change directories to the new folder named snapmirror-cvo.

Terraform execution

'

Init ==p Plan Apply == Destroy

o 4

« Init. Initialize the (local) Terraform environment. Usually executed only once per session.

* Plan. Compare the terraform state with the as-in state in the cloud and build and display an execution plan.
This does not change the deployment (read-only).

» Apply. Apply the plan from the plan phase. This potentially changes the deployment (read and write).

» Destroy. All resources that are governed by this specific terraform environment.

For details, see here.
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Next: Solution validation.

Solution validation

Previous: Terraform execution from controller.

In this section, we revisit the solution with a sample data-replication workflow and take a
few measurements to verify the integrity of data replication from the NetApp ONTAP
instance running in FlexPod to NetApp Cloud Volumes ONTAP running on Google Cloud.

We used the Cisco Intersight workflow orchestrator in this solution and will continue to use this for our use
case.

Notably, the limited set of Cisco Intersight workflows used in this solution do not represent the full set of
workflows that Cisco Intersight is equipped with. You can create custom workflows based on your specific
requirements and have them triggered from Cisco Intersight.

To perform the validation of a successful DR scenario, first move data from a volume in ONTAP that is part of
FlexPod to Cloud Volumes ONTAP using SnapMirror. Then you can attempt to access the data from the
Google cloud compute instance followed by a data integrity check.

The following high-level steps are used to verify the success criteria of this solution:

1. Generate an SHA256 checksum on the sample dataset that is present in an ONTAP volume in FlexPod.
Set up a volume SnapMirror relationship between ONTAP in FlexPod and Cloud Volumes ONTAP.
Replicate the sample dataset from FlexPod to Cloud Volumes ONTAP.

Break the SnapMirror relationship and promote the volume in Cloud Volumes ONTAP to production.
Map the Cloud Volumes ONTAP volume with the dataset to a compute instance in Google Cloud.

Generate an SHA256 checksum on the sample dataset in Cloud Volumes ONTAP.

N o gk~ 0N

Compare the checksum on the source and destination; presumably, the checksums on both sides match.
To execute the on-premises workflow, complete the following steps:

1. Create a workflow in Intersight for on-premises FlexPod.
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. Add Storage Export Policy 1o V..
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Last saved a minute ago

2. Provide the required inputs and execute the workflow.
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3. Verify the newly created SVM in the system manager.

4. Create and execute another disaster recovery workflow to create a volume in on-prem FlexPod and
establish a SnapMirror relationship between this volume in FlexPod and Cloud Volumes ONTAP.
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5. Verify the newly created volume in ONTAP system manager.




= " ONTAP System Manager Search actions, objects, and pages Q

|
DASHBOARD VO[L mes
INSIGHTS + Add ! More
STORAGE Name Storage VM Status Capacity
Ovenview & Q hybrid-cloud-swr  {All) b
Volumes o0 i
~  application_copy ybrid-cloud-svm & online 3.12 MIB used YT T GiB
LUNs
Consistency Groups v audit_log vo hybrid-cloud-svm & Online pp— e 200GiB
NVMe Namespaces -
b hybrid_cloud_svm_root ybrid-cloud-svm OOrllin!: T — YT 1GiB
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Glees v test hybrid-cloud-svm & Online e s 1GiB
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act Voll Bohicd clhniidi e yrline 10 GiB
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Tiere

6. Mount the same NFS volume to an on-premises virtual machine, then copy the sample dataset and
perform the checksum.

7. Check the replication status in Cloud Manager. The data transfer can take few minutes based on the size
of the data. After it is completed, you can see the SnapMirror status as Idle.
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8. When the data transfer is complete, simulate a disaster on the source side by stopping the SVM that hosts
the Test_voll volume.

After the SVM has been stopped, the Test vol1 volume is not visible in the Cloud Manager.

= | ONTAP System Manager Search actions, objects, and pages a L")
DASHBOARD Storage VMs
INSIGHTS Q Search & Download @ Show [ Hide
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running detault NFS, i5CSI L]
running defmisht NFS, ISC3), FC, 53 L
running defaulf Hvide Detault 9
running default isCst L

Tiers

HETWORK

9. Break the replication relationship and promote the Cloud Volumes ONTAP destination volume to
production.
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(5] Target Volume Total Transfer Time Mirror State Delere |
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Total Transfer Time
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10. Edit the volume and enable client access by associating it with an export policy.
O  Edit volume dr_d est_volume_on_gcp
Protocol: NFS Protection
Snapshot Policy:
Access control:
none ]

No access to the volume

(&) Custom export policy i
172.30.116.0/22

Advanced options g

11. Obtain the ready-to-use mount command for the volume.
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M NetApp  Cloud Manager ’ Connector
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O Mount Volume dr_dest_volume_on_gcp

Go to your Linux machine and enter this mount command

mount 172.30.116.153:/dr _dest volume on gcp <dest. |_D Copy

12. Mount the volume to a compute instance, verify that the data is present in the destination volume, and
generate the SHA256 checksum of the sample dataset 2GB file.

4096 Aug 24 10:20
5240 Aug 24 09:59

ruchikal netapp comldemo-nfs: 56
888a23c8495ad33£fdf11a931ffc344c3643f 2dbb 2601 6e31ec 9 test.zip
ruchikal netapp comfdemo-nfs:/sr ror de

13. Compare the checksum values at both the source (FlexPod) and the destination (Cloud Volumes ONTAP).

14. The checksums match to the source and destination.

You can confirm that the data replication from the source to the destination was completed successfully and
the data integrity was maintained. This data can now be safely consumed by the applications to serve clients
while the source site goes through restoration.

Next: Conclusion.
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Conclusion

Previous: Solution validation.

In this solution, the NetApp Cloud Data service, Cloud Volumes ONTAP, and FlexPod
Datacenter infrastructure were used to build a DR solution with a public cloud powered by
the Cisco Intersight Cloud Orchestrator. The FlexPod solution has constantly evolved to
enable customers to modernize their applications and business-delivery processes. With
this solution, you can build a BCDR plan with the public cloud as your go-to location for a
transient or full-time DR plan while keeping the cost of the DR solution low.

Data replication between on-premises FlexPod and NetApp Cloud Volumes ONTAP was handled by proven
SnapMirror technology, but you can also select other NetApp data- transfer and synchronization tools like
Cloud Sync for your data mobility requirements. Security of the data in-flight provided by built-in encryption
technologies based on TLS/AES.

Whether you have a temporary DR plan for an application or a full-time DR plan for a business, the portfolio of
products used in this solution can meet both requirements at scale. Powered by Cisco Intersight Workflow

Orchestrator, the same can be automated with prebuilt workflows that not just eliminate the need to rebuild
processes but also accelerate the implementation of a BCDR plan.

The solution enables the management of FlexPod on-premises and data replication across a hybrid cloud in a

very easy and convenient manner with automation and orchestration provided by Cisco Intersight Cloud
Orchestrator.

Where to find additional information

To learn more about the information that is described in this document, review the following documents and/or
websites:

GitHub

 All Terraform Configurations used
https://github.com/NetApp-Automation/FlexPod-hybrid-cloud-for-GCP-with-Intersight-and-CVO
» JSON files for importing workflows

https://github.com/ucs-compute-solutions/FlexPod_DR_Workflows

Cisco Intersight

« Cisco Intersight Help Center
https://intersight.com/help/saas/home
* Cisco Intersight Cloud Orchestrator Documentation:
https://intersight.com/help/saas/features/orchestration/configure#intersight_cloud_orchestrator
 Cisco Intersight Service for HashiCorp Terraform Documentation

https://intersight.com/help/saas/features/terraform_cloud/admin

80


https://github.com/NetApp-Automation/FlexPod-hybrid-cloud-for-GCP-with-Intersight-and-CVO
https://github.com/ucs-compute-solutions/FlexPod_DR_Workflows
https://intersight.com/help/saas/home
https://intersight.com/help/saas/features/orchestration/configure
https://intersight.com/help/saas/features/terraform_cloud/admin

* Cisco Intersight Data Sheet
https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/intersight-ds.htmi
« Cisco Intersight Cloud Orchestrator Data Sheet

https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/nb-06-intersight-
cloud-orch-aag-cte-en.html

« Cisco Intersight Service for HashiCorp Terraform Data Sheet

https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/nb-06-intersight-
terraf-ser-aag-cte-en.html

FlexPod

* FlexPod Home Page
https://www.flexpod.com
+ Cisco Validated Design and deployment guides for FlexPod

FlexPod Datacenter with Cisco UCS 4.2(1) in UCS Managed Mode, VMware vSphere 7.0 U2, and NetApp
ONTAP 9.9 Design Guide

* FlexPod Datacenter with Cisco UCS X-Series

https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_desig
n.htmi

Interoperability

* NetApp Interoperability Matrix Tool
http://support.netapp.com/matrix/
» Cisco UCS Hardware and Software Interoperability Tool
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
* VMware Compatibility Guide

http://www.vmware.com/resources/compatibility/search.php

NetApp Cloud Volumes ONTAP reference documents

* NetApp Cloud Manager
https://docs.netapp.com/us-en/occm/concept_overview.html
* Cloud Volumes ONTAP

https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-getting-started-gcp.html
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https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/nb-06-intersight-cloud-orch-aag-cte-en.html
https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/nb-06-intersight-terraf-ser-aag-cte-en.html
https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/nb-06-intersight-terraf-ser-aag-cte-en.html
https://www.flexpod.com
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_design.html
http://support.netapp.com/matrix/
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.vmware.com/resources/compatibility/search.php
https://docs.netapp.com/us-en/occm/concept_overview.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-getting-started-gcp.html

+ Cloud Volumes ONTAP TCO Calculator
https://cloud.netapp.com/google-cloud-calculator

 Cloud Volumes ONTAP Sizer
https://cloud.netapp.com/cvo-sizer

* Cloud Assessment Tool
https://cloud.netapp.com/assessments

» NetApp Hybrid Cloud
https://cloud.netapp.com/hybrid-cloud

* Cloud Manager API documentation

https://docs.netapp.com/us-en/occm/reference_infrastructure _as_code.html

Troubleshooting issues

https://kb.netapp.com/Advice_and_Troubleshooting/Cloud_Services/Cloud_Volumes ONTAP_(CVO)

Terraform

+ Terraform Cloud
https://www.terraform.io/cloud

 Terraform Documentation
https://www.terraform.io/docs/

* NetApp Cloud Manager Registry

https://registry.terraform.io/providers/NetApp/netapp-cloudmanager/lates

GCP
* ONTAP High Availability for GCP

https://cloud.netapp.com/blog/gcp-cvo-blg-what-makes-cloud-volumes-ontap-high-availability-for-gcp-tick
* GCP perquisite

https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=f3d0368b-7165-4d43-a76e-
ae01011853d6
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