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Introduction

As containers and Kubernetes become the de facto choice for developing, deploying, running, managing, and

scaling containerized apps, enterprises are increasingly running business-critical applications on them.

Business-critical applications are heavily dependent on state. A stateful application has associated state, data,

and configuration information and depends on previous data transactions to execute its business logic.

Business-critical applications while running on Kubernetes continue to have availability and business continuity

requirements like traditional applications. A service outage can seriously affect a loss of revenue, productivity,

and reputation of the company. Therefore, it’s very critical to protect, recover, and move Kubernetes workloads

quickly and easily within and across clusters, on-premises data centers, and Hybrid cloud environments.

Enterprises have seen the benefits of shifting their business to a hybrid cloud model and modernizing their

applications to a cloud-native form factor is high on their list.

This technical report brings together NetApp Astra Control Center with Red Hat OpenShift Container Platform

on a FlexPod converged infrastructure solution and extends to Amazon Web Services (AWS) to form a hybrid

cloud data center. Building on the familiarity with FlexPod and Red Hat OpenShift, this document discusses

NetApp Astra Control Center, starting from installation, configuration, application protection workflows, and

application migration between on-premises and cloud. It also discusses the advantages of application-aware

data management features (such as backup and recovery, business continuity) when using NetApp Astra

Control Center for containerized applications running on Red Hat OpenShift.

The following figure illustrates the solution overview.
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Audience

The intended audience of this document includes chief technology officers (CTOs), application developers,

cloud solution architects, site reliability engineers (SREs), DevOps Engineers, ITOps, and professional

services teams that are focused on designing, hosting, and managing containerized applications.

NetApp Astra Control – Key use cases

NetApp Astra Control aims at simplifying application protection for customers who deal with cloud native

microservices:

• Point-in-time (PiT) application representation with snapshots. With Astra Control you can take end-to-

end snapshots of your containerized applications that include the configuration details of the application

running on Kubernetes and the associated persistent storage. In case of an incident, applications can be

restored to a known good state in button click.

• Full copy application backup. With Astra Control you can take a full application backup on a predefined

schedule which can be used to restore the application to the same K8s cluster or to a different K8s cluster

on-demand in an automated fashion.

• Application portability and migration with clones. With Astra Control you can clone an entire

application along with its data from one Kubernetes cluster to another or within the same K8s cluster. This

feature also helps in porting or migrating an application across K8s clusters no matter where the clusters

are located (simply delete the source application instance after cloning).

• Customize application consistency. With Astra Control you can take control of defining application

quiesce states by leveraging the execution hooks. Drop the ‘pre’ and ‘post’ execution hooks to the

snapshot and backup workflows, your applications will be quiesced in your own way before a snapshot or

backup is taken.

• Automate application-level disaster recovery (DR). With Astra Control you can configure a business

continuity disaster recovery (BCDR) plan for your containerized applications. NetApp SnapMirror is used in

the backend and the complete implementation of the DR workflow is automated.

Solution topology

This section describes the logical topology of the solution.

The following illustration represents the solution topology comprising the FlexPod on-premises environment

running OpenShift Container Platform clusters, and a self-managed OpenShift Container Platform cluster on

AWS with NetApp Cloud Volumes ONTAP, Cisco Intersight, and NetApp Cloud Manager SaaS platform.
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The first OpenShift Container Platform cluster is a bare-metal installation on FlexPod, the second OpenShift

Container Platform cluster is deployed on VMware vSphere running on FlexPod, and the third OpenShift

Container Platform cluster is deployed as a private cluster into an existing virtual private cloud (VPC) on AWS

as a self-managed infrastructure.

In this solution, FlexPod is connected to AWS through a site-to-site VPN, however, customers can also use the

direct connect implementations to extend to a hybrid cloud. Cisco Intersight is used to manage the FlexPod

infrastructure components.

In this solution, Astra Control Center manages the containerized application hosted on the OpenShift Container

Platform cluster running on FlexPod and on AWS. Astra Control Center is installed on the OpenShift bare-

metal instance running on FlexPod. Astra Control communicates with the kube-api on the master node and

continually watches the Kubernetes cluster for changes. Any new applications added to the K8s cluster are

automatically discovered and made available for management.

PiT representations of containerized applications can be captured as snapshots using Astra Control Center.

Application snapshots can be triggered through a scheduled protection policy or on demand. For applications

that Astra supports, the snapshot is crash consistent. An application snapshot constitutes a snapshot of the

application data in the persistent volumes as well as the application metadata of the various Kubernetes

resources associated with that application.

A full copy backup of an application can be created by using Astra Control using a predefined backup schedule

or on demand. An object storage is used to store the backup of the application data. NetApp ONTAP S3,

NetApp StorageGRID, and any generic S3 implementation can be used as an object store.

Next: Solution components.
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Solution components

Previous: Solution overview.

FlexPod

FlexPod is a defined set of hardware and software that forms an integrated foundation for both virtualized and

nonvirtualized solutions. FlexPod includes NetApp ONTAP storage, Cisco Nexus networking, Cisco MDS

storage networking, Cisco Unified Computing System (Cisco UCS). The design is flexible enough that the

networking, computing, and storage can fit into one data center rack, or it can be deployed according to a

customer’s data center design. Port density allows the networking components to accommodate multiple

configurations.

Astra Control

Astra Control offers application-aware data protection services for cloud-native applications that are hosted in

both public clouds and on-premises. Astra Control delivers data protection, disaster recovery, and migration

capabilities for your containerized application running on Kubernetes.

Features

Astra Control offers critical capabilities for Kubernetes application data lifecycle management:

• Automatically manage persistent storage

• Create application consistent, on-demand snapshots and backups

• Automated policy-driven snapshot and backup operations

• Migrate applications and associated data from one Kubernetes cluster to another in a hybrid cloud setup

• Clone an application to the same K8s cluster or to another K8s cluster

• Visualize application protection status

• Provides a Graphical user interface and an exhaustive list of REST APIs to implement all protection

workflows from existing in-house tools.

Astra Control provides a single pane of glass visualization for your containerized applications that includes an

insight into their associated resources created on the Kubernetes cluster. You can view all your clusters, all

your apps, in all clouds or in all data centers using one portal. You can use the Astra Control APIs across all

environments (on-premises or public clouds) to implement your data management workflows.

The following image shows the Astra Control capabilities.
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Astra Control Consumption models

Astra Control is available in two consumption models:

• Astra Control Service. A fully managed service hosted by NetApp that provides application-aware data

management of Kubernetes clusters in Google Kubernetes Engine (GKE), Azure Kubernetes Service

(AKS).

• Astra Control Center. Self-managed software that provides application-aware data management of

Kubernetes clusters running in your on-premises and hybrid cloud environment.

This technical report leverages Astra Control Center for the management of cloud-native applications running

on Kubernetes.

The following image shows the Astra Control architecture.
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Astra Trident

Astra Trident is an open-source, fully supported storage orchestrator for containers and Kubernetes

distributions. It was designed from the beginning to help you meet your containerized applications’ persistence

demands using industry-standard interfaces, such as the Container Storage Interface (CSI). With Astra Trident,

microservices and containerized applications can take advantage of enterprise-class storage services provided

by the NetApp portfolio of storage systems.

Astra Trident is deployed on Kubernetes clusters as pods and provides dynamic storage orchestration services

for your Kubernetes workloads. It enables your containerized applications to consume persistent storage

quickly and easily from NetApp’s broad portfolio, which includes NetApp ONTAP (NetApp AFF, NetApp FAS,

NetApp ONTAP Select, Cloud, and Amazon FSx for NetApp ONTAP), NetApp Element software (NetApp

SolidFire), as well as the Azure NetApp Files service, Cloud Volume Service on Google Cloud, and the Cloud

Volume Service on AWS. In a FlexPod environment, Astra Trident is used to dynamically provision and

manage persistent volumes for containers that are backed by NetApp FlexVol volumes and LUNs hosted on an

ONTAP storage platform such as NetApp AFF and FAS systems and Cloud Volumes ONTAP. Trident also

plays a key role in the implementation of application protection schemes delivered by Astra Control. For more

information about Astra Trident, see the Astra Trident documentation.

Storage backend

To use Astra Trident, you need supported storage backend. A Trident backend defines the relationship

between Trident and a storage system. It tells Trident how to communicate with that storage system and how

Trident should provision volumes from it. Trident will automatically offer up storage pools from backends that

together match the requirements defined by a storage class.

• ONTAP AFF and FAS storage backend. As a storage software and hardware platform, ONTAP provides

core storage services, support for multiple storage access protocols, and storage management
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functionality, such as NetApp Snapshot copies and mirroring.

• Cloud Volumes ONTAP storage backend

• Astra Data Store storage backend

NetApp Cloud Volumes ONTAP

NetApp Cloud Volumes ONTAP is a software-defined storage offering that delivers advanced data

management for file and block workloads. With Cloud Volumes ONTAP, you can optimize your cloud storage

costs and increase application performance while enhancing data protection, security, and compliance.

Key benefits include:

• Leverage built-in data deduplication, data compression, thin provisioning, and cloning to minimize storage

costs.

• Ensure enterprise reliability and continuous operations in case of failures in your cloud environment.

• Cloud Volumes ONTAP leverages SnapMirror, NetApp’s industry-leading replication technology, to replicate

on-premises data to the cloud so it’s easy to have secondary copies available for multiple use cases.

• Cloud Volumes ONTAP also integrates with Cloud Backup service to deliver backup and restore

capabilities for protection, and long-term archive of your cloud data.

• Switch between high and low-performance storage pools on-demand without taking applications offline.

• Ensure consistency of Snapshot copies using NetApp SnapCenter.

• Cloud Volumes ONTAP supports data encryption and provides protection against viruses and ransomware.

• Integration with Cloud Data Sense helps you understand data context and identify sensitive data.

Cloud Central

Cloud Central provides a centralized location to access and manage NetApp cloud data services. These

services enable you to run critical applications in the cloud, create automated DR sites, back up your data, and

effectively migrate and control data across multiple clouds. For more information, see Cloud Central.

Cloud Manager

Cloud Manager is an enterprise-class, SaaS-based management platform that enables IT experts and cloud

architects to centrally manage their hybrid multi-cloud infrastructure using NetApp’s cloud solutions. It provides

a centralized system for viewing and managing your on-premises and cloud storage, supporting hybrid,

multiple cloud providers and accounts. For more information, see Cloud Manager.

Connector

Connector is an instance that enables Cloud Manager to manage resources and processes within public cloud

environment. A Connector is required to use many features that Cloud Manager provides. A Connector can be

deployed in the cloud or on-premises network.

Connector is supported in the following locations:

• AWS

• Microsoft Azure

• Google Cloud
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• On your premises

To learn more about Connector, see this link.

NetApp Cloud Insights

A NetApp cloud infrastructure monitoring tool, Cloud Insights enables you to monitor performance and

utilization for your Kubernetes clusters managed by Astra Control Center. Cloud Insights correlates storage

usage to workloads. When you enable the Cloud Insights connection in Astra Control Center, telemetry

information shows in Astra Control Center UI pages.

NetApp Active IQ Unified Manager

NetApp Active IQ Unified Manager allows you to monitor your ONTAP storage clusters from a single

redesigned, intuitive interface that delivers intelligence from community wisdom and AI analytics. It provides

comprehensive operational, performance, and proactive insights into the storage environment and the virtual

machines (VMs) running on it. When an issue occurs with the storage infrastructure, Unified Manager can

notify you about the details of the issue to help with identifying the root cause. The VM dashboard gives you a

view into the performance statistics for the VM so that you can investigate the entire I/O path from the VMware

vSphere host down through the network and finally to the storage. Some events also provide remedial actions

that can be taken to rectify the issue. You can configure custom alerts for events so that when issues occur,

you are notified through email and SNMP Traps. Active IQ Unified Manager enables planning for the storage

requirements of your users by forecasting capacity and usage trends to proactively act before issues arise,

preventing reactive short-term decisions that can lead to additional problems in the long term.

Cisco Intersight

Cisco Intersight is a SaaS platform that delivers intelligent automation, observability, and optimization for

traditional and cloud-native applications and infrastructure. The platform helps drive change with IT teams and

delivers an operating model designed for hybrid cloud.

Cisco Intersight provides the following benefits:

• Faster delivery. Delivered as a service from the cloud or in the customer’s data center with frequent

updates and continued innovation, due to an agile-based software development model. This way, customer

can just focus on accelerating delivery for line-of-business.

• Simplified operations. Simplify operations by using a single secure SaaS-delivered tool with common

inventory, authentication, and APIs to work across full stack and all locations, eliminating silos across

teams. From managing physical servers and hypervisors on-premises, to VMs, K8s, serverless,

automation, optimization, and cost control across both on-premises and public clouds.

• Continuous optimization. Continuously optimize your environment by using intelligence provided by

Cisco Intersight across every layer, as well as Cisco TAC. This intelligence is converted into recommended

and automatable actions so you can adapt real-time to every change: from moving workloads and

monitoring health of physical servers to auto sizing K8s clusters, to cost reduction recommendations the

public clouds you work with.

There are two modes of management operations possible with Cisco Intersight: UCSM Managed Mode (UMM)

and Intersight Managed Mode (IMM). You can select the native UMM or IMM for the fabric-attached Cisco UCS

Systems during initial setup of the Fabric Interconnects. In this solution, native UMM is used.

The following image shows the Cisco Intersight dashboard.
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Red Hat OpenShift Container Platform

The Red Hat OpenShift Container Platform is a container application platform that brings together CRI-O and

Kubernetes and provides an API and web interface to manage these services. CRI-O is an implementation of

the Kubernetes Container Runtime Interface (CRI) to enable using Open Container Initiative (OCI) compatible

runtimes. It is a lightweight alternative to using Docker as the runtime for Kubernetes.

OpenShift Container Platform allows customers to create and manage containers. Containers are standalone

processes that run within their own environment, independent of operating system and the underlying

infrastructure. OpenShift Container Platform helps develop, deploy, and manage container-based applications.

It provides a self-service platform to create, modify, and deploy applications on demand, thus enabling faster

development and release life cycles. OpenShift Container Platform has a microservices-based architecture of

smaller, decoupled units that work together. It runs on top of a Kubernetes cluster, with data about the objects

stored in etcd, a reliable clustered key-value store.

The following image is an overview of the Red Hat OpenShift Container platform.
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Kubernetes infrastructure

Within OpenShift Container Platform, Kubernetes manages containerized applications across a set of CRI-O

runtime hosts and provides mechanisms for deployment, maintenance, and application-scaling. The CRI-O

service packages, instantiates, and runs containerized applications.

A Kubernetes cluster consists of one or more masters and a set of worker nodes. This solution design includes

high availability (HA) functionality at the hardware as well as the software stack. A Kubernetes cluster is

designed to run in HA mode with three master nodes and a minimum of two worker nodes to help ensure that

the cluster has no single point of failure.

Red Hat Core OS

OpenShift Container Platform uses Red Hat Enterprise Linux CoreOS (RHCOS), a container-oriented

operating system that combines some of the best features and functions of the CoreOS and Red Hat Atomic

Host operating systems. RHCOS is specifically designed for running containerized applications from OpenShift

Container Platform and works with new tools to provide fast installation, operator-based management, and

simplified upgrades.

RHCOS includes the following features:

• Ignition, which OpenShift Container Platform uses as a first boot system configuration for initially bringing

up and configuring machines.

• CRI-O, a Kubernetes native container runtime implementation that integrates closely with the operating

system to deliver an efficient and optimized Kubernetes experience. CRI-O provides facilities for running,

stopping, and restarting containers. It fully replaces the Docker Container Engine, which was used in

OpenShift Container Platform 3.

• Kubelet, the primary node agent for Kubernetes, is responsible for launching and monitoring containers.
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VMware vSphere 7.0

VMware vSphere is a virtualization platform for holistically managing large collections of infrastructures

(resources including CPUs, storage, and networking) as a seamless, versatile, and dynamic operating

environment. Unlike traditional operating systems that manage an individual machine, VMware vSphere

aggregates the infrastructure of an entire data center to create a single powerhouse with resources that can be

allocated quickly and dynamically to any application in need.

For more information, see VMware vSphere.

VMware vSphere vCenter

VMware vCenter Server provides unified management of all hosts and VMs from a single console and

aggregates performance monitoring of clusters, hosts, and VMs. VMware vCenter Server gives administrators

a deep insight into the status and configuration of compute clusters, hosts, VMs, storage, the guest OS, and

other critical components of a virtual infrastructure. VMware vCenter manages the rich set of features available

in a VMware vSphere environment.

Hardware and software revisions

This solution can be extended to any FlexPod environment that is running supported versions of software,

firmware, and hardware as defined in the NetApp Interoperability Matrix Tool and Cisco UCS Hardware

Compatibility List. The OpenShift cluster is installed on FlexPod in a Bare Metal fashion as well as on VMware

vSphere.

Only a single instance of Astra Control Center is required to manage multiple OpenShift (k8s) clusters, while

Trident CSI is installed on each OpenShift cluster. Astra Control Center can be installed on any of these

OpenShift cluster. In this solution, Astra Control Center is installed on the OpenShift bare- metal cluster.

The following table lists the FlexPod hardware and software revisions for OpenShift.

Component Product Version

Compute Cisco UCS Fabric Interconnects

6454

4.1(3c)

Cisco UCS B200 M5 Servers 4.1(3c)

Network Cisco Nexus 9336C-FX2 NX-OS 9.3(8)

Storage NetApp AFF A700 9.11.1

NetApp Astra Control Center 22.04.0

NetApp Astra Trident CSI Plugin 22.04.0

NetApp Active IQ Unified Manager 9.11

Software VMware ESXi nenic Ethernet Driver 1.0.35.0

vSphere ESXi 7.0(U2)

VMware vCenter Appliance 7.0 U2b

Cisco Intersight Assist Virtual

Appliance

1.0.9-342

OpenShift Container Platform 4.9
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Component Product Version

OpenShift Container Platform

Master Node

RHCOS 4.9

OpenShift Container Platform

Worker Node

RHCOS 4.9

The following table lists the software versions for OpenShift on AWS.

Component Product Version

Compute Master Instance Type: m5.xlarge n/a

Worker Instance Type: m5.large n/a

Network Virtual Private Cloud

Transit Gateway

n/a

Storage NetApp Cloud Volumes ONTAP 9.11.1

NetApp Astra Trident CSI Plugin 22.04.0

Software OpenShift Container Platform 4.9

OpenShift Container Platform

Master Node

RHCOS 4.9

OpenShift Container Platform

Worker Node

RHCOS 4.9

Next: FlexPod for OpenShift Container Platform 4 bare-metal installation.

Installation and configuration

FlexPod for OpenShift Container Platform 4 bare-metal installation

Previous: Solution components.

To understand FlexPod for OpenShift Container Platform 4 bare-metal design,

deployment details, and the NetApp Astra Trident installation and configuration, see

FlexPod with OpenShift Cisco Validated Design and Deployment guide (CVD). This CVD

covers FlexPod and OpenShift Container Platform deployment using Ansible. The CVD

also provide detailed information about preparing worker nodes, Astra Trident installation,

storage backend, and storage class configurations, which are the few prerequisites for

deploying and configuring Astra Control Center.

The following figure illustrates the OpenShift Container Platform 4 Bare Metal on FlexPod.
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FlexPod for OpenShift Container Platform 4 on VMware installation

For more information about deploying Red Hat OpenShift Container Platform 4 on FlexPod running VMware

vSphere, see FlexPod Datacenter for OpenShift Container Platform 4.

The following figure illustrates FlexPod for OpenShift Container Platform 4 on vSphere.
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Next: Red Hat OpenShift on AWS.

Red Hat OpenShift on AWS

Previous: FlexPod for OpenShift Container Platform 4 bare-metal installation.

A separate self-managed OpenShift Container Platform 4 cluster is deployed on AWS as

a DR site. The master and worker nodes span across three availability zones for high

availability.
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[ec2-user@ip-172-30-164-92 ~]$ oc get nodes

NAME                             STATUS   ROLES    AGE   VERSION

ip-172-30-164-128.ec2.internal   Ready    worker   29m   v1.22.8+f34b40c

ip-172-30-164-209.ec2.internal   Ready    master   36m   v1.22.8+f34b40c

ip-172-30-165-160.ec2.internal   Ready    master   33m   v1.22.8+f34b40c

ip-172-30-165-93.ec2.internal    Ready    worker   30m   v1.22.8+f34b40c

ip-172-30-166-162.ec2.internal   Ready    master   36m   v1.22.8+f34b40c

ip-172-30-166-51.ec2.internal    Ready    worker   28m   v1.22.8+f34b40c

OpenShift is deployed as a private cluster into an existing VPC on AWS. A private OpenShift Container

Platform cluster does not expose external endpoints and is accessible from only an internal network and is not

visible to the internet. A single-node NetApp Cloud Volumes ONTAP is deployed using NetApp Cloud Manager,

which provides a storage backend to Astra Trident.

For more information about installing OpenShift on AWS, see OpenShift documentation.

Next: NetApp Cloud Volumes ONTAP.

NetApp Cloud Volumes ONTAP

Previous: Red Hat OpenShift on AWS.

The NetApp Cloud Volumes ONTAP instance is deployed on AWS, and it serves as

backend storage to Astra Trident. Before adding a Cloud Volumes ONTAP working

environment, a Connector must be deployed. The Cloud Manager prompts you if you try

to create your first Cloud Volumes ONTAP working environment without a Connector in

place. To deploy a Connector in AWS, see Create a Connector.

To deploy Cloud Volumes ONTAP on AWS, see Quick Start for AWS.

After Cloud Volumes ONTAP is deployed, you can install Astra Trident and configure the storage backend and

snapshot class on the OpenShift Container Platform cluster.

Next: Astra Control Center installation on OpenShift Container Platform.

Astra Control Center installation on OpenShift Container Platform

Previous: NetApp Cloud Volumes ONTAP.

You can install Astra Control Center either on OpenShift cluster running on FlexPod or on

AWS with a Cloud Volumes ONTAP storage backend. In this solution, Astra Control

Center is deployed on the OpenShift bare-metal cluster.

Astra Control Center can be installed using the standard process described here or from the Red Hat

OpenShift OperatorHub. Astra Control Operator is a Red Hat certified operator. In this solution, Astra Control

Center is installed using the Red Hat OperatorHub.
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Environment requirements

• Astra Control Center supports multiple Kubernetes distributions; for Red Hat OpenShift, the supported

versions include Red Hat OpenShift Container Platform 4.8 or 4.9.

• Astra Control Center requires the following resources in addition to the environment’s and the end-user’s

application resource requirements:

Components Requirement

Storage backend capacity At least 500GB available

Worker nodes At least 3 worker nodes, with 4 CPU cores and 12GB

RAM each

Fully qualified domain name (FQDN) address An FQDN address for Astra Control Center

Astra Trident Astra Trident 21.04 or newer installed and configured

Ingress controller or

load balancer

Configure the ingress controller to expose Astra

Control Center with a URL or load balancer to provide

IP address which will resolve to the FQDN

• You must have an existing private image registry to which you can push the Astra Control Center build

images. You need to provide the URL of the image registry where you upload the images.

Some images are pulled while executing certain workflows, and containers are created and

destroyed when necessary.

• Astra Control Center requires that a storage class be created and set as the default storage class. Astra

Control Center supports the following ONTAP drivers provided by Astra Trident:

◦ ontap-nas

◦ ontap-nas-flexgroup

◦ ontap-san

◦ ontap-san-economy

We assume that the deployed OpenShift clusters have Astra Trident installed and configured

with an ONTAP backend, and a default storage class is also defined.

• For application cloning in OpenShift environments, Astra Control Center needs to allow OpenShift to mount

volumes and change the ownership of files. To modify the ONTAP export policy to allow these operations,

run the following commands:

export-policy rule modify -vserver <storage virtual machine name>

-policyname <policy name> -ruleindex 1 -superuser sys

export-policy rule modify -vserver <storage virtual machine name>

-policyname <policy name> -ruleindex 1 -anon 65534

To add a second OpenShift operational environment as a managed compute resource, make

sure that the Astra Trident Volume snapshot feature is enabled. To enable and test volume

snapshots with Astra Trident, see the official Astra Trident instructions.
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• A VolumeSnapClass should be configured on all Kubernetes clusters from where the applications is

managed. This could also include the K8s cluster on which Astra Control Center is installed. Astra Control

Center can manage applications on the K8s cluster on which it is running.

Application management requirements

• Licensing. To manage applications using Astra Control Center, you need an Astra Control Center license.

• Namespaces. A namespace is the largest entity that can be managed as an application by Astra Control

Center. You can choose to filter out components based on the application labels and custom labels in an

existing namespace and manage a subset of resources as an application.

• StorageClass. If you install an application with a StorageClass explicitly set and you need to clone the

application, the target cluster for the clone operation must have the originally specified StorageClass.

Cloning an application with an explicitly set StorageClass to a cluster that does not have the same

StorageClass fails.

• Kubernetes resources. Applications that use Kubernetes resources not captured by Astra Control might

not have full application data management capabilities. Astra Control can capture the following Kubernetes

resources:

Kubernetes resources

ClusterRole ClusterRoleBinding ConfigMap

CustomResourceDefinition CustomResource CronJob

DaemonSet HorizontalPodAutoscaler Ingress

DeploymentConfig MutatingWebhook PersistentVolumeClaim

Pod PodDisruptionBudget PodTemplate

NetworkPolicy ReplicaSet Role

RoleBinding Route Secret

ValidatingWebhook

Install Astra Control Center using OpenShift OperatorHub

The following procedure installs Astra Control Center using Red Hat OperatorHub. In this solution, Astra

Control Center is installed on a bare-metal OpenShift cluster running on FlexPod.

1. Download the Astra Control Center bundle (astra-control-center-[version].tar.gz) from the

NetApp Support site.

2. Download the .zip file for the Astra Control Center certificates and keys from the NetApp Support site.

3. Verify the signature of the bundle.

openssl dgst -sha256 -verify astra-control-center[version].pub

-signature <astra-control-center[version].sig astra-control-

center[version].tar.gz

4. Extract the Astra images.
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tar -vxzf astra-control-center-[version].tar.gz

5. Change to the Astra directory.

cd astra-control-center-[version]

6. Add the images to your local registry.

For Docker:

docker login [your_registry_path]OR

For Podman:

podman login [your_registry_path]

7. Use the appropriate script to load the images, tag the images, and push them to your local registry.

For Docker:

export REGISTRY=[Docker_registry_path]

for astraImageFile in $(ls images/*.tar) ; do

  # Load to local cache. And store the name of the loaded image trimming

the 'Loaded images: '

  astraImage=$(docker load --input ${astraImageFile} | sed 's/Loaded

image: //')

  astraImage=$(echo ${astraImage} | sed 's!localhost/!!')

  # Tag with local image repo.

  docker tag ${astraImage} ${REGISTRY}/${astraImage}

  # Push to the local repo.

  docker push ${REGISTRY}/${astraImage}

done

For Podman:
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export REGISTRY=[Registry_path]

for astraImageFile in $(ls images/*.tar) ; do

  # Load to local cache. And store the name of the loaded image trimming

the 'Loaded images: '

  astraImage=$(podman load --input ${astraImageFile} | sed 's/Loaded

image(s): //')

  astraImage=$(echo ${astraImage} | sed 's!localhost/!!')

  # Tag with local image repo.

  podman tag ${astraImage} ${REGISTRY}/${astraImage}

  # Push to the local repo.

  podman push ${REGISTRY}/${astraImage}

done

8. Log into the bare-metal OpenShift cluster web console. From the side menu, select Operators >

OperatorHub. Enter astra to list the netapp-acc-operator.

netapp-acc-operator is a certified Red Hat OpenShift Operator and is listed under the

OperatorHub catalogue.

9. Select netapp-acc-operator and click Install.
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10. Select the appropriate options and click Install.

11. Approve the installation and wait for the operator to be installed.
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12. At this stage, the operator is installed successfully and ready for use. Click View Operator to start the

installation of Astra Control Center.

13. Before installing Astra Control Center, create the pull secret to download Astra images from the Docker

registry that you pushed earlier.
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14. To pull the Astra Control Center images from your Docker private repo, create a secret in the netapp-

acc-operator namespace. This secret name is provided in the Astra Control Center YAML manifest in a

later step.

22



15. From the side menu, select Operators > Installed Operators and click Create Instance under the provided

APIs section.
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16. Complete the Create AstraControlCenter form. Provide the name, Astra address, and Astra version.

Under Astra Address, provide the FQDN address for Astra Control Center. This address is

used to access the Astra Control Center Web console. The FQDN should also resolve to a

reachable IP network and should be configured in the DNS.

17. Enter an account name, email address, administrator last name, and retain the default volume reclaim

policy. If you are using a load balancer, set the Ingress Type to AccTraefik. Otherwise, select Generic for
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Ingress.Controller. Under Image Registry, enter the container image registry path and secret.

In this solution, the Metallb load balancer is used. Therefore, the ingress type is AccTraefik.

This exposes the Astra Control Center traefik gateway as a Kubernetes service of type

LoadBalancer.

18. Enter the admin first name, configure the resource scaling, and provide the storage class. Click Create.
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The status of the Astra Control Center instance should change from Deploying to Ready.

19. Verify that all system components have been installed successfully and that all pods are running.

root@abhinav-ansible# oc get pods -n netapp-acc-operator

NAME                                               READY   STATUS

RESTARTS   AGE

acc-helm-repo-77745b49b5-7zg2v                     1/1     Running   0

10m

acc-operator-controller-manager-5c656c44c6-tqnmn   2/2     Running   0

13m

activity-589c6d59f4-x2sfs                          1/1     Running   0
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6m4s

api-token-authentication-4q5lj                     1/1     Running   0

5m26s

api-token-authentication-pzptd                     1/1     Running   0

5m27s

api-token-authentication-tbtg6                     1/1     Running   0

5m27s

asup-669df8d49-qps54                               1/1     Running   0

5m26s

authentication-5867c5f56f-dnpp2                    1/1     Running   0

3m54s

bucketservice-85495bc475-5zcc5                     1/1     Running   0

5m55s

cert-manager-67f486bbc6-txhh6                      1/1     Running   0

9m5s

cert-manager-cainjector-75959db744-4l5p5           1/1     Running   0

9m6s

cert-manager-webhook-765556b869-g6wdf              1/1     Running   0

9m6s

cloud-extension-5d595f85f-txrfl                    1/1     Running   0

5m27s

cloud-insights-service-674649567b-5s4wd            1/1     Running   0

5m49s

composite-compute-6b58d48c69-46vhc                 1/1     Running   0

6m11s

composite-volume-6d447fd959-chnrt                  1/1     Running   0

5m27s

credentials-66668f8ddd-8qc5b                       1/1     Running   0

7m20s

entitlement-fd6fc5c58-wxnmh                        1/1     Running   0

6m20s

features-756bbb7c7c-rgcrm                          1/1     Running   0

5m26s

fluent-bit-ds-278pg                                1/1     Running   0

3m35s

fluent-bit-ds-5pqc6                                1/1     Running   0

3m35s

fluent-bit-ds-8l7cq                                1/1     Running   0

3m35s

fluent-bit-ds-9qbft                                1/1     Running   0

3m35s

fluent-bit-ds-nj475                                1/1     Running   0

3m35s

fluent-bit-ds-x9pd8                                1/1     Running   0

3m35s

graphql-server-698d6f4bf-kftwc                     1/1     Running   0
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3m20s

identity-5d4f4c87c9-wjz6c                          1/1     Running   0

6m27s

influxdb2-0                                        1/1     Running   0

9m33s

krakend-657d44bf54-8cb56                           1/1     Running   0

3m21s

license-594bbdc-rghdg                              1/1     Running   0

6m28s

login-ui-6c65fbbbd4-jg8wz                          1/1     Running   0

3m17s

loki-0                                             1/1     Running   0

9m30s

metrics-facade-75575f69d7-hnlk6                    1/1     Running   0

6m10s

monitoring-operator-65dff79cfb-z78vk               2/2     Running   0

3m47s

nats-0                                             1/1     Running   0

10m

nats-1                                             1/1     Running   0

9m43s

nats-2                                             1/1     Running   0

9m23s

nautilus-7bb469f857-4hlc6                          1/1     Running   0

6m3s

nautilus-7bb469f857-vz94m                          1/1     Running   0

4m42s

openapi-8586db4bcd-gwwvf                           1/1     Running   0

5m41s

packages-6bdb949cfb-nrq8l                          1/1     Running   0

6m35s

polaris-consul-consul-server-0                     1/1     Running   0

9m22s

polaris-consul-consul-server-1                     1/1     Running   0

9m22s

polaris-consul-consul-server-2                     1/1     Running   0

9m22s

polaris-mongodb-0                                  2/2     Running   0

9m22s

polaris-mongodb-1                                  2/2     Running   0

8m58s

polaris-mongodb-2                                  2/2     Running   0

8m34s

polaris-ui-5df7687dbd-trcnf                        1/1     Running   0

3m18s

polaris-vault-0                                    1/1     Running   0
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9m18s

polaris-vault-1                                    1/1     Running   0

9m18s

polaris-vault-2                                    1/1     Running   0

9m18s

public-metrics-7b96476f64-j88bw                    1/1     Running   0

5m48s

storage-backend-metrics-5fd6d7cd9c-vcb4j           1/1     Running   0

5m59s

storage-provider-bb85ff965-m7qrq                   1/1     Running   0

5m25s

telegraf-ds-4zqgz                                  1/1     Running   0

3m36s

telegraf-ds-cp9x4                                  1/1     Running   0

3m36s

telegraf-ds-h4n59                                  1/1     Running   0

3m36s

telegraf-ds-jnp2q                                  1/1     Running   0

3m36s

telegraf-ds-pdz5j                                  1/1     Running   0

3m36s

telegraf-ds-znqtp                                  1/1     Running   0

3m36s

telegraf-rs-rt64j                                  1/1     Running   0

3m36s

telemetry-service-7dd9c74bfc-sfkzt                 1/1     Running   0

6m19s

tenancy-d878b7fb6-wf8x9                            1/1     Running   0

6m37s

traefik-6548496576-5v2g6                           1/1     Running   0

98s

traefik-6548496576-g82pq                           1/1     Running   0

3m8s

traefik-6548496576-psn49                           1/1     Running   0

38s

traefik-6548496576-qrkfd                           1/1     Running   0

2m53s

traefik-6548496576-srs6r                           1/1     Running   0

98s

trident-svc-679856c67-78kbt                        1/1     Running   0

5m27s

vault-controller-747d664964-xmn6c                  1/1     Running   0

7m37s
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Each pod should have a status of Running. It might take several minutes before the system

pods are deployed.

20. When all pods are running, run the following command to retrieve the one-time password. In the YAML

version of the output, check the status.deploymentState field for the deployed value, and then copy

the status.uuid value. The password is ACC- followed by the UUID value. (ACC-[UUID]).

root@abhinav-ansible# oc get acc -o yaml -n netapp-acc-operator

21. In a browser, navigate to the URL by using the FQDN that you had provided.

22. Log in using the default user name, which is the email address provided during the installation and the one-

time password ACC-[UUID].

If you enter an incorrect password three times, then the administrator account is locked for

15 minutes.

23. Change the password and proceed.
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For more information about the Astra Control Center installation, see the Astra Control Center Installation

overview page.

Set up Astra Control Center

After you install Astra Control Center, log into the UI, upload the license, add clusters, manage storage, and

add buckets.

1. On the home page under Account, go to the License tab and select Add License to upload the Astra

license.

2. Before adding the OpenShift cluster, create an Astra Trident Volume snapshot class from the OpenShift

web console. The Volume snapshot class is configured with the csi.trident.netapp.io driver.
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3. To add the Kubernetes cluster, go to Clusters on the home page and click Add Kubernetes Cluster. Then

upload the kubeconfig file for the cluster and provide a credential name. Click Next.

4. The existing storage classes are discovered automatically. Select the default storage class, click Next, and

then click Add cluster.
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5. The cluster is added in few minutes. To add additional OpenShift Container Platform clusters, repeat steps

1–4.

To add an additional OpenShift operational environment as a managed compute resource,

make sure that the Astra Trident VolumeSnapshotClass objects are defined.

6. To manage the storage, go to Backends, click the three dots under Actions against the backend that you

would like to manage. Click Manage.

7. Provide the ONTAP credentials and click Next. Review the information and click Managed. The backends

should look like the following example.
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8. To add a bucket to Astra Control, select Buckets and click Add.

9. Select the bucket type and provide the bucket name, S3 server name, or IP address and S3 credential.

Click Update.
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In this solution, AWS S3 and ONTAP S3 buckets are both used. You can also use

StorageGRID.

The Bucket state should be Healthy.

As a part of Kubernetes cluster registration with Astra Control Center for application-aware data management,

Astra Control automatically creates role bindings and a NetApp monitoring namespace to collect metrics and

logs from the application pods and worker nodes. Make one of the supported ONTAP-based storage classes

the default.

After you add a cluster to Astra Control management, you can install apps on the cluster (outside of Astra

Control) and then go to the Apps page in Astra Control to manage the apps and their resources. For more

information about managing apps with Astra, see the App management requirements.

Next: Solution validation overview.

Solution validation

Overview

Previous: Astra Control Center installation on OpenShift Container Platform.

In this section, we revisit the solution with some use cases:

• Restoring a stateful application from a remote backup to another OpenShift cluster running in the cloud.

• Restoring a stateful application to the same namespace in the OpenShift cluster.

• Application mobility by cloning from one FlexPod system (OpenShift Container Platform Bare Metal) to

another FlexPod system (OpenShift Container Platform on VMware).

Notably, only a few use cases are validated in this solution. This validation does not in any way represent the

entire functionality of Astra Control Center.

Next: Application recovery with remote backups.

Application recovery with remote backups

Previous: Solution validation overview.

With Astra, you can take a full application-consistent backup that can be used to restore

your application with its data to a different Kubernetes cluster running in an on-premises
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data center or in a public cloud.

To validate a successful application recovery, simulate an on-premises failure of an application running on the

FlexPod system and restore the application to a K8s cluster running in the cloud by using a remote backup.

The sample application is a pricelist application that uses MySQL for the database. To automate the

deployment, we used the Argo CD tool. Argo CD is a declarative, GitOps, continuous delivery tool for

Kubernetes.

1. Log into the on-premises OpenShift cluster and create a new project with the name argocd.

2. In the OperatorHub, search for argocd and select Argo CD operator.

3. Install the operator in the argocd namespace.
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4. Go to the operator and click Create ArgoCD.

5. To deploy the Argo CD instance in the argocd project, provide a name and click Create.
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6. To log in to Argo CD, the default user is admin and the password is in a secret file with the name argocd-

netapp-cluster.

7. From the side menu, select Routes > Location and click the URL for the argocd routes. Enter the user

name and password.
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8. Add the on-premises OpenShift cluster to Argo CD through the CLI.

39



####Login to Argo CD####

abhinav3@abhinav-ansible$ argocd-linux-amd64 login argocd-netapp-server-

argocd.apps.ocp.flexpod.netapp.com --insecure

Username: admin

Password:

'admin:login' logged in successfully

Context'argocd-netapp-server-argocd.apps.ocp.flexpod.netapp.com' updated

####List the On-Premises OpenShift cluster####

abhinav3@abhinav-ansible$ argocd-linux-amd64 cluster add

ERRO[0000] Choose a context name from:

CURRENT  NAME

CLUSTER              SERVER

*        default/api-ocp-flexpod-netapp-com:6443/abhinav3

api-ocp-flexpod-netapp-com:6443

https://api.ocp.flexpod.netapp.com:6443

         default/api-ocp1-flexpod-netapp-com:6443/abhinav3

api-ocp1-flexpod-netapp-com:6443

https://api.ocp1.flexpod.netapp.com:6443

####Add On-Premises OpenShift cluster###

abhinav3@abhinav-ansible$ argocd-linux-amd64 cluster add default/api-

ocp1-flexpod-netapp-com:6443/abhinav3

WARNING: This will create a service account `argocd-manager` on the

cluster referenced by context `default/api-ocp1-flexpod-netapp-

com:6443/abhinav3` with full cluster level admin privileges. Do you want

to continue [y/N]? y

INFO[0002] ServiceAccount "argocd-manager" already exists in namespace

"kube-system"

INFO[0002] ClusterRole "argocd-manager-role" updated

INFO[0002] ClusterRoleBinding "argocd-manager-role-binding" updated

Cluster 'https://api.ocp1.flexpod.netapp.com:6443' added

9. In the ArgoCD UI, click NEW APP and enter the details about the app name and code repository.
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10. Enter the OpenShift cluster where the app will be deployed along with the namespace.

11. To deploy the app on the on-premises OpenShift cluster, click SYNC.
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12. In the OpenShift Container Platform console, go to Project Pricelist, and, under Storage, verify the name

and size of the PVC.

13. Log into System Manager and verify the PVC.

14. After the Pods are running, select Networking > Routes from the side menu, and click the URL under

Location.
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15. The Pricelist app homepage is displayed.

16. Create a few records on the web page.

17. The app is discovered in Astra Control Center. To manage the app, go to Applications > Discovered, select

the Pricelist app, and click Manage Applications under Actions.
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18. Click the Pricelist app and select Data Protection. At this point, there should be no snapshots or backups.

Click Create Snapshot to create an on-demand snapshot.

NetApp Astra Control Center supports both on-demand and scheduled snapshots and

backups.

19. After the snapshot is created and the State is healthy, create a remote backup using that snapshot. This

backup is stored in the S3 bucket.

20. Select the AWS S3 bucket and initiate the backup operation.
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21. The backup operation should create a folder with multiple objects in the AWS S3 bucket.

22. When the remote backup is complete, simulate a disaster on the on-premises by stopping the storage

virtual machine (SVM) that hosts the backing volume for the PV.
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23. Refresh the webpage to confirm the outage. The webpage is unavailable.

As expected, the website is down, so let’s quickly recover the app from the remote backup by using Astra

to the OpenShift cluster running in AWS.

24. In Astra Control Center, click the Pricelist app and select Data Protection > Backups. Select the backup,

and click Restore Application under Action.

25. Select ocp-aws as the destination cluster and give a name to the namespace. Click the on-demand

backup, Next, and then Restore.
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26. A new app with the name pricelist-app is provisoned on the OpenShift cluster running in AWS.

27. Verify the same in the OpenShift web console.

28. After all the pods under the pricelist-aws project are running, go to Routes and click the URL to launch

the web page.

47



This process validates that the pricelist application has been successfully restored and that data integrity has

been maintained on the OpenShift cluster running seamlessly on AWS with the help of Astra Control Center.

Data protection with Snapshot copies and application mobility for DevTest

This use case consists of two parts, as described the following sections.

Part 1

With Astra Control Center, you can take application-aware snapshots for local data protection. If you

accidentally delete or corrupt your data, you can revert your applications and associated data to a known good

state using a previously recorded snapshot.

In this scenario, a development and testing (DevTest) team deploys a sample stateful application (blog site)

that is a Ghost blog application, adds some content, and upgrades the app to the latest version available. The

Ghost application uses SQLite for the database. Before upgrading the application, a snapshot (on-demand) is

taken using Astra Control Center for data protection. The detailed steps are as follows:

1. Deploy the sample blogging app and sync it from ArgoCD.

2. Log into the first OpenShift cluster, go to Project, and enter Blog in the search bar.
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3. From the side menu, select Networking > Routes and click the URL.

4. The blog home page is displayed. Add some content to the blog site and publish it.
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5. Go to Astra Control Center. First manage the app from the Discovered tab and then take a Snapshot copy.

You can also protect your apps by creating snapshots, backups, or both at a defined

schedule. For more information, see Protect apps with snapshots and backups.

6. After the On-Demand snapshot is created successfully, upgrade the app to the latest version. The current

image version is ghost: 3.6-alpine and the target version is ghost:latest. To upgrade the app,

make changes directly to the Git repository and sync them to Argo CD.

7. You can see that the direct upgrade to the latest version is not supported due to the blog site being down

and the entire application being corrupted.
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8. To confirm the unavailability of the blog site, refresh the URL.

9. Restore the app from the snapshot.
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10. The app is restored on the same OpenShift cluster.

11. The app restore process starts immediately.

12. In few minutes, the app is restored successfully from the available snapshot.
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13. To see whether the webpage is available, refresh the URL.

With the help of Astra Control Center, a DevTest team can successfully recover a blog site app and its

associated data using the snapshot.

Part 2

With Astra Control Center, you can move an entire application along with its data from one Kubernetes cluster

to another, no matter where the clusters are located (on-premises or in the cloud).

1. The DevTest team initially upgrades the app to the supported version (ghost-4.6-alpine) before

upgrading to the final version (ghost-latest) to make it production ready. They then post an upgrade

the app that is cloned to the production OpenShift cluster running on a different FlexPod system.

2. At this point, the app is upgraded to the latest version and ready to be cloned to the production cluster.
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3. To verify the new theme, refresh the blog site.

4. From Astra Control Center, clone the app to the other production OpenShift cluster running on VMware

vSphere.
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A new application clone is now provisioned in the production OpenShift cluster.

5. Log into the production OpenShift cluster and search for the project blog.

6. From the side menu, select Networking > Routes and click the URL under Location. The same homepage

with the content is displayed.
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This concludes the Astra Control Center solution validation. You can now clone an entire application and its

data from one Kubernetes cluster to another no matter where the Kubernetes cluster is located.

Next: Conclusion.

Conclusion

Previous: Application recovery with remote backups.

In this solution, we implemented a protection plan for containerized applications running

on FlexPod and AWS using the NetApp Astra portfolio. NetApp Astra Control Center and

Astra Trident, along with Cloud Volumes ONTAP, Red Hat OpenShift, and the FlexPod

infrastructure, formed the core components of this solution.

We demonstrated the protection of applications by capturing snapshots, and we executed full-copy backups to

restore apps across different K8s clusters running in the cloud and on-premises environments.

We also demonstrated the cloning of applications across K8s clusters, thereby enabling customers to migrate

their apps to their choice of K8s clusters at their desired locations.

FlexPod has constantly evolved so that its customers can modernize their applications and business delivery

processes. With this solution, FlexPod customers can confidently build their BCDR plan for their cloud-native

apps with the public cloud as a location for a transient or full-time DR plan while keeping the cost of the

solution low.

Astra Control enables you to move an entire application along with its data from one Kubernetes cluster to

another, no matter where the clusters are located. It can also help you accelerate deployment, operations, and

protection for your cloud-native applications.
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Troubleshooting

For troubleshooting guidance, see the online documentation.

Where to find additional information

To learn more about the information that is described in this document, review the following documents and/or

websites:

• FlexPod Home Page

https://www.flexpod.com

• Cisco validated Design and deployment guides for FlexPod

https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-

guides.html

• FlexPod deployment with Infrastructure as code for VMware using Ansible

https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2.html#Ansib

leAutomationWorkflowandSolutionDeployment

• FlexPod deployment with Infrastructure as code for Red Hat OpenShift Bare Metal using Ansible

https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_iac_redhat_openshift.ht

ml

• Cisco UCS Hardware and Software Interoperability Tool

http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html

• Cisco Intersight Data Sheet

https://intersight.com/help/saas/home

• NetApp Astra documentation

https://docs.netapp.com/us-en/astra-control-center/index.html

• NetApp Astra Control Center

https://docs.netapp.com/us-en/astra-control-center/index.html

• NetApp Astra Trident

https://docs.netapp.com/us-en/trident/index.html

• NetApp Cloud Manager

https://docs.netapp.com/us-en/occm/concept_overview.html

• NetApp Cloud Volumes ONTAP

https://docs.netapp.com/us-en/occm/task_getting_started_aws.html
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• Red Hat OpenShift

https://www.openshift.com/

• NetApp Interoperability Matrix Tool

http://support.netapp.com/matrix/

Version history

Version Date Document version history

Version 1.0 July 2022 Release for ACC 22.04.0.
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