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Introduction

As containers and Kubernetes become the de facto choice for developing, deploying, running, managing, and
scaling containerized apps, enterprises are increasingly running business-critical applications on them.
Business-critical applications are heavily dependent on state. A stateful application has associated state, data,
and configuration information and depends on previous data transactions to execute its business logic.
Business-critical applications while running on Kubernetes continue to have availability and business continuity
requirements like traditional applications. A service outage can seriously affect a loss of revenue, productivity,
and reputation of the company. Therefore, it's very critical to protect, recover, and move Kubernetes workloads
quickly and easily within and across clusters, on-premises data centers, and Hybrid cloud environments.
Enterprises have seen the benefits of shifting their business to a hybrid cloud model and modernizing their
applications to a cloud-native form factor is high on their list.

This technical report brings together NetApp Astra Control Center with Red Hat OpenShift Container Platform
on a FlexPod converged infrastructure solution and extends to Amazon Web Services (AWS) to form a hybrid
cloud data center. Building on the familiarity with FlexPod and Red Hat OpenShift, this document discusses
NetApp Astra Control Center, starting from installation, configuration, application protection workflows, and
application migration between on-premises and cloud. It also discusses the advantages of application-aware
data management features (such as backup and recovery, business continuity) when using NetApp Astra
Control Center for containerized applications running on Red Hat OpenShift.

The following figure illustrates the solution overview.



https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_iac_redhat_openshift.html

Audience

The intended audience of this document includes chief technology officers (CTOs), application developers,
cloud solution architects, site reliability engineers (SREs), DevOps Engineers, ITOps, and professional
services teams that are focused on designing, hosting, and managing containerized applications.

NetApp Astra Control — Key use cases

NetApp Astra Control aims at simplifying application protection for customers who deal with cloud native
microservices:

» Point-in-time (PiT) application representation with snapshots. With Astra Control you can take end-to-
end snapshots of your containerized applications that include the configuration details of the application
running on Kubernetes and the associated persistent storage. In case of an incident, applications can be
restored to a known good state in button click.

 Full copy application backup. With Astra Control you can take a full application backup on a predefined
schedule which can be used to restore the application to the same K8s cluster or to a different K8s cluster
on-demand in an automated fashion.

» Application portability and migration with clones. With Astra Control you can clone an entire
application along with its data from one Kubernetes cluster to another or within the same K8s cluster. This
feature also helps in porting or migrating an application across K8s clusters no matter where the clusters
are located (simply delete the source application instance after cloning).

» Customize application consistency. With Astra Control you can take control of defining application
quiesce states by leveraging the execution hooks. Drop the ‘pre’ and ‘post’ execution hooks to the
snapshot and backup workflows, your applications will be quiesced in your own way before a snapshot or
backup is taken.

» Automate application-level disaster recovery (DR). With Astra Control you can configure a business
continuity disaster recovery (BCDR) plan for your containerized applications. NetApp SnapMirror is used in
the backend and the complete implementation of the DR workflow is automated.

Solution topology

This section describes the logical topology of the solution.

The following illustration represents the solution topology comprising the FlexPod on-premises environment
running OpenShift Container Platform clusters, and a self-managed OpenShift Container Platform cluster on
AWS with NetApp Cloud Volumes ONTAP, Cisco Intersight, and NetApp Cloud Manager SaaS platform.
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The first OpenShift Container Platform cluster is a bare-metal installation on FlexPod, the second OpenShift
Container Platform cluster is deployed on VMware vSphere running on FlexPod, and the third OpenShift
Container Platform cluster is deployed as a private cluster into an existing virtual private cloud (VPC) on AWS
as a self-managed infrastructure.

In this solution, FlexPod is connected to AWS through a site-to-site VPN, however, customers can also use the
direct connect implementations to extend to a hybrid cloud. Cisco Intersight is used to manage the FlexPod
infrastructure components.

In this solution, Astra Control Center manages the containerized application hosted on the OpenShift Container
Platform cluster running on FlexPod and on AWS. Astra Control Center is installed on the OpenShift bare-
metal instance running on FlexPod. Astra Control communicates with the kube-api on the master node and
continually watches the Kubernetes cluster for changes. Any new applications added to the K8s cluster are
automatically discovered and made available for management.

PiT representations of containerized applications can be captured as snapshots using Astra Control Center.
Application snapshots can be triggered through a scheduled protection policy or on demand. For applications
that Astra supports, the snapshot is crash consistent. An application snapshot constitutes a snapshot of the
application data in the persistent volumes as well as the application metadata of the various Kubernetes
resources associated with that application.

A full copy backup of an application can be created by using Astra Control using a predefined backup schedule
or on demand. An object storage is used to store the backup of the application data. NetApp ONTAP S3,
NetApp StorageGRID, and any generic S3 implementation can be used as an object store.

Next: Solution components.


https://docs.openshift.com/container-platform/4.8/installing/installing_aws/installing-aws-private.html

Solution components

Previous: Solution overview.

FlexPod

FlexPod is a defined set of hardware and software that forms an integrated foundation for both virtualized and
nonvirtualized solutions. FlexPod includes NetApp ONTAP storage, Cisco Nexus networking, Cisco MDS
storage networking, Cisco Unified Computing System (Cisco UCS). The design is flexible enough that the
networking, computing, and storage can fit into one data center rack, or it can be deployed according to a
customer’s data center design. Port density allows the networking components to accommodate multiple
configurations.

Astra Control

Astra Control offers application-aware data protection services for cloud-native applications that are hosted in
both public clouds and on-premises. Astra Control delivers data protection, disaster recovery, and migration
capabilities for your containerized application running on Kubernetes.

Features

Astra Control offers critical capabilities for Kubernetes application data lifecycle management:

* Automatically manage persistent storage

» Create application consistent, on-demand snapshots and backups

» Automated policy-driven snapshot and backup operations

» Migrate applications and associated data from one Kubernetes cluster to another in a hybrid cloud setup
* Clone an application to the same K8s cluster or to another K8s cluster

* Visualize application protection status

» Provides a Graphical user interface and an exhaustive list of REST APIs to implement all protection

workflows from existing in-house tools.

Astra Control provides a single pane of glass visualization for your containerized applications that includes an
insight into their associated resources created on the Kubernetes cluster. You can view all your clusters, all
your apps, in all clouds or in all data centers using one portal. You can use the Astra Control APIs across all
environments (on-premises or public clouds) to implement your data management workflows.

The following image shows the Astra Control capabilities.
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Astra Control Consumption models

Astra Control is available in two consumption models:

« Astra Control Service. A fully managed service hosted by NetApp that provides application-aware data
management of Kubernetes clusters in Google Kubernetes Engine (GKE), Azure Kubernetes Service
(AKS).

« Astra Control Center. Self-managed software that provides application-aware data management of
Kubernetes clusters running in your on-premises and hybrid cloud environment.

This technical report leverages Astra Control Center for the management of cloud-native applications running
on Kubernetes.

The following image shows the Astra Control architecture.
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Astra Trident

Astra Trident is an open-source, fully supported storage orchestrator for containers and Kubernetes
distributions. It was designed from the beginning to help you meet your containerized applications’ persistence
demands using industry-standard interfaces, such as the Container Storage Interface (CSl). With Astra Trident,
microservices and containerized applications can take advantage of enterprise-class storage services provided
by the NetApp portfolio of storage systems.

Astra Trident is deployed on Kubernetes clusters as pods and provides dynamic storage orchestration services
for your Kubernetes workloads. It enables your containerized applications to consume persistent storage
quickly and easily from NetApp’s broad portfolio, which includes NetApp ONTAP (NetApp AFF, NetApp FAS,
NetApp ONTAP Select, Cloud, and Amazon FSx for NetApp ONTAP), NetApp Element software (NetApp
SolidFire), as well as the Azure NetApp Files service, Cloud Volume Service on Google Cloud, and the Cloud
Volume Service on AWS. In a FlexPod environment, Astra Trident is used to dynamically provision and
manage persistent volumes for containers that are backed by NetApp FlexVol volumes and LUNs hosted on an
ONTARP storage platform such as NetApp AFF and FAS systems and Cloud Volumes ONTAP. Trident also
plays a key role in the implementation of application protection schemes delivered by Astra Control. For more
information about Astra Trident, see the Astra Trident documentation.

Storage backend

To use Astra Trident, you need supported storage backend. A Trident backend defines the relationship
between Trident and a storage system. It tells Trident how to communicate with that storage system and how
Trident should provision volumes from it. Trident will automatically offer up storage pools from backends that
together match the requirements defined by a storage class.

* ONTAP AFF and FAS storage backend. As a storage software and hardware platform, ONTAP provides
core storage services, support for multiple storage access protocols, and storage management
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functionality, such as NetApp Snapshot copies and mirroring.
* Cloud Volumes ONTAP storage backend

» Astra Data Store storage backend

NetApp Cloud Volumes ONTAP

NetApp Cloud Volumes ONTAP is a software-defined storage offering that delivers advanced data
management for file and block workloads. With Cloud Volumes ONTAP, you can optimize your cloud storage
costs and increase application performance while enhancing data protection, security, and compliance.

Key benefits include:
 Leverage built-in data deduplication, data compression, thin provisioning, and cloning to minimize storage
costs.

» Ensure enterprise reliability and continuous operations in case of failures in your cloud environment.

* Cloud Volumes ONTAP leverages SnapMirror, NetApp’s industry-leading replication technology, to replicate
on-premises data to the cloud so it's easy to have secondary copies available for multiple use cases.

» Cloud Volumes ONTAP also integrates with Cloud Backup service to deliver backup and restore
capabilities for protection, and long-term archive of your cloud data.

» Switch between high and low-performance storage pools on-demand without taking applications offline.
» Ensure consistency of Snapshot copies using NetApp SnapCenter.
* Cloud Volumes ONTAP supports data encryption and provides protection against viruses and ransomware.

* Integration with Cloud Data Sense helps you understand data context and identify sensitive data.

Cloud Central

Cloud Central provides a centralized location to access and manage NetApp cloud data services. These
services enable you to run critical applications in the cloud, create automated DR sites, back up your data, and
effectively migrate and control data across multiple clouds. For more information, see Cloud Central.

Cloud Manager

Cloud Manager is an enterprise-class, SaaS-based management platform that enables IT experts and cloud
architects to centrally manage their hybrid multi-cloud infrastructure using NetApp’s cloud solutions. It provides
a centralized system for viewing and managing your on-premises and cloud storage, supporting hybrid,
multiple cloud providers and accounts. For more information, see Cloud Manager.

Connector

Connector is an instance that enables Cloud Manager to manage resources and processes within public cloud
environment. A Connector is required to use many features that Cloud Manager provides. A Connector can be
deployed in the cloud or on-premises network.

Connector is supported in the following locations:

« AWS
* Microsoft Azure

» Google Cloud


https://docs.netapp.com/us-en/astra-data-store/index.html
https://docs.netapp.com/us-en/occm35/concept_cloud_central.html
https://docs.netapp.com/us-en/occm/index.html

« On your premises

To learn more about Connector, see this link.

NetApp Cloud Insights

A NetApp cloud infrastructure monitoring tool, Cloud Insights enables you to monitor performance and
utilization for your Kubernetes clusters managed by Astra Control Center. Cloud Insights correlates storage
usage to workloads. When you enable the Cloud Insights connection in Astra Control Center, telemetry
information shows in Astra Control Center Ul pages.

NetApp Active 1Q Unified Manager

NetApp Active IQ Unified Manager allows you to monitor your ONTAP storage clusters from a single
redesigned, intuitive interface that delivers intelligence from community wisdom and Al analytics. It provides
comprehensive operational, performance, and proactive insights into the storage environment and the virtual
machines (VMs) running on it. When an issue occurs with the storage infrastructure, Unified Manager can
notify you about the details of the issue to help with identifying the root cause. The VM dashboard gives you a
view into the performance statistics for the VM so that you can investigate the entire I/O path from the VMware
vSphere host down through the network and finally to the storage. Some events also provide remedial actions
that can be taken to rectify the issue. You can configure custom alerts for events so that when issues occur,
you are notified through email and SNMP Traps. Active 1Q Unified Manager enables planning for the storage
requirements of your users by forecasting capacity and usage trends to proactively act before issues arise,
preventing reactive short-term decisions that can lead to additional problems in the long term.

Cisco Intersight

Cisco Intersight is a SaaS platform that delivers intelligent automation, observability, and optimization for
traditional and cloud-native applications and infrastructure. The platform helps drive change with IT teams and
delivers an operating model designed for hybrid cloud.

Cisco Intersight provides the following benefits:

 Faster delivery. Delivered as a service from the cloud or in the customer’s data center with frequent
updates and continued innovation, due to an agile-based software development model. This way, customer
can just focus on accelerating delivery for line-of-business.

« Simplified operations. Simplify operations by using a single secure SaaS-delivered tool with common
inventory, authentication, and APIs to work across full stack and all locations, eliminating silos across
teams. From managing physical servers and hypervisors on-premises, to VMs, K8s, serverless,
automation, optimization, and cost control across both on-premises and public clouds.

« Continuous optimization. Continuously optimize your environment by using intelligence provided by
Cisco Intersight across every layer, as well as Cisco TAC. This intelligence is converted into recommended
and automatable actions so you can adapt real-time to every change: from moving workloads and
monitoring health of physical servers to auto sizing K8s clusters, to cost reduction recommendations the
public clouds you work with.

There are two modes of management operations possible with Cisco Intersight: UCSM Managed Mode (UMM)
and Intersight Managed Mode (IMM). You can select the native UMM or IMM for the fabric-attached Cisco UCS
Systems during initial setup of the Fabric Interconnects. In this solution, native UMM is used.

The following image shows the Cisco Intersight dashboard.
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Red Hat OpenShift Container Platform

The Red Hat OpenShift Container Platform is a container application platform that brings together CRI-O and
Kubernetes and provides an API and web interface to manage these services. CRI-O is an implementation of
the Kubernetes Container Runtime Interface (CRI) to enable using Open Container Initiative (OCI) compatible
runtimes. It is a lightweight alternative to using Docker as the runtime for Kubernetes.

OpenShift Container Platform allows customers to create and manage containers. Containers are standalone
processes that run within their own environment, independent of operating system and the underlying
infrastructure. OpenShift Container Platform helps develop, deploy, and manage container-based applications.
It provides a self-service platform to create, modify, and deploy applications on demand, thus enabling faster
development and release life cycles. OpenShift Container Platform has a microservices-based architecture of
smaller, decoupled units that work together. It runs on top of a Kubernetes cluster, with data about the objects
stored in etcd, a reliable clustered key-value store.

The following image is an overview of the Red Hat OpenShift Container platform.
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Kubernetes infrastructure

Within OpenShift Container Platform, Kubernetes manages containerized applications across a set of CRI-O
runtime hosts and provides mechanisms for deployment, maintenance, and application-scaling. The CRI-O
service packages, instantiates, and runs containerized applications.

A Kubernetes cluster consists of one or more masters and a set of worker nodes. This solution design includes
high availability (HA) functionality at the hardware as well as the software stack. A Kubernetes cluster is
designed to run in HA mode with three master nodes and a minimum of two worker nodes to help ensure that
the cluster has no single point of failure.

Red Hat Core OS

OpenShift Container Platform uses Red Hat Enterprise Linux CoreOS (RHCOS), a container-oriented
operating system that combines some of the best features and functions of the CoreOS and Red Hat Atomic
Host operating systems. RHCOS is specifically designed for running containerized applications from OpenShift
Container Platform and works with new tools to provide fast installation, operator-based management, and
simplified upgrades.

RHCOS includes the following features:
« Ignition, which OpenShift Container Platform uses as a first boot system configuration for initially bringing

up and configuring machines.

* CRI-O, a Kubernetes native container runtime implementation that integrates closely with the operating
system to deliver an efficient and optimized Kubernetes experience. CRI-O provides facilities for running,
stopping, and restarting containers. It fully replaces the Docker Container Engine, which was used in
OpenShift Container Platform 3.

» Kubelet, the primary node agent for Kubernetes, is responsible for launching and monitoring containers.
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VMware vSphere 7.0

VMware vSphere is a virtualization platform for holistically managing large collections of infrastructures
(resources including CPUs, storage, and networking) as a seamless, versatile, and dynamic operating
environment. Unlike traditional operating systems that manage an individual machine, VMware vSphere
aggregates the infrastructure of an entire data center to create a single powerhouse with resources that can be
allocated quickly and dynamically to any application in need.

For more information, see VMware vSphere.

VMware vSphere vCenter

VMware vCenter Server provides unified management of all hosts and VMs from a single console and
aggregates performance monitoring of clusters, hosts, and VMs. VMware vCenter Server gives administrators
a deep insight into the status and configuration of compute clusters, hosts, VMs, storage, the guest OS, and
other critical components of a virtual infrastructure. VMware vCenter manages the rich set of features available
in a VMware vSphere environment.

Hardware and software revisions

This solution can be extended to any FlexPod environment that is running supported versions of software,
firmware, and hardware as defined in the NetApp Interoperability Matrix Tool and Cisco UCS Hardware
Compatibility List. The OpenShift cluster is installed on FlexPod in a Bare Metal fashion as well as on VMware

vSphere.

Only a single instance of Astra Control Center is required to manage multiple OpenShift (k8s) clusters, while
Trident CSl is installed on each OpenShift cluster. Astra Control Center can be installed on any of these
OpenShift cluster. In this solution, Astra Control Center is installed on the OpenShift bare- metal cluster.

The following table lists the FlexPod hardware and software revisions for OpenShift.

Component Product Version
Compute Cisco UCS Fabric Interconnects 4.1(3c)
6454
Cisco UCS B200 M5 Servers 4.1(3c)
Network Cisco Nexus 9336C-FX2 NX-OS  9.3(8)
Storage NetApp AFF A700 9.11.1
NetApp Astra Control Center 22.04.0
NetApp Astra Trident CSI Plugin 22.04.0
NetApp Active 1Q Unified Manager 9.1
Software VMware ESXi nenic Ethernet Driver 1.0.35.0
vSphere ESXi 7.0(U2)
VMware vCenter Appliance 7.0 U2b
Cisco Intersight Assist Virtual 1.0.9-342
Appliance
OpenShift Container Platform 4.9
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Component Product Version
OpenShift Container Platform RHCOS 4.9
Master Node
OpenShift Container Platform RHCOS 4.9
Worker Node

The following table lists the software versions for OpenShift on AWS.

Component Product Version

Compute Master Instance Type: m5.xlarge n/a
Worker Instance Type: mb5.large n/a

Network Virtual Private Cloud n/a
Transit Gateway

Storage NetApp Cloud Volumes ONTAP 9.11.1
NetApp Astra Trident CSI Plugin 22.04.0

Software OpenShift Container Platform 4.9
OpenShift Container Platform RHCOS 4.9
Master Node
OpenShift Container Platform RHCOS 4.9

Worker Node

Next: FlexPod for OpenShift Container Platform 4 bare-metal installation.

Installation and configuration

FlexPod for OpenShift Container Platform 4 bare-metal installation

Previous: Solution components.

To understand FlexPod for OpenShift Container Platform 4 bare-metal design,
deployment details, and the NetApp Astra Trident installation and configuration, see
FlexPod with OpenShift Cisco Validated Design and Deployment guide (CVD). This CVD
covers FlexPod and OpenShift Container Platform deployment using Ansible. The CVD
also provide detailed information about preparing worker nodes, Astra Trident installation,
storage backend, and storage class configurations, which are the few prerequisites for
deploying and configuring Astra Control Center.

The following figure illustrates the OpenShift Container Platform 4 Bare Metal on FlexPod.

12
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FlexPod for OpenShift Container Platform 4 on VMware installation

For more information about deploying Red Hat OpenShift Container Platform 4 on FlexPod running VMware
vSphere, see FlexPod Datacenter for OpenShift Container Platform 4.

The following figure illustrates FlexPod for OpenShift Container Platform 4 on vSphere.
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Next: Red Hat OpenShift on AWS.

Red Hat OpenShift on AWS

Previous: FlexPod for OpenShift Container Platform 4 bare-metal installation.

A separate self-managed OpenShift Container Platform 4 cluster is deployed on AWS as
a DR site. The master and worker nodes span across three availability zones for high
availability.

Instances (6) 1o
Q Sear

| op | X | | Clear filters
MName a~ Instance ID Instance state - Instance type v Availability Zone v Private IP a... v Key name
ocpaws-vS8kn-master-0 i-0d2dB1¢ca91a54276d Running @®&& m5.xlarge us-east-1b 172.30.165.160 =
ocpaws-ySBkn-master-1 i-0b161945421d2a23¢ @ Running @ m&.xlarge us-east-1¢ 172.30.166.162 -
ocpaws-v58kn-master-2 i-0146a66521060ea59 @ Rumning @Q m5.xlarge us-east-1a 172.30.164.209 =
ocpaws-v58kn-worker-us-east-1a-zj80dj i-05e6efal8d136c842 ® Rumning @& ma3.large us-east-1a 172.30.164.128 -
ocpaws-y58kn-worker-us-east-1b-Tnmbc i-0879a088b50d2d966 ® Running @@ m5.large us-east-1b 172.30.165.93 -
ocpaws-vSBkn-worker-us-east-1¢-96j6n i0c24aif3c2d701182c Running @&& m5.large us-east-1c 172.30.166.51 -
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[ec2-user@ip-172-30-164-92 ~]$ oc get nodes

NAME STATUS ROLES AGE VERSION
ip-172-30-164-128.ec2.internal Ready worker 29m v1.22.8+f34b40c
ip-172-30-164-209.ec2.internal Ready master 36m v1.22.8+£34b40c
ip-172-30-165-160.ec2.internal Ready master 33m v1.22.8+£34b40c
ip-172-30-165-93.ec2.internal Ready worker 30m v1.22.8+f34b40c
ip-172-30-166-162.ec2.internal Ready master 36m v1.22.8+£34b40c
ip-172-30-166-51.ec2.internal Ready worker 28m v1.22.8+£34b40c

OpenShift is deployed as a private cluster into an existing VPC on AWS. A private OpenShift Container
Platform cluster does not expose external endpoints and is accessible from only an internal network and is not
visible to the internet. A single-node NetApp Cloud Volumes ONTAP is deployed using NetApp Cloud Manager,
which provides a storage backend to Astra Trident.

For more information about installing OpenShift on AWS, see OpenShift documentation.

Next: NetApp Cloud Volumes ONTAP.

NetApp Cloud Volumes ONTAP

Previous: Red Hat OpenShift on AWS.

The NetApp Cloud Volumes ONTAP instance is deployed on AWS, and it serves as
backend storage to Astra Trident. Before adding a Cloud Volumes ONTAP working
environment, a Connector must be deployed. The Cloud Manager prompts you if you try
to create your first Cloud Volumes ONTAP working environment without a Connector in
place. To deploy a Connector in AWS, see Create a Connector.

To deploy Cloud Volumes ONTAP on AWS, see Quick Start for AWS.

After Cloud Volumes ONTAP is deployed, you can install Astra Trident and configure the storage backend and
snapshot class on the OpenShift Container Platform cluster.

Next: Astra Control Center installation on OpenShift Container Platform.

Astra Control Center installation on OpenShift Container Platform

Previous: NetApp Cloud Volumes ONTAP.

You can install Astra Control Center either on OpenShift cluster running on FlexPod or on
AWS with a Cloud Volumes ONTAP storage backend. In this solution, Astra Control
Center is deployed on the OpenShift bare-metal cluster.

Astra Control Center can be installed using the standard process described here or from the Red Hat

OpenShift OperatorHub. Astra Control Operator is a Red Hat certified operator. In this solution, Astra Control
Center is installed using the Red Hat OperatorHub.
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Environment requirements

+ Astra Control Center supports multiple Kubernetes distributions; for Red Hat OpenShift, the supported
versions include Red Hat OpenShift Container Platform 4.8 or 4.9.

 Astra Control Center requires the following resources in addition to the environment’s and the end-user’s
application resource requirements:

Components Requirement

Storage backend capacity At least 500GB available

Worker nodes At least 3 worker nodes, with 4 CPU cores and 12GB
RAM each

Fully qualified domain name (FQDN) address An FQDN address for Astra Control Center

Astra Trident Astra Trident 21.04 or newer installed and configured

Ingress controller or Configure the ingress controller to expose Astra

load balancer Control Center with a URL or load balancer to provide

IP address which will resolve to the FQDN

* You must have an existing private image registry to which you can push the Astra Control Center build
images. You need to provide the URL of the image registry where you upload the images.

@ Some images are pulled while executing certain workflows, and containers are created and
destroyed when necessary.

 Astra Control Center requires that a storage class be created and set as the default storage class. Astra
Control Center supports the following ONTAP drivers provided by Astra Trident:

o ontap-nas
> ontap-nas-flexgroup
o ontap-san

o ontap-san-economy

@ We assume that the deployed OpenShift clusters have Astra Trident installed and configured
with an ONTAP backend, and a default storage class is also defined.

* For application cloning in OpenShift environments, Astra Control Center needs to allow OpenShift to mount
volumes and change the ownership of files. To modify the ONTAP export policy to allow these operations,
run the following commands:

export-policy rule modify -vserver <storage virtual machine name>
-policyname <policy name> -ruleindex 1 -superuser sys
export-policy rule modify -vserver <storage virtual machine name>
-policyname <policy name> -ruleindex 1 -anon 65534

To add a second OpenShift operational environment as a managed compute resource, make
sure that the Astra Trident Volume snapshot feature is enabled. To enable and test volume
snapshots with Astra Trident, see the official Astra Trident instructions.
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* A VolumeSnapClass should be configured on all Kubernetes clusters from where the applications is
managed. This could also include the K8s cluster on which Astra Control Center is installed. Astra Control
Center can manage applications on the K8s cluster on which it is running.

Application management requirements

* Licensing. To manage applications using Astra Control Center, you need an Astra Control Center license.

* Namespaces. A namespace is the largest entity that can be managed as an application by Astra Control
Center. You can choose to filter out components based on the application labels and custom labels in an
existing namespace and manage a subset of resources as an application.

» StorageClass. If you install an application with a StorageClass explicitly set and you need to clone the
application, the target cluster for the clone operation must have the originally specified StorageClass.
Cloning an application with an explicitly set StorageClass to a cluster that does not have the same
StorageClass fails.

» Kubernetes resources. Applications that use Kubernetes resources not captured by Astra Control might
not have full application data management capabilities. Astra Control can capture the following Kubernetes
resources:

Kubernetes resources

ClusterRole ClusterRoleBinding ConfigMap
CustomResourceDefinition CustomResource CronJob

DaemonSet HorizontalPodAutoscaler Ingress
DeploymentConfig MutatingWebhook PersistentVolumeClaim
Pod PodDisruptionBudget PodTemplate
NetworkPolicy ReplicaSet Role

RoleBinding Route Secret

ValidatingWebhook

Install Astra Control Center using OpenShift OperatorHub

The following procedure installs Astra Control Center using Red Hat OperatorHub. In this solution, Astra
Control Center is installed on a bare-metal OpenShift cluster running on FlexPod.

1. Download the Astra Control Center bundle (astra-control-center-[version].tar.gz) from the
NetApp Support site.
2. Download the .zip file for the Astra Control Center certificates and keys from the NetApp Support site.

3. Verify the signature of the bundle.

openssl dgst -sha256 -verify astra-control-center([version] .pub
-signature <astra-control-center[version].sig astra-control-
center[version].tar.gz

4. Extract the Astra images.
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tar -vxzf astra-control-center-[version].tar.gz

5. Change to the Astra directory.

cd astra-control-center-[version]

6. Add the images to your local registry.

For Docker:
docker login [your registry path]OR
For Podman:

podman login [your registry path]

7. Use the appropriate script to load the images, tag the images, and push them to your local registry.

For Docker:

export REGISTRY=[Docker registry path]
for astralImageFile in $(ls images/*.tar) ; do

# Load to local cache. And store the name of the loaded image trimming
the 'Loaded images: '

astralImage=$ (docker load --input S${astralmageFile} | sed 's/Loaded
image: //'")

astraImage=$ (echo ${astraImage} | sed 's!localhost/!!")

# Tag with local image repo.

docker tag ${astralImage} S${REGISTRY}/${astralmage}

# Push to the local repo.

docker push ${REGISTRY}/S${astralmage}
done

For Podman:
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export REGISTRY=[Registry path]
for astralImageFile in $(ls images/*.tar) ; do
# Load to local cache. And store the name of the loaded image trimming

the 'Loaded images:

astralmage=$ (podman load --input ${astralmageFile} | sed 's/Loaded
image(s): //")
astraImage=$ (echo S${astraImage} | sed 's!localhost/!!")

# Tag with local image repo.

podman tag S${astralmage} ${REGISTRY}/S$S{astralmage}
# Push to the local repo.

podman push ${REGISTRY}/${astralmage}

done

8. Log into the bare-metal OpenShift cluster web console. From the side menu, select Operators >
OperatorHub. Enter astra to list the netapp-acc-operator.

Rod Hat

—— OpenShift

tform

08 Administrator

Home OperatorHub

Ot v

Opearators ' 0

OperatorHub

Imtaled Operalon

Workloads

Networking

@ netapp-acc-operator is a certified Red Hat OpenShift Operator and is listed under the
OperatorHub catalogue.

9. Select netapp-acc-operator and click Install.
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netapp-acc-operator x

22 4 3 prowded by NeLADD

Latest version Astra Controd is an application-aware data management solution that Manages. protects and moves data-
2243 rich Kubermetes workdoads in both public clouds and on-premises
Wm Astra Control enables data protection, disaster réecovery, and migration for your Kubemetes workloads,

leveraging NetApp's industry-leading data management technology for snapshots, backups, rephcation and

cloning
STV Upgrads
U How to deploy Astra Control
L 22 lSagiht
Refer 1o Installation Procedure to deploy Astra Control Center uting the Operator
Auto P t
Documentation
Source
Certified Refer to Astra Control Center Documentatron to complete the setup and start managing applicabons
MNOTE: The version listed under Larest verzion on this page might not reflect the actual version of NetApp
Provider
Astra Control Center you are installing. The version in the file name of the Astra Control Center bundle that
MatiApp

you download from the NetApp Support Site is the version of Astra Control Center that will be installed

10. Select the appropriate options and click Install.

OperatorHul *  Operator INCTalanomn

Install Operator

the updats channals to ke, & @ith

|restall yoris

Update channel * & netapp-acc-operator
provicled by NetApp
alpha
i cpable Provided AP
Installation mode * =5 Astra Control Center
. A namespaces on the chuster (default) AstraontrolCenter it the Schema for
Operator will be available in 3l Namespaces the astracontraleentars AP,

his mode s not supported by this Operator

Installod Namespace =

@D retapp-acc-operator ( Operator recommanded) -

) Mamespace creation

NAMesEace HETAPD-B0C-Operaton coet notewst and will be creared

Update approval * @
Automatic

® Manual

@ Maniial approval applies to all operators in a namespace
instaling an eperator with manual approval causes o8 operators installed in name space netapp-acc-operator to function as manual spproval
strategy. To allow automatic apgroval. 2l operaton: instalied in the namespace mest uce sytomatc approval strategy

11. Approve the installation and wait for the operator to be installed.

20




@ netapp-acc-operator A
Z22.4.3 provided by NetApp

Manual approval required

Review the manual install plan for operators acc-operatorv22.4.3. Once approved, the
following resources will be created in order to satisfy the reguirements for the
components specified in the plan. Click the rescurce name to view the rescurce in detail.

View installed Operators in Mamespace netapp-acc-operator

12. At this stage, the operator is installed successfully and ready for use. Click View Operator to start the
installation of Astra Control Center.

@ netapp-acc-operator Q
22.4.3 provided by NetApp

Installed operator - ready for use

View Operator View installed Operators in Namespace netapp-acc-operator

13. Before installing Astra Control Center, create the pull secret to download Astra images from the Docker
registry that you pushed earlier.
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o8 Admimnistrator

@ netapp-acc-operator

Search
AP Expllorer Provided APls

Events

(= Astra Control Canter
Crperatons

Operatoriub

Irestnlled Operaton

C
Warkloads
Description

Pods
Deployments ’ ™
DeploymentConfigs i X v |
StatefulSets i » ent le y* i hck UL
Secrets How to deploy Astra Control
ConfigMaps aler T 1 Procedure to deploy Axtia trod Cente

14. To pull the Astra Control Center images from your Docker private repo, create a secret in the netapp-
acc-operator namespace. This secret name is provided in the Astra Control Center YAML manifest in a

later step.
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Project netapp-acc-operator =

Create image pull secret

Image pull secrets let you authenticate against 3 private image registry,

Secret name *

astra-reglstry-cred

Unigue name of the new secret,
Authentication type
Image registry cradenuals -

Registry server address *

For sxample quay.io of dockerio

Username *

Email

abhinavd@netapp.com

© Add credentials

15. From the side menu, select Operators > Installed Operators and click Create Instance under the provided
APls section.




RedHat
OpenShift
Containes

o8 Administrator

Home

Overview
Projects
Search

AP| Explorer

Events

Operators

OperatorHub

installed Operators

% Administrator

Operators

OperatorHub
Installed Operators

Workloads

Networking

Storage

Builds

Observe

Compute

User Management

Admintstration

Provided APIs

=% Astra Control Center

3"E-.ér‘. netapp-acc-operator
Create AstraControlCenter

Configure via  ® Form view YAML view

) Note: Some fields may not be represented in this form view. Please sefect "YAML view” for full control.

Name *

acc

Labels

Aurto Support * »

Astra Address *

Astra Version *

Under Astra Address, provide the FQDN address for Astra Control Center. This address is
@ used to access the Astra Control Center Web console. The FQDN should also resolve to a
reachable IP network and should be configured in the DNS.

17. Enter an account name, email address, administrator last name, and retain the default volume reclaim
policy. If you are using a load balancer, set the Ingress Type to AccTraefik. Otherwise, select Generic for
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Ingress.Controller. Under Image Registry, enter the container image registry path and secret.

& Administrator oject netapp-acc-operator =

Account Namae *

Operators
Email *
OperatorHub i at
Installed Operators
Last Name

Workloads

Violume Reclaim Policy

Storage

Builds Ingress Type

Compute Astra Kube Config Secret
User Management
Image Registry

Administration

Mame

Secret

In this solution, the Metallb load balancer is used. Therefore, the ingress type is AccTraefik.
@ This exposes the Astra Control Center traefik gateway as a Kubernetes service of type
LoadBalancer.

18. Enter the admin first name, configure the resource scaling, and provide the storage class. Click Create.



Image Ragistry

Operators

OperatorHub Firet Name
irst

Instafled Oparators

Workloads
G Astra Resources Scaler

Pods Detault =
Deployments

Storage Class
DeploymentConfigs g

StatefulSets

Secrets
Crds

Create o

AstraContrelCenters

Oporators

Mams 1 Kind Status. Lty

Cruate AstraConroilanter

Lant upclated]

@

19. Verify that all system components have been installed successfully and that all pods are running.
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root@abhinav-ansible# oc get pods -n netapp-acc-operator

NAME READY
RESTARTS AGE

acc-helm-repo-77745b49b5-7zg2v 1/1
10m

acc-operator-controller-manager-5c656c44c6-tgnmn 2/2
13m

activity-589c6d59f4-x2sfs 1/1

STATUS

Running 0
Running 0
Running 0




6més
api-token-authentication-4g51j
5m26s
api-token-authentication-pzptd
5m27s
api-token-authentication-tbtg6
5m27s

asup-669d£8d49-gps54

5m26s
authentication-5867c5f56f-dnpp2
3mb4s
bucketservice-85495bc475-5zcc5
5mb55s
cert-manager-67f486bbc6-txhh6
9m5s

cert-manager-cainjector-75959db744-415p5

9mo6s

cert-manager-webhook-765556b869-gowdf

9m6s
cloud-extension-5d595f85f-txrfl
5m27s

cloud-insights-service-674649567b-5s4wd

5m49s

composite-compute-60b58d48c69-46vhc

omlls

composite-volume-6d447£fd959-chnrt

5m27s
credentials-66668f8ddd-8gc5b
Tm20s
entitlement-fdo6fc5c58-wxnmh
6m20s
features-756bbb7c7c-rgcrm
5m26s

fluent-bit-ds-278pg

3m35s

fluent-bit-ds-5pgc6

3m35s

fluent-bit-ds-817cqg

3m35s

fluent-bit-ds-9gbft

3m35s

fluent-bit-ds-nj475

3m35s

fluent-bit-ds-x9pd8

3m35s
graphgl-server-698d6fd4bf-kftwc

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running
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28

3m20s
identity-5d4f4c87c9-wjz6c
6m27s

influxdb2-0

9m33s

krakend-657d44bf54-8cb56

3m21ls

license-594bbdc-rghdg

6m28s
login-ui-6c65fbbbd4-jg8wz
3ml7s

loki-0

9m30s
metrics-facade-75575£69d7-hnlk6
6ml10s
monitoring-operator-65dff79cfb-z78vk
3md7s

nats-0

10m

nats-1

9m43s

nats-2

9m23s
nautilus-7bb469f857-4hlc6

6m3s

nautilus-7bb469f857-vz94m
4md2s

openapi-8586db4dbcd-gwwvE

5m4dls
packages-6bdb949cfb-nrg81l
6m35s
polaris-consul-consul-server-0
9m22s
polaris-consul-consul-server-1
9m22s
polaris-consul-consul-server-2
9m22s

polaris-mongodb-0

9m22s

polaris—-mongodb-1

8m58s

polaris-mongodb-2

8m34s
polaris-ui-5df7687dbd-trcnf
3ml8s

polaris-vault-0

1/1

1/1

1/1

1/1

1/1

1/1

1/1

2/2

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

2/2

2/2

2/2

1/1

1/1

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running



9ml18s

polaris-vault-1

9ml18s

polaris-vault-2

9ml8s
public-metrics-7b96476f64-j88bw
5m48s
storage-backend-metrics-5fd6d7cd9c-vcb4]
5m59s
storage-provider-bb85ff965-m7grqg
5m25s

telegraf-ds-4zqggz

3m36s

telegraf-ds-cp9x4

3m36s

telegraf-ds-h4n59

3m36s

telegraf-ds-jnp2qg

3m36s

telegraf-ds-pdz5]

3m36s

telegraf-ds-zngtp

3m36s

telegraf-rs-rt64j

3m36s
telemetry-service-7dd9c74bfc-sfkzt
6ml9s

tenancy-d878b7fb6-wf8x9

6m37s

traefik-6548496576-5v2g6

98s

traefik-6548496576-9g82pqg

3m8s

traefik-6548496576-psn4d9

38s

traefik-6548496576-qgrkfd

2m53s

traefik-6548496576-srs6r

98s

trident-svc-679856c67-78kbt
5m27s
vault-controller-747d664964-xmn6¢Cc
Tm37s

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running
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@ Each pod should have a status of Running. It might take several minutes before the system
pods are deployed.

20. When all pods are running, run the following command to retrieve the one-time password. In the YAML
version of the output, check the status.deploymentState field for the deployed value, and then copy
the status.uuid value. The password is AcC- followed by the UUID value. (ACC-[UUID]).

root@abhinav-ansible# oc get acc -o yaml -n netapp-acc-operator

21. In a browser, navigate to the URL by using the FQDN that you had provided.

22. Log in using the default user name, which is the email address provided during the installation and the one-
time password ACC-[UUID].

[ Nty deta x4+ = R

- (o] & Notsscure | mips/sococp fegpodinetappcomyiog

N NetApp M Astra Control Center

Log In to NetApp Astra Control Center Ma nage, protect, a nd

abhinay Hgnitapp cam

e I migrate your Kubernetes
[ £ T applications with just a few

clicks!

@ If you enter an incorrect password three times, then the administrator account is locked for
15 minutes.

23. Change the password and proceed.
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M NetApp M Astra Control Center

Welcome to NetApp Astra Control Center Manage, protect, and

migrate your Kubernetes

applications with just a few

clicks!

= Al l2as! ong s

UPDATE PASSWORD

For more information about the Astra Control Center installation, see the Astra Control Center Installation
overview page.

Set up Astra Control Center

After you install Astra Control Center, log into the Ul, upload the license, add clusters, manage storage, and
add buckets.

1. On the home page under Account, go to the License tab and select Add License to upload the Astra

license.
." An Astra Controd Centet hicense was not found. Your Astra Control Center functionality & limited Maore information (4
g ocp o ? X
£5 oashboard
él Account
i Applicitions Usersy Cradentials Motifications License Packages Connections
71 Chusters
= ASTRA CONTROL CEMTER LICENSE OVERVIEW
You have no active Astra Control Center license
= Backends
og ontr enter, L nen you receive your ficense, select Add license
B suckets
Astra CELARCT
m Select Add leense t cense file, More information (4

[E] activity

3 Suppart

Astra Data Store lidenses

4+ Manually add lieense

2. Before adding the OpenShift cluster, create an Astra Trident Volume snapshot class from the OpenShift
web console. The Volume snapshot class is configured with the csi.trident.netapp.io driver.
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S R DB AT SEk Create VolumeSnapshotClass

Operators

Workloads

MNetworking

Storage
PersistentVolumes
PersistentVolumeClaims
StorageClasses
VolumeSnapshots

VolumeSnapshotClasses

VolumeSnapshotContents

3. To add the Kubernetes cluster, go to Clusters on the home page and click Add Kubernetes Cluster. Then
upload the kubeconfig file for the cluster and provide a credential name. Click Next.

STEP 1/3: CREDENTIALS

_@_ Add Kubernetes cluster

CREDENTIALS

Upload file Paste from clipboard

kubeconfig-noingress : aonprem-oop-hm

4. The existing storage classes are discovered automatically. Select the default storage class, click Next, and
then click Add cluster.
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1 Add cluster

ETORAGE

sot defaislt  Storage class

- oEpnAsaC-gold

Storage provisianer Foctairn palicy Hinding mode Wigitsla

cELTganLnatapp. o Delnte trrTed Lt

STEP 3/3: STORAGE =

-

5. The cluster is added in few minutes. To add additional OpenShift Container Platform clusters, repeat steps

1-4.

@ To add an additional OpenShift operational environment as a managed compute resource,
make sure that the Astra Trident VolumeSnapshotClass objects are defined.

6. To manage the storage, go to Backends, click the three dots under Actions against the backend that you
would like to manage. Click Manage.

5 Backends

+  Add
MName 4 State
€190-chister 1) Discovered
haalthvyitfy (L) Dincovered
singlecvoaws 1) Cscovered

Capacity

Mot available yet

Mot available yat

W Managed QL Discovered €)

Thraaghput Type Cluster Claud Actions
Mot available yet OMNTAFR S.11.1 Het applicable Mot applcable
Manage
Not available yet OMNTAR 2111 Mot applicabla ot applcabilo
- - Aemave
AR 1 Mot applicable Not applicabile

HNot avallable yet

7. Provide the ONTAP credentials and click Next. Review the information and click Managed. The backends
should look like the following example.
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= Backends

<+ Add = Search % Managed () Discovered
13 of 3 or
Mame 4 State Capacity Throughput Type Cluster Cloud Actions
©190-chuster <) Available = 0.4/10.54 Tifk: 3.8% hot available yet ONTAP 9.11.1 not applicable Mot applicable H
healthylife (=) Availakle _ 3.16/106.42 Tig: 4.5% Not available yet ONTAP 5.11.1 Mot applicabies Mot applicable H
singlecvoaws (=) Available - 0,07/0.62 Tl 11.9% Not available yet ONTAP 9.91.1 Not apphcable Mot applicable E

8. To add a bucket to Astra Control, select Buckets and click Add.

& astra

] oashboard

5 Buckets

MANAGE YOUR APPLICATIONS

(€ Applications

,@ Clusters

MANSA Youn & BACE Mame 4 Descriptiaon State Type

£33 Backends

£ Account

@ Activity

9. Select the bucket type and provide the bucket name, S3 server name, or IP address and S3 credential.
Click Update.

B edit bucket e

STOHAGE BUCKET

u EDITING STORAGE
BUCKETS

Edit the access detads of your exsting ohject more bocket

aee @ -bucket n replace

t bocket

= t o i g R Fass mare im Slarsae Buckes [
escription (optional et
rip o 21 useant- Lamazonawe.com

Rake this bucket the default bucket for this cloud ’

SELECT CREDEMTIALS

astra Control reguires S5 access credentials with the rokes necessany to lacilitate Kubernatés application data mansgement.

Add  Use existing

Access (D Sucrel ey o

Covdoniial name
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@ In this solution, AWS S3 and ONTAP S3 buckets are both used. You can also use
StorageGRID.

The Bucket state should be Healthy.

[ Buckets

Mame 4 Description State Type Action

As a part of Kubernetes cluster registration with Astra Control Center for application-aware data managemen
Astra Control automatically creates role bindings and a NetApp monitoring namespace to collect metrics and
logs from the application pods and worker nodes. Make one of the supported ONTAP-based storage classes
the default.

After you add a cluster to Astra Control management, you can install apps on the cluster (outside of Astra
Control) and then go to the Apps page in Astra Control to manage the apps and their resources. For more
information about managing apps with Astra, see the App management requirements.

Next: Solution validation overview.

Solution validation

Overview
Previous: Astra Control Center installation on OpenShift Container Platform.
In this section, we revisit the solution with some use cases:

» Restoring a stateful application from a remote backup to another OpenShift cluster running in the cloud.
» Restoring a stateful application to the same namespace in the OpenShift cluster.

 Application mobility by cloning from one FlexPod system (OpenShift Container Platform Bare Metal) to
another FlexPod system (OpenShift Container Platform on VMware).

Notably, only a few use cases are validated in this solution. This validation does not in any way represent the
entire functionality of Astra Control Center.

Next: Application recovery with remote backups.
Application recovery with remote backups
Previous: Solution validation overview.

With Astra, you can take a full application-consistent backup that can be used to restore
your application with its data to a different Kubernetes cluster running in an on-premises

t7
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data center or in a public cloud.

To validate a successful application recovery, simulate an on-premises failure of an application running on the
FlexPod system and restore the application to a K8s cluster running in the cloud by using a remote backup.

The sample application is a pricelist application that uses MySQL for the database. To automate the
deployment, we used the Argo CD tool. Argo CD is a declarative, GitOps, continuous delivery tool for
Kubernetes.

1. Log into the on-premises OpenShift cluster and create a new project with the name argocd.

Create Project

MName * &=

argocd

Display name

hybrid cioud demo

Description

Project argocd =

OperatorHub
Disc from the Kubsmetes community and Red Hat partners, curated by Red Hat You can purchase commercial softy
SADATRE R instalia rater capabilities will appear in the Developer Catalog providing a seif-zenvice experience

OperatorHub
. L 1l iteims All ltens
Installed Operators
Al/Machine Learning

argocd
Applizaticn Runtims

Big Data

% Community ; Community

Argo CD Argo CD Operator {Halm)

Storage

Drevelepment Took
civers And Phegins
Builds Dirivers And Plugin:

Integration & Delivery

cirvn & Tracing
Fipelines Logging & Teaxing

Modemization & Migration

AGritorinG
Monitaono Bdonitoring

3. Install the operator in the argocd namespace.
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https://argo-cd.readthedocs.io/en/stable/

Cperateatiul » Operatee installation
Install Operator
n Opetator by subscribing toone of the up keep the Cperstor up to date. The sir her tabc updates
Update channel * () e ArgoCD
provided by Argo CD Community
® aipha
Provnded APl
Installation mode *
Application licationSet
All namespaces on the cluster (default) o @ Aep
Oiperater will be avalable m sl Namespaces An Application s a group of Kubernetes An ApphcationSet is 8 group or set of
® 2 cpecific namespace on the cluster resources. a5 defined by 3 manifest Applicabion resources.
Oiperztos will be avalable m & smgke Namezp.
Installed Namespace *
argocd -
. 5 AppProject {5 Argo COExport
Update approval * An AppProject s 2 logical grouping of ArgoCDExport is the Schema for the
Argo CD AppScations. argoodexparts APt
& Astomatic
Manual
@& Argo CD
m Cancel ] ArgoCTis the Schema for the argocds
AP

4. Go to the operator and click Create ArgoCD.

Projeet: argocd =

Installed Operators 2 Opérator details

ArgoCD Actions. =
0.30 provided by Ango CD Community

Details  YAML  Subscription  Events  Allinstances  Application  ApplicationSet  AppProject  Argo CDExport  Argo CD

ArgoCDs

No operands found

Operands are declaratve comg d to define the behavior of the

5. To deploy the Argo CD instance in the argocd project, provide a name and click Create.
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ﬁl

Project angocd -
Aroey Cf ¥ Create Aty " i

Aee Ll

Create ArgoCD

...... L o by U}
Con‘f-gu'o via ' Eorm view YAML view
ArgoCD
© Note: Some fields may not be represented in this form view. Please select "YAML view” for full control. ‘ prowided by Argo CO Commanity
A",J;i: D i3 the Schema for the argoc i AR

Naine *
[ a1gocd-netapp l (
Labels

6. To log in to Argo CD, the default user is admin and the password is in a secret file with the name argocd-
netapp-cluster.

Project argosd W

becrets b Secrmt detai
@ argocd-netapp-cluster
Managed by EIED asrgocd-netapp

Detalis WML

Secret cdetails

Mame Typa
aigocd-netapp-chitar Opague

Mamezpace
Labeln Fedit o
s po b ome e/ managed-ty=irgocd-netaps  apphuDaInEF o/ Name=agecd: netnp chister

P kLT et by art ot g

Annotations
Frolations o

Craated at
@ 2 minutes ago

Chamar

GED argocd.catape

Data @ Foenal valie

ademan.pasawerd “

7. From the side menu, select Routes > Location and click the URL for the argocd routes. Enter the user
name and password.
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& = & A Notsecure | mitps)/srgocd-netapp-senver-angocd appa.ocp fepod netapp.com) apgiications 2% 0 ° ( upate

Appletian APPLICATIONS TILES

e Yomowns J e PR B (=

Log out

No applications yet
Create new application to start managing resources in your cluster

CREATE APPLICATION

8. Add the on-premises OpenShift cluster to Argo CD through the CLI.
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####Login to Argo CD####

abhinav3@abhinav-ansible$ argocd-linux-amdé64 login argocd-netapp-server-—

argocd.apps.ocp.flexpod.netapp.com --insecure

Username: admin

Password:

'admin:login' logged in successfully

Context'argocd-netapp-server—-argocd.apps.ocp.flexpod.netapp.com' updated

####List the On-Premises OpenShift cluster####

abhinav3@abhinav-ansible$ argocd-linux-amd64 cluster add

ERRO[0000] Choose a context name from:

CURRENT NAME

CLUSTER SERVER

w default/api-ocp-flexpod-netapp-com:6443/abhinav3

api-ocp-flexpod-netapp-com: 6443

https://api.ocp.flexpod.netapp.com: 6443
default/api-ocpl-flexpod-netapp-com:6443/abhinav3

api-ocpl-flexpod-netapp-com: 6443

https://api.ocpl.flexpod.netapp.com:6443

####Add On-Premises OpenShift cluster###

abhinav3@abhinav-ansible$ argocd-linux-amdé64 cluster add default/api-

ocpl-flexpod-netapp-com:6443/abhinav3

WARNING: This will create a service account “argocd-manager  on the

cluster referenced by context ‘default/api-ocpl-flexpod-netapp-

com:6443/abhinav3” with full cluster level admin privileges. Do you want

to continue [y/N]? y

INFO[0002] ServiceAccount "argocd-manager" already exists in namespace

"kube-system"

INFO[0002] ClusterRole "argocd-manager-role" updated

INFO[0002] ClusterRoleBinding "argocd-manager-role-binding" updated

Cluster 'https://api.ocpl.flexpod.netapp.com:6443' added

9. In the ArgoCD UlI, click NEW APP and enter the details about the app name and code repository.
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GENERAL

ADDLCETON Name
pricelist
default

SYNC POLICY

Manual

SYNC OPTIONS

[ ] sxip scHEMA VALIDATION AUTO-CREATE NAMESPACE

[] apeLy OUT oF SYNG oMLY

| RESPECT IGNORE DIFFERENCES
PRUNE PROPAGATION POLICY, foreground

[ rEPLace £y

SOURCE

Repoamony URL

https://github.com/netapp-abhinav/demo/

main

pricelists/

X

EDIT AS YAML

GIT=

Branches «

10. Enter the OpenShift cluster where the app will be deployed along with the namespace.

DESTINATION
hitps./apiocp) fexpod nelapp.com:6443

pricelist

JAL =

11. To deploy the app on the on-premises OpenShift cluster, click SYNC.
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12. In the OpenShift Container Platform console, go to Project Pricelist, and, under Storage, verify the name
and size of the PVC.

Create PersstentVolum

Name | Status Persistent\Vioksmes Capacity Used StorageClazs

@ orcasstarp @ Bound @D ore-2emas0 2018 [sC]

PersstentVohumeClams

13. Log into System Manager and verify the PVC.

Volume
DASHBOARD u 5
1
STORAGE + Add trident_pve_B4ef51a3 x| ®
SPCH N Namé - Storage VM Status Capacity 1oPs Latency
v trident_pwc_6defS1a3_ifd fra_SVM & online 1 L1t G 0 o
320 68 uaed 0554 68 availabie
stency Groups

14. After the Pods are running, select Networking > Routes from the side menu, and click the URL under
Location.
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Project pricelist -

Routes
Y Fiter = Name - Search by name
Hame 1 Status Location Service
@D priceist-routs @ Acceptad httprfpricelst-revte- O pricshst i

priceistapps ocpl flexpod netapp com o

15. The Pricelist app

homepage is displayed.

r C A Notsecure

pricekst-route-prcelst.apm.oce ! flexpod netapp.com

PHP Pricelist
[ | [ eas oo | [ + croteRecors |

Lormm Ipeurm color S5 amet. consectemur adipiscing el Fusce eu et VVerra, consequat dul eget. MOncus fisl MASCANAs POSUSTE 3 &M a QIQNISSET. ASGUAM MaKimus metus
imperdiet. impertiet erat quis, cursis nuka Mais nist tonor witnices vl condimentum tempor. faclists sed nibh. Vestibulum ormare el diam. Mults facikst Mauris sed
Soelermgue ol Vivamus Cursus IaCos nec aucion Iorse] Nam nisd ipsum . condimeniurm St amel 0sam vitae omans consactatur eral. Nunc &x mibh, 10DOMS Guis 18dus qus

bibendum ultnices sem

Fusce so0aies, @im & CONBEQUAT ACTLM. MISUS MASSA CONValks ACuS, AC OICIUM MEUITS &l eu ante. In UANCES. AUgUE &1 CONVANS CUTSUS. 1Mor 160 SCERNSque vell. i molls
[P N vl felis. ENaTm O0lor G, REndient nec negue vel, molls madimis ipsum Cras convailis mauns Ulamcorper nisl Sagitls omare Suspendsse Si amet suscipit
s, Peflentesque fermentum fermentum egesias. Aenean aliguet in turpls at tinCidunt. Nunc vehicula, el ef gravica Magna SUSCIPR Mauns, sed bianal fels arcu
i amet ot Aenean ac vehicula massa Vestibulum moncus lacus diam, guis Moncus nibh sagittis o). Mo non nioh condimentum, uliricies nisi vitas, feuglat odio, Fusce
westiDuiom farpts velt, non pulvnar dolor lacini a. in in sodales nulta. Suspendisse ac forior eral. Curabiur a uma In juste scelersque vehicula mollis eusmad sem

16. Create a few records on the web page.

& -+ C A Notsswre

pricelist-route-pricefst.apps.ocp 1.fiexpod netapp.com/read php

Read Record

= Create Recon

© Deiele Selecied

(] Name Description Price Category Action
[ Sneaker Shoe $150.00 Fashion m
O Mentor Uttra HD $250.00 Electronics @Em m

17. The app is disco

vered in Astra Control Center. To manage the app, go to Applications > Discovered, select

the Pricelist app, and click Manage Applications under Actions.

@ Applications
Actions + Defing @ Allclusters = = pricelist x % Managed (] Discovered o @ ignored
Manage applica C  +iof1entries
Ignore application/s
[+ Name State Cluster Group Discovered 4 Actions
B ¢ prieist 2) Healthy £ onprem-ocp-vmware - pricelist 2022/06/14 1231 UTC
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18. Click the Pricelist app and select Data Protection. At this point, there should be no snapshots or backups.
Click Create Snapshot to create an on-demand snapshot.

@ pricelist

- APPLICATION STATUS

=1 Heaithy
A7 dmb et
[ S — Data protection Stormge [ T— -
Actions @ configure protection poabicy
Matrye Lrate

Enecution hooks

On - Seheduls [ On - Oemt

[

- pricetng

Activity

o

You don't have any snapshots

=y

K3 snapshots BB Dackups
00 it ¢

Croated ¥ Artians

®

backups.

NetApp Astra Control Center supports both on-demand and scheduled snapshots and

19. After the snapshot is created and the State is healthy, create a remote backup using that snapshot. This

backup is stored in the S3 bucket.

&) pricelist

“f= APPLICATION STATUS

<) Healthy

Wmages
quayioredhatworkshopy/pricel stilates
reglitryacoereredhat.com/rhsclfmysgl: 58-rhelTilatest

Overview Data protection Storage Resources
Actions  * @ Configure protection pakicy
Name

pricelist-snapshot-20220614123756

Froweet
Divabed

Execution hooks

State

{w

Healthy

sule

Group
| pricelit

Activity

On-Schedule f On-Demand

@ On-Demand

< Actions A

9 APPLICATION PROTECTION STATUS

(i) partially protected

3 onprem-ocp vmware

03 srapshots 2 sackups

Created T Actions

2022/06/14 1238 UTC @
Backup
Restore application

Dedete snapshot

20. Select the AWS S3 bucket and initiate the backup operation.
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B3 Back up namespace application SR, R/ O e x
BACKUP DETAILS
. y B oveErRviEw
Application bad kg
i dist-k k 2022069412 3837 Arxt = x
BACKUP DESTINATION
see-gws-bucket - AWS S bucket for ACC  Avststs \ et
pace appl
| q" - |

21. The backup operation should create a folder with multiple objects in the AWS S3 bucket.

Amazan 53 Buckets acc-aws-buckat 04330cch-F130-deef-852-755F56aa 3a 31/

04330ccb-f13e-4eef-8f52-755f56aa3a3f/ Rl il

Object Properties

Objects (5

the funds . d i Amatan 55 Vou co5 ude Amazon 53 imventory [ 1o get s list of 5 sbjects i your Bugket For others 10 SEeess your objects you'll seed 1o eeplicitly grant thes
». Learn more [

| c , Actions ¥ || Create folder

Q 1 @
MName Y Type - Last modified v Size Storage clags -
O config - Jure 14, 2022, 05:39:19 (UTC-07.00) 15508 Standard
O data/ Folder
0 ind Folder
[ keys/ Falder
03 snapshors/ Folder

22. When the remote backup is complete, simulate a disaster on the on-premises by stopping the storage
virtual machine (SVM) that hosts the backing volume for the PV.

= n ONTAP System Manager Search actions, objects, and pages

Storage VMs

DASHBOARD

STORAGE + Add Infra X
Overview Name State Subtype Configured Protocols IPspace
Volumes

infra_svh stopped default Default

LUNs

G ency Groups
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23. Refresh the webpage to confirm the outage. The webpage is unavailable.

S04 Gateway Time-out

The server didn't respond 1n time.

< C A Notsecure | pricelist-route-pricelist.apps.ocp1.flexpod.netapp.com/read.php

As expected, the website is down, so let’s quickly recover the app from the remote backup by using Astra

to the OpenShift cluster running in AWS.

24. In Astra Control Center, click the Pricelist app and select Data Protection > Backups. Select the backup,

and click Restore Application under Action.

(@) pricelist

A APPLICATION STATUS

Z) Healthy

Wrstpe Brotection wchedule
quanio/redhatworkshops/pricelististest Disabled
reglstry accesiiedhat com/rhaclfmiyuel-56- rhell datest

Groug
= poicelit

Crvarviow [Data protection Storage Resources Execution hooks Activity

Actions = @ Configurs protection policy
Namae State On-Schedule / On- Demand
pricelist-backup- 2023061812 3837 =1 Haadthy @ Cn-Demand

5 Actions s

0 APPLICATION PROTECTION STATUS

7) Partially protected

£} copsen-oep-myus

) snapshots B Backups
PP
Bucket Created # Actions
scc-avs-bucket 20220614 1238 UTT ‘{’j

Rstoire application

Delete backup

25. Select ocp-aws as the destination cluster and give a name to the namespace. Click the on-demand
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':) Restore namespace application
RESTORE DETAILS
0 ofp-aws

RESTORE 5OURCE

Application backup

®  pricelist-backup- 0220614123837

State

) Haalthy

pricelist-aws

STEF 1/2: DETAILS
—

RESTORING
AFFLICATIONS

= ' B2 snapshots B Backups

W Namespace spplation

Cn-SchedulerOn- Demand Created T prcelist
[0 Namespace
8 on-Demand B20IT/06/14 1238 UTC pricelist

[ =
arprem-Sop-vr—ste

26. A new app with the name pricelist-app is provisoned on the OpenShift cluster running in AWS.

@ Applications
Actions ~ + Define @ Allclusters = pricelist I x % Managed (O Discovered € @ ignored
[

Mame State Protection Cluster Group Diwcoversd 4 Actions
pricelist-aws ) Provitioning f, Unprotected - pricelict s 2022706/ 14 12:42 UTC

pricelist (@ Healthy @ Partially protected 0 ONPIRM-OCP-VITTWare ™ pricelist 2022/06/14 12:31 UTC

27. Verify the same in the OpenShift web console.

Projects

Mame w  pricelst m

Name  pricelet X Clear all filers

Name 1 Status Requester Memory CPU Created

@ rrcsist-aw ® Active No requaster 2 ‘ @ Justnow

28. After all the pods under the pricelist-aws project are running, go to Routes and click the URL to launch

the web page.
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< Cc A Mot secure | pricelist-route-prcelist-aws.appaacpawafexpodnelapp com/read.phi
Read Record
=l =

Name Description Price Category Action
Sneaker Shoe $150.00 Fashion
Monitor Utra HD $250.00 Ekctronics

This process validates that the pricelist application has been successfully restored and that data integrity has
been maintained on the OpenShift cluster running seamlessly on AWS with the help of Astra Control Center.

Data protection with Snapshot copies and application mobility for DevTest

This use case consists of two parts, as described the following sections.

Part 1

With Astra Control Center, you can take application-aware snapshots for local data protection. If you
accidentally delete or corrupt your data, you can revert your applications and associated data to a known good
state using a previously recorded snapshot.

In this scenario, a development and testing (DevTest) team deploys a sample stateful application (blog site)
that is a Ghost blog application, adds some content, and upgrades the app to the latest version available. The
Ghost application uses SQLite for the database. Before upgrading the application, a snapshot (on-demand) is
taken using Astra Control Center for data protection. The detailed steps are as follows:

1. Deploy the sample blogging app and sync it from ArgoCD.

Applications

o oo 7% (=D

Y FOLTERS

| FAVORITES ONLY
Go myblog wr
Project default

oot o - Labels

Status W Health Syncad

| Unknown 3] ‘o2 y & Sync

9 T Reposilory https://github.com/netapp-abhinav/demo

[] & Synced 2 Target Revisi main
[(] © outoisyne 0 o e

defoult/aplocp-flexpod-netapp-com: 6343 /abhinav3

blog

-
D D €5

2. Log into the first OpenShift cluster, go to Project, and enter Blog in the search bar.
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Projects

: =

Ovaplary rarne Stat CIe—— Miammony =1 Created

Routes
T £ -
Status Location Sarvice
@ - (5
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5. Go to Astra Control Center. First manage the app from the Discovered tab and then take a Snapshot copy.

;5 astra ° i
B oasboa R
& Applications
m stom * + Deem @ Mt - * Mansged O Owoend @ @
(1) Custers ;
..... 1 wwet
3 Sackend
s g =
Backip
Actur e
- Ty
£
Aim
s

@ You can also protect your apps by creating snapshots, backups, or both at a defined
schedule. For more information, see Protect apps with snapshots and backups.

6. After the On-Demand snapshot is created successfully, upgrade the app to the latest version. The current

image version is ghost: 3.6-alpine and the target version is ghost:latest. To upgrade the app,
make changes directly to the Git repository and sync them to Argo CD.

spec:
containers:
- name: myblec
imagePullpPelicy: Always
ports:
- containerpPort: 2368

7. You can see that the direct upgrade to the latest version is not supported due to the blog site being down
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https://docs.netapp.com/us-en/astra-control-center/use/protect-apps.html

~| IEMINFO-| 30m
«[ 3EmINFO=-] 35m
[ TEmINFO-[ 359m
~[ 3GmINF

@ Mmyblog-5f899f7b76-zv7TrqQ © crastiesssackort

Creatin

Database backup written
Running migrations.
Rolling back: Unable to

t fwar/lib/ghost/content/data/astra.gh 11-12-54-85.j

run migrations.

[ 36mIMNF 39 llback was successful.

[ 31mERROR~] 39m Unable to run migrations
to run migrationss[39m

m"You must be on the 1 C C ma jor wers

update v3® - w th

1999 [ 30m

[omInternal
at Jvar/lib/
at up (
at
at

s shutting down

ha=z zhut down
our site iz now offline
Ghost was running for a few =

8. To confirm the unavailability of the blog site, refresh the URL.

C A Not secure myblog-route-blog.apps.ocp.flexpod.netapp.com

Application is not available

it have baon staried or is still starting

5is al this andpoind. 1 may

The application is currer ing regu

o Possible reasons you are seeing this page

s The host deesn’t exist. Make Sure e ROSIAEME WS WyPed OOMEEly AN NN & FoUte m:

+ The host existy, but doesn't have 3 m nig path. Cras

« Route and path matches, but 3l pods are down,. Make s

9. Restore the app from the snapshot.
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4D blog

o Actions ~

“le= AFPLICATION STATUS o APPLICATION FROTICTION STATUS 1

= sttty (1) aruially proteciied

. o ——

Orvot e Data protection Storage Resourcos Execution hooks Activity
Actions O configuis pistectian oy = Bl saspihati BB Meckups
11 of 1 anivives
reame Stats on-Schedule / On-Demand Created + Actions
blog-anapehol- T0 20671125244 =) simakthy &) v Deman

1REE UTE |

Hackug

Bastoi spgslation

Diwhete wnapshat

10. The app is restored on the same OpenShift cluster.

D Restore namespace application STEP 2/2: SUMMARY

[ — x
REVIEW RESTORE INFORMATION

All existing resources associated with this namespace application will be deleted and replaced with the source snapshot "blog-snapshot-202206111252447 taken on
& 20227/06/11 12:52 UTC. Persstent volumes will be deleted and recreated. External resources with dependsncies on this namespace application might be impacted

We recommend taking a snapshot or a backup of your namespace application befare proceeding.

[E] swHapsHOT
blog-snapshot- 202 2061125244

&3 RESTORE
blog

DRIGINAL GROUP
- ey

@

DESTINATION GROUP
-y

ORIGINAL CLUSTER

&

DESTINATION CLUSTER

angrem-ocp-bim onprem-aop-bim

0% RESOURCE LABELS 000 RESOURCE LABELS

Chaster Roles Chusier Holes

kubernetes ko /bootutrapping: rhac-defauits =1 lubernetesiofbootatrapping: thac-defauits <1

Chustor Role Bindmnas ¥ Cluster Robe Hinckings !

Are you sure you want to restore the namespace application “blog”™?

Type restore below to confirm

restore

11. The app restore process starts immediately.

© Applications

Actions  * + Define B Abcusters = = blod M * Managed Q1 Discovered o @ Ignored
c
Mame State Protection Cluster Group Discovered 4 Actions
blog U Restoring £ onprem-ocp-bm ™ blog 2022/06/11 1234 UTC :

12. In few minutes, the app is restored successfully from the available snapshot.
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@ Applications

% Minaged (O Discovered

]

13. To see whether the webpage is available, refresh the URL.

—

Astra Control

With the help of Astra Control Center, a DevTest team can successfully recover a blog site app and its

associated data using the snapshot.

Part 2

With Astra Control Center, you can move an entire application along with its data from one Kubernetes cluster

to another, no matter where the clusters are located (on-premises or in the cloud).

1. The DevTest team initially upgrades the app to the supported version (ghost-4.6-alpine) before

upgrading to the final version (ghost-latest) to make it production ready. They then post an upgrade
the app that is cloned to the production OpenShift cluster running on a different FlexPod system.

2. At this point, the app is upgraded to the latest version and ready to be cloned to the production cluster.
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> Pod details

@ Mmyblog-55ffdofeS8-tkbfq o running

Metrics YAML Environment Logs Events Terminal

Details

Astra Control

Abhinav Singh

Astra Control is an application-aware data protection and mobility selution that
manages, protects and moves data-rich Kubernetes workloads in both publie
clouds and on-premises. Astra Control enables data protection, disaster recovery,
and migration for your Kubernetes workloads leveraging NetApp's industry-

leading technology for snapshots, backups, replication, and cloning.

Sign up for more like this.

4. From Astra Control Center, clone the app to the other production OpenShift cluster running on VMware
vSphere.
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Clone namespace application

HAMELPACT APPLICATION

€0 omGINAL GROUP

[ ORIGINAL CLUSTER

MEVIEW CLOME

STEP 273 SUMMARY

INFORMATION

cLoME

5 DESTIMATION CL

T3 DESTIMATION G

ROUP

A new application clone is now provisioned in the production OpenShift cluster.

@ Applications
Actions. + Define
Name State
blog-prod \) Pravisioning
blog H

Protection

& Al clusters v

Cluster

Group

W blog-prod

= hiog

% Managed () Discovered €) @ Ignored

Discovered 4 Actions

Draplay name

6. From the side menu, select Networking > Routes and click the URL under Location. The same homepage

with the content is displayed.
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- 3 A Nobsscure  myblog-route-blog-prodappsocp flexpod.netappicom/astrs-control -2/ =% 0O &

ov 23

Astra Control

Abhinav Singh

Astra Control is an application-aware data protection and mobility solution that
manages, protects and moves data-rich Kubernetes workloads in both public
clouds and on-premises. Astra Control enables data proteetion, disaster recovery,
and migration for vour Kubernetes workloads leveraging NetApp's industry-
leading technolagy for snapshots, backups, replication, and cloning.

Sign up for more like this.

This concludes the Astra Control Center solution validation. You can now clone an entire application and its
data from one Kubernetes cluster to another no matter where the Kubernetes cluster is located.

Next: Conclusion.

Conclusion

Previous: Application recovery with remote backups.

In this solution, we implemented a protection plan for containerized applications running
on FlexPod and AWS using the NetApp Astra portfolio. NetApp Astra Control Center and
Astra Trident, along with Cloud Volumes ONTAP, Red Hat OpenShift, and the FlexPod
infrastructure, formed the core components of this solution.

We demonstrated the protection of applications by capturing snapshots, and we executed full-copy backups to
restore apps across different K8s clusters running in the cloud and on-premises environments.

We also demonstrated the cloning of applications across K8s clusters, thereby enabling customers to migrate
their apps to their choice of K8s clusters at their desired locations.

FlexPod has constantly evolved so that its customers can modernize their applications and business delivery
processes. With this solution, FlexPod customers can confidently build their BCDR plan for their cloud-native
apps with the public cloud as a location for a transient or full-time DR plan while keeping the cost of the
solution low.

Astra Control enables you to move an entire application along with its data from one Kubernetes cluster to

another, no matter where the clusters are located. It can also help you accelerate deployment, operations, and
protection for your cloud-native applications.
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Troubleshooting

For troubleshooting guidance, see the online documentation.

Where to find additional information

To learn more about the information that is described in this document, review the following documents and/or
websites:

* FlexPod Home Page
https://www.flexpod.com
» Cisco validated Design and deployment guides for FlexPod

https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-
guides.html

* FlexPod deployment with Infrastructure as code for VMware using Ansible

https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2.html#Ansib
leAutomationWorkflowandSolutionDeployment

» FlexPod deployment with Infrastructure as code for Red Hat OpenShift Bare Metal using Ansible

https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_iac_redhat_openshift.ht
mi

» Cisco UCS Hardware and Software Interoperability Tool
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html

« Cisco Intersight Data Sheet
https://intersight.com/help/saas/home

* NetApp Astra documentation
https://docs.netapp.com/us-en/astra-control-center/index.html

* NetApp Astra Control Center
https://docs.netapp.com/us-en/astra-control-center/index.html

* NetApp Astra Trident
https://docs.netapp.com/us-en/trident/index.html

* NetApp Cloud Manager
https://docs.netapp.com/us-en/occm/concept_overview.html

* NetApp Cloud Volumes ONTAP

https://docs.netapp.com/us-en/occm/task _getting_started_aws.html
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* Red Hat OpenShift
https://www.openshift.com/
* NetApp Interoperability Matrix Tool

http://support.netapp.com/matrix/
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