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The key to making a digital transformation is simply doing more with data. Hospitals
generate and require large amounts of data to run their organization and serve their
patients effectively. Information is collected and processed when treating patients and
managing staff schedules and medical resources.

The ever-increasing size of healthcare data and the valuable insights that this data can provide make
healthcare data services and data protection both critical and challenging. First, healthcare data must be both
available and protected to meet data recovery, medical business continuity, or compliance requirements.

Second, healthcare data must be made readily available for analysis. Often this analysis uses artificial
intelligence (Al)- and machine learning (ML)-based approaches to help medical businesses improve their
solutions and create business values.

Third, the data service infrastructures and the data protection methodologies must accommodate the growth of
healthcare data as a medical business grows. In addition, data mobility is increasingly becoming critical due to
the need to move data from the edge where it is created to the core and cloud to use resources available there
for data analysis or archival purposes.

NetApp offers a single data management solution for enterprise applications, including healthcare, and we are
able to guide hospitals through their journey toward digital transformation. NetApp Cloud Volumes ONTAP
delivers a solution for healthcare data management in which data can be efficiently replicated from a FlexPod
Datacenter to Cloud Volumes ONTAP deployed on a public cloud like AWS.

By leveraging cost-effective and secure public cloud resources, Cloud Volumes ONTAP enhances cloud-based
disaster recovery (DR) with highly efficient data replication, built-in storage efficiencies, and simple DR testing.
These systems are managed with unified control and drag-and-drop simplicity, which provides cost-effective
and bullet-proof protection against any kind of error, failure, or disaster. Cloud Volumes ONTAP provides
NetApp SnapMirror technology as a solution for block-level data replication that keeps the destination up to
date through incremental updates.



Audience

This document is intended for NetApp and partner solutions engineers (SEs) and professional services
personnel. NetApp assumes that the reader has the following background knowledge:

» A solid understanding of SAN and NAS concepts
 Technical familiarity with NetApp ONTAP storage systems

 Technical familiarity with the configuration and administration of ONTAP software

Solution benefits

FlexPod Datacenter integrated with NetApp Cloud Volumes ONTAP offers the following benefits to healthcare
workloads:

» Customized protection. Cloud Volumes ONTAP provides block-level data replication from ONTAP to the
cloud that keeps the destination up to date through incremental updates. Users can specify a
synchronization schedule to determine when changes at the source are transferred over. This provides
customized protection for all sorts of healthcare data.

 Failover and Failback. When a disaster occurs, storage administrators can quickly set failover to the cloud
volumes. When the primary site is recovered, the new data created in the DR environment is synchronized
back to the source volumes enabling the secondary data replication to be re-established. In this way,
healthcare data can be easily recovered without disruption.

« Efficiency. The storage space and costs for the secondary cloud copy are optimized using data
compression, thin provisioning, and deduplication. Healthcare data is transferred at the block-level in a
compressed and deduplicated form, improving the speed of the transfers. Data is also automatically tiered
to low-cost object storage and only brought back to high-performance storage when accessed, such as in a
DR scenario. This significantly reduces ongoing storage costs.

* Ransomware Protection. NetApp Console ransomware protection scans data sources across on-
premises and cloud environments, detects security vulnerabilities, and provides their current security status



and risk scoring. It then provides actionable recommendations that you can further investigate and follow to
remediate. This enables you to protect your critical healthcare data from ransomware attacks.

Solution topology

This section describes the logical topology of the solution. The following figure represents the solution topology
composed of the FlexPod on-premises environment, NetApp Cloud Volumes ONTAP (CVO) running on
Amazon Web Services (AWS), and the NetApp Console SaaS platform.
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The control planes and data planes are clearly indicated between the endpoints. The data plane runs between
the ONTAP instance running on all-flash FAS in FlexPod and the NetApp CVO instance in AWS by leveraging
a secure site-to-site VPN connection. The replication of healthcare workload data from the on-premises
FlexPod Datacenter to NetApp Cloud Volumes ONTAP is handled by NetApp SnapMirror replication. An
optional backup and tiering of the cold data residing in the NetApp CVO instance to AWS S3 is also supported
with this solution.

Next: Solution components.

Solution components

Previous: Solution Overview.

FlexPod

FlexPod is a defined set of hardware and software that forms an integrated foundation for both virtualized and
non-virtualized solutions. FlexPod includes NetApp ONTAP storage, Cisco Nexus networking, Cisco MDS
storage networking, and the Cisco Unified Computing System (Cisco UCS).

Healthcare organizations are looking for a solution to ease their digital transformation and improve patient



experiences and outcomes. With FlexPod, you get a secure, scalable platform that drives efficiency and
empowers your staff to make more informed decisions faster so that they can provide better patient care.

FlexPod is the ideal platform for healthcare workload needs because it provides the following benefits:

» Optimization of operations to get faster insights and better patient outcomes.
« Streamlining imaging apps with scalable, reliable infrastructure.

» Deploying quickly and efficiently with a proven approach for healthcare-specific apps such as EHR.

EHR

Electronic Health Records (EHRs) makes software for midsize and large medical groups, hospitals, and
integrated healthcare organizations. Customers also include community hospitals, academic facilities,
children’s organizations, safety net providers, and multi-hospital systems. EHR-integrated software spans
clinical, access, and revenue functions and extends into the home.

Healthcare provider organizations remain under pressure to maximize the benefits of their substantial
investments in industry-leading EHRs. When customers design their data centers for EHR solutions and
mission-critical applications, they often identify the following goals for their data center architecture:

+ High availability of the EHR applications

* High performance

« Ease of implementing EHR in the data center

 Agility and scalability to enable growth with new EHR releases or applications

 Cost effectiveness

* Manageability, stability, and ease of support

* Robust data protection, backup, recovery, and business continuance
FlexPod is EHR certified and supports a platform containing Cisco Cisco UCS with Intel Xeon processors, Red
Hat Enterprise Linux (RHEL), and virtualization with VMware ESXi. This platform, coupled with EHR’s High

Comfort Level ranking for NetApp storage running ONTAP, enables you to run your healthcare applications in a
fully managed private cloud through FlexPod that can also be connected to any of the public cloud providers.

NetApp Console

NetApp Console is an enterprise-class, SaaS-based management platform that enables IT experts and cloud
architects to centrally manage their hybrid multi-cloud infrastructure using NetApp cloud solutions. It provides a
centralized system for viewing and managing your on-premises and cloud storage, supporting hybrid, multiple
cloud providers and accounts. For more information, see NetApp Console documentation.

Console agent

A Console agent instance enables the Console to manage resources and processes within a public cloud
environment. A Console agent is required for many of the features provided by the Console, and it can be
deployed in the cloud or in the on-premises network.

A Console agent is supported in the following locations:

* Amazon Web Services

* Microsoft Azure


https://docs.netapp.com/us-en/console-family/index.html

* Google Cloud

* On premises

Learn more about Console agents.

NetApp Cloud Volumes ONTAP

NetApp Cloud Volumes ONTAP is a software-defined storage offering that runs ONTAP data management
software in the cloud to deliver advanced data management for file and block workloads. With Cloud Volumes
ONTAP, you can optimize your cloud storage costs and increase application performance while enhancing data
protection, security, and compliance.

Key benefits include the following:

« Storage efficiencies. Leverage built-in data deduplication, data compression, thin provisioning, and
instantaneous cloning to minimize storage costs.

» High availability. Provide enterprise reliability and continuous operations in case of failures in your cloud
environment.

» Data protection. Cloud Volumes ONTAP uses SnapMirror, the industry-leading NetApp replication
technology, to replicate on-premises data to the cloud so that it is easy to have secondary copies available
for multiple use cases. Cloud Volumes ONTAP also integrates with Cloud Backup to deliver backup and
restore capabilities for protection, and long-term archiving of your cloud data.

 Data tiering. Switch between high- and low-performance storage pools on-demand without taking
applications offline.

« Application consistency. Provide the consistency of NetApp Snapshot copies using NetApp SnapCenter
technology.

» Data security. Cloud Volumes ONTAP supports data encryption and provides protection against viruses
and ransomware.

* Privacy compliance controls. Integration with Cloud Data Sense helps you understand data context and
identify sensitive data.

For more detailed information, see Cloud Volumes ONTAP.

NetApp Active IQ Unified Manager

NetApp Active IQ Unified Manager allows the monitoring of your ONTAP storage clusters from a single,
redesigned, and intuitive interface that delivers intelligence from community wisdom and Al analytics. It
provides comprehensive operational, performant, and proactive insights into the storage environment and the
virtual machines running on it. When an issue occurs with the storage infrastructure, Unified Manager can
notify you about the details of the issue to help identify the root cause. The virtual machine dashboard gives
you a view into the performance statistics for the VM so that you can investigate the entire I/O path from the
vSphere host down through the network and finally to the storage.

Some events also provide remedial actions that can be taken to rectify the issue. You can configure custom
alerts for events so that when issues occur, you are notified through email and SNMP traps. Active IQ Unified
Manager allows you to plan for the storage requirements of your users by forecasting capacity and usage
trends so that you can act before issues arise, preventing reactive short-term decisions that can lead to
additional problems in the long term.

For more information, see Active IQ Unified Manager.


https://docs.netapp.com/us-en/console-setup-admin/concept-connectors.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/
https://docs.netapp.com/us-en/active-iq-unified-manager/

Cisco Intersight

Cisco Intersight is a SaaS platform that delivers intelligent automation, observability, and optimization for
traditional and cloud-native applications and infrastructure. The platform helps to drive change with IT teams
and delivers an operating model designed for hybrid cloud. Cisco Intersight provides the following benefits:

 Faster delivery. Intersight is delivered as a service from the cloud or in the customer’s data center with
frequent updates and continued innovation, due to an agile-based software development model. In this
way, the customer can focus on supporting critical business needs.

Simplified operations. Intersight simplifies operations by using a single, secure SaaS-delivered tool with
common inventory, authentication, and APIs to work across the full stack and all locations, eliminating silos
across teams. This allows you to manage physical servers and hypervisors on-premises, to VMs, K8s,
serverless, automation, optimization, and cost control both on-premises and in public clouds.

» Continuous optimization. You can continuously optimize your environment by using intelligence provided
by Cisco Intersight across every layer, as well as by Cisco TAC. This intelligence is converted into
recommended and automatable actions so that you can adapt in real-time to any changes: from moving
workloads and monitoring the health of physical servers to cost reduction recommendations for the public
clouds that you work with.

There are two modes of management operations possible with Cisco Intersight: UCSM Managed Mode (UMM)
and Intersight Managed Mode (IMM). You can select the native UCSM Managed Mode (UMM) or Intersight
Managed Mode (IMM) for fabric-attached Cisco UCS systems during the initial setup of the fabric
Interconnects. In this solution, native IMM is used. The following figure shows the Cisco Intersight Dashboard.

= ‘'tsto’ Intersight 22 Infrastructure Service - Q Search

& Overview Servers
Q) Operate ~
Servers % AllServers @
Chageia . Name fpsa » Add Filter Export 10 items found 10~ per page 1 of1
Fabric Interconnects -
o Health Power HCL Status Models Contract Status Profile Status
Networking -\ ) Off 4 Incomplete 2 @ Active 4 =
« Critical 2 SRR o Not- Assigna
. Ly « Healthy 8 ) On 6 5 Validated 8 * LCSX Z10C-M6 10 2 Not Covered 6 21 «OK 20
HyperFlex Clusters
torag
Name Health Model CPU Capacity (... © Memory Capacity... ucsbD.. Server Profile
¢ fpsa-6454-g03-hc-1-1 © Heattny UCSX-210C-M8 1120 5120 fpsa-6454 HC-VM-Host-1SCSI-1
@ fpsa-6454 1c-1-2 © Healthy UCSX-210C-M6 182.4 10240 fpsa-6454 HC-VM-Host-ISCSH1-2 +e
tegriad @ Healthy UCSX-210C-M6 1120 1280 fpsa-B454 HE-VIM-Host-15C 51
© Configure ~ © fpsa-6454-g03-hc-1-6 © Healthy UCSX-210C-M6 112.0 1280 fpsa-6454 IC-VM-Host-ISCSI-1-6
Profiles 0} © Healthy UCSX-210C-MB 120 256.0 fpsa-6454
© fipsa-6454 pit-1-3 © Healthy UCSX-210C-M8 112.0 2560 fpsa-B4
Templates
@) FPSA-Enablement-62-1-1 o Critical UCSX-210C-MB 1456 5120 FPSA
Palicies
© Healthy UCSX-210C-M6 108.0 5120 FPSA
Pools o i e >
@ Critical UCSX-210C-M6 1456 512.0
© Healthy UCSX-210C-M8B 145.6 5120 FPSA-Enab.

VMware vSphere 7.0

VMware vSphere is a virtualization platform for holistically managing large collections of infrastructure
(including CPUs, storage, and networking) as a seamless, versatile, and dynamic operating environment.
Unlike traditional operating systems that manage an individual machine, VMware vSphere aggregates the
infrastructure of an entire datacenter to create a single powerhouse with resources that can be allocated
quickly and dynamically to any application in need.

For more information about VMware vSphere and its components, see VMware vSphere.


https://www.vmware.com/products/vsphere.html

VMware vCenter Server

VMware vCenter Server provides unified management of all hosts and VMs from a single console and
aggregates performance monitoring of clusters, hosts, and VMs. VMware vCenter Server gives administrators
a deep insight into the status and configuration of compute clusters, hosts, VMs, storage, the guest OS, and
other critical components of a virtual infrastructure. VMware vCenter manages the rich set of features available
in a VMware vSphere environment.

For detailed information, see VMware vCenter.

Hardware and software revisions

This hybrid cloud solution can be extended to any FlexPod environment that is running supported versions of
software, firmware, and hardware as defined in the NetApp Interoperability Matrix Tool, UCS Hardware and
Software Compatibility, and VMware Compatibility Guide.

The following table shows the on-premises FlexPod hardware and software revisions.

Component Product Version
Compute Cisco UCS X210c M6 5.0(1b)
Cisco UCS Fabric Interconnects 4.2(2a)
6454
Network Cisco Nexus 9336C-FX2 NX-OS 9.3(9)
Storage NetApp AFF A400 ONTAP 9.11.1P2
NetApp ONTAP Tools for VMware  9.11
vSphere
NetApp NFS Plug-in for VMware 2.0
VAAI
NetApp Active IQ Unified Manager 9.11P1
Software VMware vSphere 7.0(U3)

VMware ESXi nenic Ethernet Driver 1.0.35.0

VMware vCenter Appliance 7.0.3
Cisco Intersight Assist Virtual 1.0.9-342
Appliance

The following table shows the Console and Cloud Volumes ONTAP versions.

Vendor Product Version
NetApp Console 3.9.24
Cloud Volumes ONTAP ONTAP 9.11

Next: Installation and configuration.

Installation and configuration

Previous: Solution components.


https://www.vmware.com/products/vcenter.html
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NetApp Cloud Volumes ONTAP deployment
Complete the following steps to configure your Cloud Volumes ONTAP instance:
1. Prepare the public cloud service provider environment.

You must capture the environment details of your public cloud service provider for the solution
configuration. For example, for Amazon Web Services (AWS) environment preparation, you need the AWS
access key, the AWS secret key, and other network details like region, VPC, subnet, and so on.

2. Configure the VPC endpoint gateway.

A VPC endpoint gateway is required to enable the connection between the VPC and the AWS S3 service.
This is used to enable the backup on CVO, an endpoint with the Gateway type.

3. Access the NetApp Console.

To access the Console and other cloud services, you need to sign up on NetApp Console. For setting up
workspaces and users in the Console account, see NetApp Console setup and administration. You need
an account that has permission to deploy the Console agent in your cloud provider directly from the
Console. To obtain the permissions you need, refer to Permissions summary for NetApp Console.

4. Deploy Console agent.
Before adding a Cloud Volume ONTAP system, you must deploy a Console agent. The Console prompts
you if you try to create your first Cloud Volumes ONTAP system without a Console agent in place. To
deploy a Console agent in AWS from the Console, see the Console agent installation options in AWS.

5. Launch Cloud Volumes ONTAP in AWS.

You can launch Cloud Volumes ONTAP in a single-system configuration or as an HA pair in AWS. Read
the step-by-step instructions.

For detailed information about these steps, see the Quick start guide for Cloud Volumes ONTAP in AWS.

In this solution, we have deployed a single-node Cloud Volumes ONTAP system in AWS.

On-premises FlexPod Deployment

To understand FlexPod with UCS X-Series, VMware, and NetApp ONTAP design details, see the FlexPod
Datacenter with Cisco UCS X-Series design guide. This document provides design guidance for incorporating
the Cisco Intersight-managed UCS X-Series platform within the FlexPod Datacenter infrastructure.

For deploying the on-premises FlexPod instance, see this deployment guide.

This document provides deployment guidance for incorporating the Cisco Intersight-managed UCS X-Series
platform within a FlexPod Datacenter infrastructure. The document covers both configurations and best
practices for a successful deployment.

FlexPod can be deployed in both UCS Managed Mode and Cisco Intersight Managed Mode (IMM). If you are
deploying FlexPod in UCS Managed Mode, see this design guide and this deployment guide.

FlexPod deployment can be automated with Infrastructure as code using Ansible. Below are the links to the
GitHub repositories for End-to-End FlexPod deployment:


https://cloudmanager.netapp.com/
https://docs.netapp.com/us-en/console-setup-admin/index.html
https://docs.netapp.com/us-en/cloud-manager-setup-admin/reference-permissions.html
https://docs.netapp.com/us-en/cloud-manager-setup-admin/task-creating-connectors-aws.html
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https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-deploying-otc-aws.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-getting-started-aws.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_design.html
https://netapp-https:/www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_vmware_7u2.htmlmy.sharepoint.com/personal/dorianh_netapp_com/Documents/Projects/Github%20Conversions/FlexPod/TR-4960/TR-4960%20FlexPod%20hybrid%20cloud%20with%20CVO%20for%20Epic%20latest-Feb14.docx
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2.html

* Ansible configuration of FlexPod with Cisco UCS in UCS Managed Mode, NetApp ONTAP, and VMware
vSphere can be seen here.

* Ansible configuration of FlexPod with Cisco UCS in IMM, NetApp ONTAP, and VMware vSphere can be
seen here.

On-premises ONTAP storage configuration

This section describes some of the important ONTAP configuration steps that are specific to this solution.

1. Configure an SVM with the iSCSI service running.

1. vserver create -vserver Healthcare SVM -rootvolume
Healthcare SVM root -aggregate aggrl A400 G0312 01 -rootvolume-security
-style unix

2. vserver add-protocols -vserver Healthcare SVM -protocols iscsi

3. vserver iscsi create -vserver Healthcare SVM
To verify:

A400-G0312::> vserver iscsi show -vserver Healthcare SVM
Vserver: Healthcare SVM

Target Name:
ign.1992-08.com.netapp:sn.1fbf00£438cl11ed866cd039%9ea91fb56:vs.3
Target Alias: Healthcare SVM

Administrative Status: up

If the iISCSI license was not installed during cluster configuration, make sure to install the license before
creating the iSCSI service.
2. Create a FlexVol volume.
1. volume create -vserver Healthcare SVM -volume hc iscsi vol -aggregate

aggrl A400 GO0312 01 -size 500GB -state online -policy default -space

guarantee none

3. Add interfaces for iISCSI access.


https://github.com/ucs-compute-solutions/FlexPod-UCSM-M6
https://github.com/ucs-compute-solutions/FlexPod-IMM-4.2.2
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1. network interface create -vserver Healthcare SVM -1if iscsi-1if-0la
-service-policy default-data-iscsi -home-node <st-node(0l> -home-port
ala-<infra-iscsi-a-vlan-id> -address <st-nodeOl-infra-iscsi-a-ip>
-netmask <infra-iscsi-a-mask> -status—-admin up

2. network interface create -vserver Healthcare SVM -1if iscsi-1if-01b
-service-policy default-data-iscsi -home-node <st-node0l> -home-port
ala-<infra-iscsi-b-vlan-id> -address <st-nodelOl-infra-iscsi-b-ip>
-netmask <infra-iscsi-b-mask> -status-admin up

3. network interface create -vserver Healthcare SVM -1if iscsi-1if-02a
-service-policy default-data-iscsi —-home-node <st-node(02> -home-port
ala-<infra-iscsi-a-vlan-id> -address <st-nodeO2-infra-iscsi-a-ip>
-netmask <infra-iscsi-a-mask> -status-admin up

4. network interface create -vserver Healthcare SVM -1if iscsi-1if-02b
-service-policy default-data-iscsi -home-node <st-node(02> -home-port
ala-<infra-iscsi-b-vlan-id> -address <st-nodeO2-infra-iscsi-b-ip>
-netmask <infra-iscsi-b-mask> -status-admin up

In this solution, we created four iISCSI logical interfaces (LIFs), two on each node.
After the FlexPod instance is up and running with vCenter deployed and all ESXi hosts added to it, we

need to deploy a Linux VM that acts as a server that connects to and accesses the NetApp ONTAP
storage. In this solution, we have installed a CentOS 8 instance in vCenter.

. Create a LUN.

1. lun create -vserver Healthcare SVM -path /vol/hc iscsi vol/iscsi lunl
-size 200GB -ostype linux -space-reserve disabled

For an EHR operational database (ODB), a journal, and application workloads, EHR recommends
presenting storage to servers as iSCSI LUNs. NetApp also supports using FCP and NVMe/FC if you have
versions of AIX and the RHEL operating systems that are capable, which enhances performance. FCP and
NVMe/FC can coexist on the same fabric.

. Create an igroup.

1. igroup create -vserver Healthcare SVM -igroup ehr -protocol iscsi
-ostype linux -initiator ign.1994-05.com.redhat:8e91e9769336

Igroups are used to allow server access to LUNs. For Linux host, the server IQN can be found in the file
/etc/iscsi/initiatorname.iscsi.

Map the LUN to the igroup.



1. lun mapping create -vserver Healthcare SVM -path
/vol/hc_iscsi vol/iscsi lunl -igroup ehr -lun-id 0

Add on-premises FlexPod storage to the NetApp Console
Complete the following steps to add your FlexPod storage to the system using the Console.
1. From the navigation menu, select Storage > Systems.

On the Systems page, click Add System and select On-Premises.
Select On-Premises ONTAP. Click Next.

A 0N

On the ONTAP Cluster Details page, enter the cluster management IP address and the password for the
admin user account. Then click Add.

5. On the Details and Credentials page, enter a name and description for the working environment, and then
click Go.

The Console discovers the ONTAP cluster and adds it as a system on the Systems page.

For detailed information, see the page Discover on-premises ONTAP clusters.

Next: SAN configuration.

SAN configuration

Previous: Installation and configuration.

This section describes the host-side configuration required by EHR to enable the
software to best integrate with NetApp storage. In this segment, we specifically discuss
the host integration for Linux operating systems. Use the NetApp Interoperability Matrix
Tool (IMT) to validate all versions of software and firmware.

@ The following configuration steps are specific to the CentOS 8 host that was used in this
solution.

NetApp Host Utility Kit

NetApp recommends installing the NetApp Host Utility Kit (Host Utilities) on the operating systems of hosts that
are connected to and accessing NetApp storage systems. Native Microsoft Multipath 1/0 (MPIO) is supported.
The OS must be asymmetric logical unit access (ALUA)-capable for multipathing. Installing the Host Utilities
configures the host bus adapter (HBA) settings for NetApp storage.

NetApp Host Utilities can be downloaded here. In this solution, we have installed Linux Host Utilities 7.1 on the
host.

[root@hc-cloud-secure-1 ~1# rpm -ivh netapp linux unified host utilities-
7-1.x86_ 64.rpm

11
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Discover ONTAP storage

Make sure the iISCSI service is running when the log-ins are supposed to occur. To set the log-in mode for a
specific portal on a target or for all the portals on a target, use the iscsiadm command.

[root@hc-cloud-secure-1 ~]# rescan-scsi-bus.sh
[root@hc-cloud-secure-1 ~]# iscsiadm -m discovery -t sendtargets -p
<iscsi-lif-ip>

[root@hc-cloud-secure-1 ~]# iscsiadm -m node -L all

Now you can use sanlun to display information about the LUNs connected to the host. Make sure that you are
logged in as root on the host.

[root@hc-cloud-secure-1 ~]# sanlun lun show
controller (7mode/E-Series) /

device host lun
vserver (cDOT/FlashRay) lun-pathname filename adapter protocol size

product
Healthcare SVM /dev/sdb host33 iSCSI 200g
cDOT

/vol/hc iscsi vol/iscsi lunl
Healthcare SVM /dev/sdc host34 iSCSI 200g
cDOT

/vol/hc_iscsi vol/iscsi lunl

Configure multipathing

Device Mapper Multipathing (DM-Multipath) is a native multipathing utility in Linux. It can be used for
redundancy and to improve performance. It aggregates or combines the multiple 1/0 paths between servers
and storage, so it creates a single device at the OS Level.

1. Before setting up DM-Multipath on your system, make sure that that your system has been updated and
includes the device-mapper-multipath package.

[root@hc-cloud-secure-1 ~]# rpm -galgrep multipath
device-mapper-multipath-1ibs-0.8.4-31.e18.x86 64
device-mapper-multipath-0.8.4-31.e18.x86 64

2. The configuration file is the /etc/multipath.conf file. Update the configuration file as shown below.
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[root@hc-cloud-secure-1 ~]# cat /etc/multipath.conf

defaults {
path checker readsector(
no path retry fail

}

devices {

device {
vendor "NETAPP "
product "LUN.*"
no_path retry queue
path checker tur

3. Enable and start the multipath services.

[root@hc-cloud-secure-1 ~]# systemctl enable multipathd.service
[root@hc-cloud-secure-1 ~]# systemctl start multipathd.service

4. Add the loadable kernel module dm-multipath and restart the multipath service. Finally, check the
multipathing status.

[root@hc-cloud-secure-1 ~]# modprobe -v dm-multipath
insmod /lib/modules/4.18.0-408.el18.x86 64/kernel/drivers/md/dm-
multipath.ko.xz

[root@hc-cloud-secure-1 ~]# systemctl restart multipathd.service

[root@hc-cloud-secure-1 ~]# multipath -11
3600a09803831494c372b545a4d786278 dm-2 NETAPP,LUN C-Mode

size=200G features='3 queue if no path pg init retries 50' hwhandler='1l
alua' wp=rw

| -+- policy='service-time 0' prio=50 status=active

| "= 33:0:0:0 sdb 8:16 active ready running

‘—+- policy='service-time 0' prio=10 status=enabled

"= 34:0:0:0 sdc 8:32 active ready running

@ For detailed information about these steps, see here.

Create physical volume

Use the pvcreate command to initialize a block device to be used as a physical volume. Initialization is
analogous to formatting a file system.
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[root@hc-cloud-secure-1 ~]# pvcreate /dev/sdb
Physical volume "/dev/sdb" successfully created.

Create volume group
To create a volume group from one or more physical volumes, use the vgcreate command. This command

creates a new volume group by name and adds at least one physical volume to it.

[root@hc-cloud-secure-1 ~]# vgcreate datavg /dev/sdb

Volume group "datavg" successfully created.

The vgdisplay command can be used to display volume group properties (such as size, extents, number of
physical volumes, and so on) in a fixed form.

[root@hc-cloud-secure-1 ~]# vgdisplay datavg
-—-— Volume group ---

VG Name datavg

System ID

Format 1vm2

Metadata Areas 1

Metadata Sequence No 1

VG Access read/write

VG Status resizable

MAX LV 0

Cur LV 0

Open LV 0

Max PV 0

Cur PV 1

Act PV 1

VG Size <200.00 GiB

PE Size 4.00 MiB

Total PE 51199

Alloc PE / Size 0/ 0

Free PE / Size 51199 / <200.00 GiB
VG UUID C7jmI0-J0SS-Cq91-t6b4-A%xw-nTfi-RXcy28

Create logical volume

When you create a logical volume, the logical volume is carved from a volume group using the free extents on
the physical volumes that make up the volume group.

[root@hc-cloud-secure-1 ~]# lvcreate - 1 100%FREE -n datalv datavg
Logical volume "datalv" created.
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This command creates a logical volume called datalv that uses all of the unallocated space in the volume

group datavg.

Create file system

[root@hc-cloud-secure-1 ~]# mkfs.xfs -K /dev/datavg/datalv

meta-data=/dev/datavg/datalv

blks

data =

naming =version 2
log =internal log

realtime =none

Make folder to mount

[root@hc-cloud-secure-1

Mount the file system

[root@hc-cloud-secure-1

[root@hc—-cloud-secure-1
Filesystem

devtmpfs

tmpfs

tmpfs

tmpfs
/dev/mapper/cs-root
/dev/sda2

/dev/sdal

tmpfs

tmpfs

/dev/mapper/datavg-datalv 209608708 1494520 208114188

isize=512

sectsz=4096
crc=1
reflink=1
bsize=4096
sunit=0
bsize=4096
bsize=4096
sectsz=4096
extsz=4096

~1# mkdir /filel

agcount=4, agsize=13106944
attr=2, projid32bit=1
finobt=1,
bigtime=0 inobtcount=0
blocks=5242777¢,
swidth=0 blks
ascii-ci=0, ftype=1
blocks=25599,
sunit=1 blks,
blocks=0,

sparse=1, rmapbt=0

imaxpct=25

version=2

lazy-count=1
rtextents=0

~1# mount -t xfs /dev/datavg/datalv /filel

~1# df -k

1K-blocks
8072804 0
8103272 0
8103272 9404
8103272 0

45496624 5642104
1038336 258712
613184 7416
1620652 12
1620652 0

Used Available Use%

Mounted on

8072804 0% /dev
8103272 0% /dev/shm
8093868 1% /run
8103272 0% /sys/fs/cgroup
39854520 13% /
779624 25% /boot
605768 2% /boot/efi
1620640 % /run/user/42
1620652 % /run/user/0
1% /filel

For detailed information about these tasks, see the page LVM Administration with CLI Commands.

Data generation

Dgen.pl is a perl script data generator for EHR’s 1/0 simulator (GeneratelO). Data inside the LUNs are

15


https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/5/html/logical_volume_manager_administration/lvm_cli

generated with the EHR Dgen . p1l script. The script is designed to create data similar to the data in an EHR

da

tabase.

[root@hc-cloud-secure-1 ~]# cd GenerateIO-1.17.3/

[root@hc-cloud-secure-1 GenerateIO-1.17.31# ./dgen.pl --directory /filel
--jobs 80

[root@hc-cloud-secure-1 ~]# cd /filel/

[root@hc-cloud-secure-1 filell# 1s

dir0l dir05 dir09 dirl3 dirl7 dir21 dir25 dir29 dir33 dir37
dirdl dir45 dir49 dir53 dir57 dir6l dir65 dir69 dir73 dir77
dir02 dir06 dirl0 dirl4 dirl8 dir22 dir26 dir30 dir34 dir38
dir42 dir46 dir50 dir54 dir58 dir62 dir66 dir70 dir74 dir78
dir03 dir07 dirll dirl5 dirl9 dir23 dir27 dir31 dir35 dir39
dird3 dird47 dir51 dir55 dir59 dire3 dir67 dir71 dir75 dir79
dir04 dir08 dirl2 dirle dir20 dir24 dir28 dir32 dir36 dir40
dirdd dir4d48 dir52 dir56 dire0 dired4d dir68 dir72 dir76 dir80

[root@hc-cloud-secure-1 filell# df -k

Filesystem 1K-blocks Used Available Use$% Mounted
on

/dev/mapper/datavg-datalv 209608708 178167156 31441552 85% /filel

While running, the Dgen . pl script uses 85% of the file system for data generation by default.

Configure SnapMirror replication between on-premises ONTAP and Cloud Volumes ONTAP

NetApp SnapMirror replicates data at high speeds over LAN or WAN, so you get high data availability and fast
data replication in both virtual and traditional environments. When you replicate data to NetApp storage
systems and continually update the secondary data, your data is kept current and remains available whenever

yo

u need it. No external replication servers are required.

Complete the following steps to configure SnapMirror replication between your on-premises ONTAP system
and CVO.

1.
2.
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From the navigation menu, select Storage > Systems.
In Systems, select the system that contains the source volume, drag it to the system to which you want to
replicate the volume, and then select Replication.

The remaining steps explain how to create a synchronous relationship between Cloud Volumes ONTAP
and on-prem ONTAP clusters.

Source and destination peering setup. If this page appears, select all the intercluster LIFs for the cluster
peer relationship.
Source Volume Selection. Select the volume that you want to replicate.

Destination disk type and tiering. If the target is a Cloud Volumes ONTAP system, select the destination
disk type and choose whether you want to enable data tiering.



6. Destination volume name: Specify the destination volume name and choose the destination aggregate. If
the destination is an ONTAP cluster, you must also specify the destination storage VM.

7. Max transfer rate. Specify the maximum rate (in megabytes per second) at which data can be transferred.

8. Replication policy. Choose a default policy or click Additional Policies, and then select one of the
advanced policies. For help, learn about replication policies.

9. Schedule. Choose a one-time copy or a recurring schedule. Several default schedules are available. If you
want a different schedule, you must create a new schedule on the destination cluster using System
Manager.

10. Review. Review your selections and click Go.
For detailed information about these configuration steps, see here.

The Console starts the data replication process. At this stage, you can see the Replication service that was
established between your on-premises ONTAP system and Cloud Volumes ONTAP.

In the Cloud Volumes ONTAP cluster, you can see the newly created volume.

You can also verify that the SnapMirror relationship is established between the on-premises volume and the
cloud volume.

More information on the replication task can be found under the Replication tab.

Next: Solution validation.

Solution validation

Previous: SAN configuration.

In this section, we review some solution use cases.
* One of the primary use cases for SnapMirror is data backup. SnapMirror can be used as a primary backup
tool by replicating data within the same cluster or to remote targets.
» Using the DR environment to run application development testing (dev/test).
* DR in the event of a disaster in production.
+ Data distribution and remote data access.

Notably, the relatively few use cases validated in this solution do not represent the entire functionality of
SnapMirror replication.

Application development and testing (dev/test)

To accelerate application development, you can quickly clone replicated data at the DR site and use it to
dev/test applications. The colocation of DR and dev/test environments can significantly improve the utilization
of backup or DR facilities, and on-demand dev/test clones provide as many data copies as you need to get to
production more quickly.

NetApp FlexClone technology can be used to quickly create a read-write copy of a SnapMirror destination
FlexVol volume in case you want to have read-write access of the secondary copy to confirm if all the
production data is available.

Complete the following steps to use the DR environment to perform application dev/test:
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1. Make a copy of production data. To do so, perform an application snapshot of an on-premises volume.

Application snapshot creation consist of three steps: Lock, Snap, and Unlock.

a. Quiesce the file system so that I/O is suspended and applications maintain consistency. Any

application writes hitting the filesystem stay in a wait state until the unquiesce command is issued in
step c. Steps a, b, and c are executed through a process or a workflow that is transparent and does not
affect the application SLA.

[root@hc-cloud-secure-1 ~]# fsfreeze -f /filel

This option requests the specified filesystem to be frozen from new modifications. Any process
attempting to write to the frozen filesystem is blocked until the filesystem is unfrozen.

. Create a snapshot of the on-prem volume.

A400-G0312::> snapshot create -vserver Healthcare SVM -volume
hc iscsi vol -snapshot kamini

. Unquiesce the file system to restart 1/O.

[root@hc-cloud-secure-1 ~]# fsfreeze -u /filel

This option is used to un-freeze the filesystem and allow operations to continue. Any filesystem
modifications that were blocked by the freeze are unblocked and allowed to complete.

Application-consistent snapshot can also be performed using NetApp SnapCenter, which has the
complete orchestration of the workflow outlined above as part of SnapCenter. For detailed information,
see here.

2. Perform a SnapMirror update operation to keep the production and DR systems in sync.

singlecvoaws: :> snapmirror update -destination-path
svm_singlecvoaws:hc iscsi vol copy -source-path
Healthcare SVM:hc iscsi vol

Operation is queued: snapmirror update of destination
“svm singlecvoaws:hc iscsi vol copy”.

A SnapMirror update can also be performed through the NetApp Console GUI under the Replication tab.

3. Create a FlexClone instance based on the application snapshot that was taken earlier.
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singlecvoaws::> volume clone create -flexclone kamini clone -type RW
-parent-vserver svm singlecvoaws -parent-volume hc iscsi vol copy

-junction-active true -foreground true -parent-snapshot kamini

[Job 996] Job succeeded: Successful

For the previous task, a new snapshot can also be created, but you must follow the same steps as above
to ensure application consistency.

4. Activate a FlexClone volume to bring up the EHR instance in the cloud.

singlecvoaws::> lun mapping create -vserver svm singlecvoaws -path
/vol/kamini clone/iscsi lunl -igroup ehr-igroup -lun-id 0

singlecvoaws::> lun mapping show
Vserver Path Igroup LUN ID
Protocol

svm_singlecvoaws

/vol/kamini clone/iscsi lunl ehr-igroup 0 iscsi

5. Execute the following commands on the EHR instance in the cloud to access the data or filesystem.

a. Discover ONTAP storage. Check the multipathing status.



sudo rescan-scsi-bus.sh
sudo iscsiadm -m discovery -t sendtargets -p <iscsi-lif-ip>
sudo iscsiadm -m node -L all

sudo sanlun lun show

Output:
controller (7mode/E-Series) / device host lun
vserver (cDOT/FlashRay) lun-pathname filename adapter protocol size
product

svm_singlecvoaws /dev/sda host2 iscsI 200g
cDOT

/vol/kamini clone/iscsi lunl
sudo multipath -11

Output:

3600a09806631755a452b543041313053 dm-0 NETAPP,LUN C-Mode
size=200G features='3 queue if no path pg init retries 50°'
hwhandler='1l alua' wp=rw

‘—+- policy='service-time 0' prio=50 status=active

"= 2:0:0:0 sda 8:0 active ready running

b. Activate the volume group.

sudo vgchange -ay datavg
Output:
1 logical volume(s) in volume group "datavg" now active

c. Mount the file system and display the summary of filesystem information.

sudo mount -t xfs /dev/datavg/datalv /filel

cd /filel

df -k

Output:

Filesystem 1K-blocks Used Available Use%
Mounted on

/dev/mapper/datavg-datalv 209608708 183987096 25621612 88%
/filel

This validates that you can use the DR environment for application dev/test. Performing application
dev/test on your DR storage allows you to get more use out of resources that might otherwise sit idle
much of the time.



Disaster recovery

SnapMirror technology is also used as a part of DR plans. If critical data is replicated to a different physical

location, a serious disaster does not have to cause extended periods of data unavailability for business-critical

applications. Clients can access replicated data across the network until the recovery of the production site
from corruption, accidental deletion, natural disaster, and so on.

In the case of failback to the primary site, SnapMirror provides an efficient means of resynchronizing the DR
site with the primary site, transferring only changed or new data back to the primary site from the DR site by

simply reversing the SnapMirror relationship. After the primary production site resumes normal application
operations, SnapMirror continues the transfer to the DR site without requiring another baseline transfer.

To perform the validation of a successful DR scenario, complete the following steps:

1. Simulate a disaster on the source (production) side by stopping the SVM that hosts the on-premises
ONTAP volume (hc_iscsi vol).

= " ONTAP System Ma nager Search actions, objects, and pages Q [ <>

Storage VMs

DASHBOARD
INSIGHTS -+ Add Q Search ¥ Download @ Show/Hide v = Filter
STORAGE Name State Subtype Configured Protocols IPspace Protection
@iz CI_CIFS_SWM running default SMBJ/CIFS Default
Volumes

Cl_svM running default NFS, iSCSl, FC Default
LUNs
Consistency Groups Healthcare_SVM : running default NFS, iSCSI Default
Shares Edit
Buckets Delete
aurees
Quotas

Trace File Access

Storage VMs
Tiers Login Banner Message
NETWORK
EVENTS & JOBS
PROTECTION
HOSTS
LIS Showing 1 -3 of 3 Storage VMs

Make sure that SnapMirror replication is already set up between the on-premises ONTAP in FlexPod
instance and Cloud Volumes ONTAP in AWS, so that you can create frequent application snapshots.

After the SVM has been stopped, the hc_iscsi vol volume is not visible in the Console.

2. Activate DR in CVO.

a. Break the SnapMirror replication relationship between on-prem ONTAP and Cloud Volumes ONTAP

and promote the CVO destination volume (hc_iscsi vol copy) to production.

After the SnapMirror relationship is broken, the destination volume type changes from data protection

(DP) to read/write (RW).
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singlecvoaws::> volume show -volume hc iscsi vol copy -fields typev
server volume type

svm_singlecvoaws hc_iscsi vol copy RW

b. Activate the destination volume in Cloud Volumes ONTAP to bring up the EHR instance on an EC2
instance in the cloud.

singlecvoaws::> lun mapping create -vserver svm singlecvoaws -path

/vol/hc_iscsi vol copy/iscsi lunl -igroup ehr-igroup -lun-id 0

singlecvoaws::> lun mapping show
Vserver Path Igroup LUN ID
Protocol

svm_singlecvoaws
/vol/hc iscsi vol copy/iscsi lunl ehr-igroup O iscsi

c. To access the data and filesystem on the EHR instance in the cloud, first discover the ONTAP storage
and verify multipathing status.

sudo rescan-scsi-bus.sh

sudo iscsiadm -m discovery -t sendtargets -p <iscsi-lif-ip>

sudo iscsiadm -m node -L all

sudo sanlun lun show

Output:

controller (7mode/E-Series) / device host lun
vserver (cDOT/FlashRay) lun-pathname filename adapter protocol size
product

svm_singlecvoaws /dev/sda host2 iSCSI 200g
cDOT
/vol/hc iscsi vol copy/iscsi lunl
sudo multipath -11
Output:
3600a09806631755a452b543041313051 dm-0 NETAPP,LUN C-Mode
size=200G features='3 queue if no path pg init retries 50°'
hwhandler='1l alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active
"= 2:0:0:0 sda 8:0 active ready running



d. Then activate the volume group.

sudo vgchange -ay datavg
Output:
1 logical volume(s) in volume group "datavg" now active

e. Finally, mount the file system and display the filesystem information.

sudo mount -t xfs /dev/datavg/datalv /filel

cd /filel

df -k

Output:

Filesystem 1K-blocks Used Available Use$%
Mounted on

/dev/mapper/datavg-datalv 209608708 183987096 25621612 88%
/filel

This output shows that users can access replicated data across the network until the recovery of the
production site from disaster.

f. Reverse the SnapMirror relationship. This operation reverses the roles of the source and destination
volumes.

When this operation is performed, the contents from the original source volume are overwritten by the
contents of the destination volume. This is helpful when you want to reactivate a source volume that
went offline.

Now the CVO volume (hc _iscsi vol copy) becomes the source volume, and the on-premises
volume (hc_iscsi vol) becomes the destination volume.

Any data written to the original source volume between the last data replication and the time that the
source volume was disabled is not preserved.

g. To verify write access to the CVO volume, create a new file on the EHR instance in the cloud.

cd /filel/
sudo touch newfile

When the production site is down, clients can still access the data and also perform writes to the Cloud
Volumes ONTAP volume, which is now the source volume.

In the case of failback to the primary site, SnapMirror provides an efficient means of resynchronizing the DR
site with the primary site, transferring only changed or new data back to the primary site from the DR site by
simply reversing the SnapMirror relationship. After the primary production site resumes normal application
operations, SnapMirror continues the transfer to the DR site without requiring another baseline transfer.
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This section illustrates the successful resolution of a DR scenario when the production site is hit by disaster.
Data can now be safely consumed by applications that can now serve the clients while the source site goes
through restoration.

Verification of data on the production site

After the production site is restored, you must make sure that the original configuration is restored and clients
are able to access the data from the source site.

In this section, we talk about bringing up the source site, restoring the SnapMirror relationship between on-
premises ONTAP and Cloud Volumes ONTAP, and finally performed a data integrity check on the source end.

The following procedure can be used for the verification of data on the production site:

1. Make sure that the source site is now up. To do so, start the SVM that hosts the on-premises ONTAP
volume (hc_iscsi_vol).

= n ONTAP System Manager Search actions, objects, and pages Q [>) <> 2

Storage VMs

DASHBOARD
INSIGHTS =+ Add Q Search ¥ Download @ Show/Hide w = Filter

STORAGE Name State Subtype Configured Protocols IPspace Protection

Cepried CI_CIFS_SVM running default SMBJCIFS Default

Volumes
CI_SvM running default NFS, iSCSI, FC Default
LUNs

SresinrsGEs Healthcare_SVM : stopped default Default

Shares Delete

Buckets Start

Qtrees

Login Banner Message

Quotas

Storage VMs

Tiers.

NETWORK

EVENTS & JOBS

PROTECTION

HOSTS

CLUSTER

Showing 1 - 3 of 3 Storage VMs 1

2. Break the SnapMirror replication relationship between Cloud Volumes ONTAP and on-premises ONTAP
and promote the on-premises volume (hc_iscsi_vol) back to production.

After the SnapMirror relationship is broken, the on-premises volume type changes from data protection
(DP) to read/write (RW).

A400-G0312::> volume show -volume hc iscsi vol -fields type

vserver volume type

Healthcare SVM hc iscsi vol RW

3. Reverse the SnapMirror relationship. Now, the on-premises ONTAP volume (hc_iscsi vol) becomes
the source volume as it was earlier, and the Cloud Volumes ONTAP volume (hc_iscsi_vol copy)
becomes the destination volume.
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By following these steps, we have successfully restored the original configuration.

4. Reboot the on-premises EHR instance. Mount the filesystem and verify that the newfile that you created
on the EHR instance in the cloud when production was down now exists here as well.

We can infer that the data replication from the source to the destination has been completed successfully and
that data integrity has been maintained. This completes the verification of data on the production site.

Next: Conclusion.

Conclusion

Previous: Solution validation.

Building a hybrid cloud is a goal for most healthcare organizations to provide data
availability at any time. In this solution, we implemented a FlexPod hybrid cloud solution
with Cloud Volumes ONTAP, utilizing NetApp SnapMirror replication technology to
validate some use cases to back up and recover healthcare applications and workloads.
FlexPod, a rigorously tested and prevalidated converged infrastructure from the strategic partnership of Cisco
and NetApp is designed to deliver predictable low-latency system performance and high availability. This
approach results in EHR high comfort levels and ultimately the best response time for users of the EHR
system.

With NetApp, you can run EHR production, disaster recovery, backup, or tiering in the cloud just like you would
run NetApp storage features in an on-premises datacenter. With NetApp Cloud Volumes ONTAP, NetApp
provides the enterprise-class capabilities and the performance required to effectively run EHR in the cloud.
NetApp cloud options provide block-over-iSCSI and file-over-NFS or SMB.

This solution caters to the need of healthcare organizations and enables them to take a step towards their
digital transformation. It can also help them manage their applications and workloads in an efficient manner.

Next: Where to find additional information.

Where to find additional information

Previous: Conclusion.

To learn more about the information that is described in this document, review the
following documents and/or websites:

* FlexPod Home Page
https://www.flexpod.com
« Cisco validated Design and deployment guides for FlexPod

https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-
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guides.html

* NetApp Console
https://console.netapp.com/

* NetApp Cloud Volumes ONTAP
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/concept-overview-cvo.htmi

* Quick start for Cloud Volumes ONTAP in AWS
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-getting-started-aws.html

» SnapMirror Replication
https://docs.netapp.com/us-en/cloud-manager-replication/concept-replication.html

* TR-3928: NetApp best practices for Epic
https://www.netapp.com/pdf.html?item=/media/17137-tr3928pdf.pdf

* TR-4693: FlexPod Datacenter for Epic EHR Deployment Guide
https://www.netapp.com/media/10658-tr-4693.pdf

* FlexPod for Epic
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_vmw_epic.html

* NetApp Interoperability Matrix Tool
http://support.netapp.com/matrix/

» Cisco UCS Hardware and Software Interoperability Tool
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html

* VMware Compatibility Guide

http://www.vmware.com/resources/compatibility/search.php

Version history

Version Date Document version history

Version 1.0 March 2023 Initial version

FlexPod Hybrid Cloud for Google Cloud Platform with
NetApp Cloud Volumes ONTAP and Cisco Intersight
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TR-4939: FlexPod Hybrid Cloud for Google Cloud Platform with NetApp Cloud
Volumes ONTAP and Cisco Intersight

Ruchika Lahoti, NetApp

Introduction

Protecting data with disaster recovery (DR) is a critical goal for businesses continuity. DR allows organizations
to failover their business operations to a secondary location and later recover and failback to the primary site
efficiently and reliably. Multiple concerns like natural disaster, network failures, software vulnerabilities, and
human error make developing a DR strategy a top IT priority.

For DR, all workloads running on the primary site must be faithfully reproduced on the DR site. An organization
must also have an up-to-date copy of all enterprise data, including database, file services, NFS and iSCSI
storage, and so on. Because data in the production environment is constantly updated, changes must be
transferred to the DR site on a regular basis.

Deploying DR environments is challenging for most organizations because of the requirement for infrastructure
and site independence. The number of resources needed and the costs of setting up, testing, and maintaining
a secondary data center can be very high, typically approaching the cost of the entire production environment.
It is challenging to keep a minimal data footprint with adequate protection, while continuously synchronizing
data and establishing seamless failover and failback. After building out the DR site, the challenge then
becomes to replicate data from the production environment and to keep it synchronized going forward.

This technical report brings together the FlexPod converged infrastructure solution, NetApp Cloud Volumes
ONTAP on Google Cloud, and Cisco Intersight to form a hybrid cloud data center for DR. In this solution we
discuss designing and executing an on-premises ONTAP workflow using Cisco Intersight Cloud Orchestrator.
We also discuss deploying NetApp Cloud Volumes ONTAP and orchestrating and automating data replication
and DR between FlexPod and Cloud Volumes ONTAP using the Cisco Intersight Service for HashiCorp
Terraform.

The following figure provide a solution overview.
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This solution provides multiple advantages, including:

» Orchestration and automation. Cisco Intersight simplifies the day-to-day operations of FlexPod hybrid
cloud infrastructure by providing consistent orchestration frameworks that are delivered via automation.

» Customized Protection. Cloud Volumes ONTAP provides block-level data replication from ONTAP to the
cloud that keeps the destination up to date through incremental updates. Users can specify a
synchronization schedule of every 5 minutes or every hour, for example, based on changes at the source
that are transferred over.

» Seamless failover and failback. When a disaster occurs, storage administrators can quickly failover to
the cloud volumes. When the primary site is recovered, the new data created in the DR environment is
synchronized back to the source volumes, re-establishing secondary data replication.

« Efficiency: The storage space and costs for the secondary cloud copy are optimized through the use of
data compression, thin provisioning, and deduplication. Data is transferred at the block-level in a
compressed and deduplicated form, improving transfer speed. Data is also automatically tiered to low-cost
object storage and only brought back to high-performance storage when accessed, such as in a DR
scenario. This significantly reduces ongoing storage costs.

* Increased IT productivity. Using Intersight as the single secure, enterprise-grade platform for
infrastructure and application lifecycle management simplifies configuration management and automation
of manual tasks at scale for the solution.

Audience

The audience for this document includes, but is not limited to; sales engineers, field consultants, professional
services, IT managers, partner engineers, site reliability engineers, cloud architects, cloud engineers, and
customers who want to take advantage of an infrastructure built to deliver IT efficiency and enable IT
innovation.

Solution topology

This section describes the logical topology of the solution. The following figure represents the solution topology
of the on-premises FlexPod environment, NetApp Cloud Volumes ONTAP running on Google Cloud, Cisco
Intersight, and NetApp Cloud Manager.
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The control planes and data planes are clearly indicated between the endpoints. The data plane uses a secure
site-to-site VPN connection to connect the ONTAP instance running on FlexPod All Flash FAS to the NetApp
Cloud Volumes ONTAP instance on Google Cloud.

The replication of workload data from FlexPod to NetApp Cloud Volumes ONTAP is handled by NetApp
SnapMirror, and the overall process is orchestrated using Cisco Intersight Cloud Orchestrator for both the on-
premises and cloud environments. Cisco Intersight Cloud Orchestrator consumes Terraform Resource
Providers for NetApp Cloud Manager to carry out operations related to NetApp Cloud Volumes ONTAP
deployment and establish data replication relationships.

@ The optional backup and tiering of cold data residing in the NetApp Cloud Volumes ONTAP
instance to Google Cloud Storage is also supported with this solution.

Next: Solution components.

Solution components

Previous: Solution overview.

FlexPod

FlexPod is a defined set of hardware and software that forms an integrated foundation for both virtualized and
non-virtualized solutions. FlexPod includes NetApp ONTAP storage, Cisco Nexus networking, Cisco MDS
storage networking, and Cisco Unified Computing System (Cisco UCS). The design is flexible enough that the
networking, computing, and storage can fit into one data center rack, or it can be deployed according to a
customer’s data center design. Port density allows the networking components to accommodate multiple
configurations.

Cisco Intersight

Cisco Intersight is a SaaS platform that delivers intelligent automation, observability, and optimization for
traditional and cloud-native applications and infrastructure. The platform helps to drive change with IT teams

29



and delivers an operating model designed for hybrid cloud. Cisco Intersight provides the following benefits:

» Faster delivery. Delivered as a service from the cloud or in the customer’s data center with frequent
updates and continued innovation, due to an agile-based software development model. This way the
customer can focus on accelerating delivery for line-of-business.

» Simplified operations. Simplify operations by using a single secure SaaS-delivered tool with common
inventory, authentication, and APIs to work across the full stack and all locations, eliminating silos across
teams. From managing physical servers and hypervisors on-premises, to VMs, K8s, serverless,
automation, optimization, and cost control across both on-premises and public clouds.

» Continuous optimization. Continuously optimize your environment by using intelligence provided by
Cisco Intersight across every layer, as well as Cisco TAC. This intelligence is converted into recommended
and automatable actions so you can adapt real-time to every change: from moving workloads and
monitoring health of physical servers to cost reduction recommendations the public clouds you work with.

There are two modes of management operations possible with Cisco Intersight: UCSM Managed Mode (UMM)
and Intersight Managed Mode (IMM). You can select native UMM or IMM for fabric-attached Cisco UCS
systems during initial setup of fabric interconnects. In this solution, native IMM is used.

Cisco Intersight licensing

Cisco Intersight uses a subscription-based license with multiple tiers.
Cisco Intersight license tiers are as follows:

 Cisco Intersight Essentials. Includes all base functionality plus the following features:
> Cisco UCS Central
o Cisco IMC Supervisor entitlement
> Policy-based configuration with Server Profiles
o Firmware management
o Valuation of compatibility with the Hardware Compatibility List (HCL)

» Cisco Intersight Advantage. Includes of the features and functionality of the Essentials tier plus the
following features:

o Widgets, inventory, capacity, utilization features, and cross-domain inventory correlation across
physical compute, network, storage, VMware virtualization, and AWS public cloud.

> The Cisco Security Advisory service where customers can receive important security alerts and field
notices about impacted endpoint devices.

» Cisco Intersight Premier. In addition to the capabilities provided in the Advantage tier, Cisco Intersight
Premier offers the following:

o Intersight Cloud Orchestrator (ICO) for Cisco and third-party compute, network, storage, integrated
systems, virtualization, container, and public-cloud platforms

o Full subscription entitlement for Cisco UCS Director at no additional cost.

More information about Intersight Licensing and features supported in each licensing can be found here.

In this solution, we use Intersight Cloud Orchestrator and Intersight Service for HashiCorp
Terraform. These features are available for users with the Intersight Premier license, so this
licensing tier must be enabled.
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Terraform Cloud Integration with ICO

You can use Cisco Intersight Cloud Orchestrator (ICO) to create and execute workflows that call Terraform
Cloud (TFC) APIs. The Invoke Web API Request task supports Terraform Cloud as a target, and it can be
configured with Terraform Cloud APIs using HTTP methods. So, the workflow can have a combination of tasks
that calls multiple Terraform Cloud APIs using generic API tasks and other operations. You need a Premier
license to use the ICO feature.

Cisco Intersight Assist

Cisco Intersight Assist helps you add endpoint devices to Cisco Intersight. A data center could have multiple
devices that do not connect directly with Cisco Intersight. Any device that is supported by Cisco Intersight but
does not connect directly to it requires a connection mechanism. Cisco Intersight Assist provides that
connection mechanism and helps you add devices into Cisco Intersight.

Cisco Intersight Assist is available within the Cisco Intersight Virtual Appliance, which is distributed as a
deployable virtual machine contained within an Open Virtual Appliance (OVA) file format. You can install the
appliance on an ESXi server. For more information, see the Cisco Intersight Virtual Appliance Getting Started
Guide.

After claiming Intersight Assist into Intersight, you can claim endpoint devices using the Claim Through
Intersight Assist option. For more information, see Getting Started.

NetApp Cloud Volumes ONTAP

 Leveraging built-in data deduplication, data compression, thin provisioning, and cloning to minimize
storage costs.

* Providing enterprise reliability and continuous operations in case of failures in your cloud environment.

» Cloud Volumes ONTAP uses NetApp SnapMirror, industry-leading replication technology, to replicate on-
premises data to the cloud so it's easy to have secondary copies available for multiple use cases.

* Cloud Volumes ONTAP also integrates with the Cloud Backup service to deliver backup and restore
capabilities for protection and long-term archiving of your cloud data.

» Switching between high and low-performance storage pools on-demand without taking applications offline.
* Providing consistency of Snapshot copies using NetApp SnapCenter.
* Cloud Volumes ONTAP supports data encryption and provides protection against viruses and ransomware.

* Integration with Cloud Data Sense helps you understand data context and identify sensitive data.

Cloud Central

Cloud Central provides a centralized location to access and manage NetApp cloud data services. These
services enable you to run critical applications in the cloud, create automated DR sites, back up your SaaS
data, and effectively migrate and control data across multiple clouds. For more information, see Cloud Central.

Cloud Manager

Cloud Manager is an enterprise-class, SaaS-based management platform that enables IT experts and cloud
architects to centrally manage their hybrid multi-cloud infrastructure using NetApp cloud solutions. It provides a
centralized system for viewing and managing your on-premises and cloud storage to support multiple hybrid-
cloud providers and accounts. For more information, see Cloud Manager.
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Connector

Connector enables Cloud Manager to manage resources and processes within a public cloud environment. A
Connector instance is required to use many features provided by Cloud Manager and can be deployed in the
cloud or on-premises network. Connector is supported in the following locations:

- AWS
* Microsoft Azure
* Google Cloud

* On premises

NetApp Active IQ Unified Manager

NetApp Active IQ Unified Manager allows you to monitor your ONTAP storage clusters from a single,
redesigned, intuitive interface that delivers intelligence from community wisdom and Al analytics. It provides
comprehensive operational, performance, and proactive insights into the storage environment and the virtual
machines running on it. When an issue occurs with the storage infrastructure, Unified Manager can notify you
about the details of the issue to help identify the root cause. The virtual machine dashboard gives you a view
into the performance statistics for the VM so that you can investigate the entire 1/0O path from the vSphere host
down through the network and finally to the storage.

Some events also provide remedial actions that you can take to rectify the issue. You can configure custom
alerts for events so that when issues occur, you are notified through email and SNMP traps. Active IQ Unified
Manager enables planning for the storage requirements of your users by forecasting capacity and usage
trends to proactively act before issues arise, preventing reactive short-term decisions that can lead to
additional problems in the long term.

VMware vSphere

VMware vSphere is a virtualization platform for holistically managing large collections of infrastructures
(resources including CPUs, storage, and networking) as a seamless, versatile, and dynamic operating
environment. Unlike traditional operating systems that manage an individual machine, VMware vSphere
aggregates the infrastructure of an entire data center to create a single powerhouse with resources that can be
allocated quickly and dynamically to any application in need.

For more information about VMware vSphere, follow this link.

VMware vSphere vCenter

VMware vCenter Server provides unified management of all hosts and VMs from a single console and
aggregates performance monitoring of clusters, hosts, and VMs. VMware vCenter Server gives administrators
a deep insight into the status and configuration of compute clusters, hosts, VMs, storage, the guest OS, and
other critical components of a virtual infrastructure. VMware vCenter manages the rich set of features available
in a VMware vSphere environment.

Hardware and software versions

This hybrid cloud solution can be extended to any FlexPod environment that is running supported versions of
software, firmware, and hardware as defined in the NetApp Interoperability Matrix Tool and the Cisco UCS
Hardware Compatibility List.

The FlexPod solution that is used as a baseline platform in our on-premises environment was deployed
according to the guidelines and specifications described here.
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The network within this environment is ACI- based. For more information, see here.

 See the following links for more information:
* NetApp Interoperability Matrix Tool
* VMware Compatibility Guide

+ Cisco UCS Hardware and Software Interoperability Tool

The following table shows the FlexPod hardware and software revisions.

Component Product Version

Compute Cisco UCS X210C-M6 5.0(1b)
Cisco UCS Fabric Interconnects 4.2(2a)
6454

Network Cisco Nexus 9332C (Spine) 14.2(7s)
Cisco Nexus 9336C-FX2 (Leaf) 14.2(7s)
Cisco ACI 4.2(7s)

Storage NetApp AFF A220 9.11.1
NetApp ONTAP Tools for VMware  9.10
vSphere
NetApp NFS Plugin for VMware 2.0-15
VAAI
Active 1Q Unified Manager 9.1

Software vSphere ESXi 7.0(U3)
VMware vCenter Appliance 7.0.3
Cisco Intersight Assist Virtual 1.0.11-306
Appliance

The execution of Terraform configurations happens on the Terraform Cloud for Business account. Terraform
configuration uses the Terraform provider for NetApp Cloud Manager.

The following table lists the vendors, products, and versions.

Component Product Version

HashiCorp Terraform 1.2.7

The following table shows the Cloud Manager and Cloud Volumes ONTAP versions.

Component Product Version
NetApp Cloud Volumes ONTAP 9.11
Cloud Manager 3.9.21

Next: Installation and configuration - Deploy FlexPod.


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_esxi65u1_n9k_aci.html
http://support.netapp.com/matrix/
http://www.vmware.com/resources/compatibility/search.php
https://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html

Installation and configuration

Deploy FlexPod

Previous: Solution components.

To understand the FlexPod design and deployment details, including the configuration of
various elements of design and associated best practices, see Cisco Validated Designs
for FlexPod.

FlexPod can be deployed in both UCS Managed Mode and Cisco Intersight Managed Mode. If you are
deploying FlexPod in UCS Managed Mode, the latest Cisco Validated Design can be found here.

Cisco Unified Compute System (Cisco UCS) X-Series is a brand new modular compute system, configured
and managed from the cloud. It is designed to meet the needs of modern applications and to improve
operational efficiency, agility, and scale through an adaptable, future-ready, modular design. The design
guidance around incorporating the Cisco Intersight- managed UCS X-Series platform within FlexPod
infrastructure can be found here.

FlexPod with Cisco ACI deployment can be found here.

Next: Cisco Intersight configuration.

Cisco Intersight configuration

Previous: Deploy FlexPod.

To configure Cisco Intersight and Intersight Assist, see the Cisco Validated Designs for
FlexPod found here.

Next: Terraform Cloud Integration with ICO prerequisite.

Terraform Cloud Integration with ICO prerequisite

Previous: Cisco Intersight configuration.

Procedure 1: Connect Cisco Intersight and Terraform Cloud

1. Claim or create a Terraform cloud target by providing the relevant Terraform Cloud account details.

2. Create a Terraform Cloud Agent target for private clouds so that customers can install the agent in the data
center and enable communication with Terraform Cloud.

For more information, follow this link.

Procedure 2: Generate user token

As a part of adding a target for Terraform Cloud, you must provide the username and API token from the
Terraform Cloud settings page.

1. Login to Terraform Cloud and go to User Tokens: https://app.terraform.io/app/settings/tokens.
2. Click Create a new API token.

3. Assign a name to remember and save the token in a secure place.
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Procedure 3: Claim Terraform Cloud Target
1. Log into Intersight with Account Administrator, Device Administrator, or Device Technician privileges.
2. Navigate to ADMIN > Targets > Claim a New Target.
3. In Categories, click Cloud.
4. Click Terraform Cloud and click Start.

» Claim & New Target

Select Target Type

Available for Claiming

Calegories
- Arnizon Web Services
# Cioud
Cloud Natrva
Compute / Fabric icrosaft Azure Service
Principal
Database
Guest O Process / A
Hypetconverged
Hypesvisor
Metwork
Orchestrator
Platiorm Sacvices

Storage

5. Enter a name for the target, your username for the Terraform Cloud, the API token, and a default
organization in Terraform Cloud as displayed in the following image.

6. In the Default Managed Hosts field, make sure to add the following links along with other managed hosts:
o github.com

o github-releases.githubusercontent.com

Name*

TFCB

Terraform Cloud

abhinav3

Default Temaform Cloud Onga n* 5ts

cisco-intersight-gc github.com github-releases.githubusercontent.com

If everything is correctly entered, you will see your Terraform Cloud target displayed in the Intersight Targets
section.
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Procedure 4: Add Terraform Cloud agents

Prerequisites:

 Terraform Cloud target.

» Claimed Intersight Assist into Intersight before deploying the Terraform Cloud Agent.

@ You can only claim five agents for each Assist.

@ After you have created the connection to Terraform, you must spin up a Terraform Agent to
execute the Terraform code.

1. Click Claim Terraform Cloud Agent from the drop-down list of your Terraform Cloud target.

2. Enter the details for the Terraform Cloud agent. The following screenshot shows the configuration details
for Terraform agent.

Terraform Cloud target

Managed Hosts

Hostname / IP Addres

github.com

Hostname / IP Addres

github-releases.githubusercontent.com

You can update any Terraform Agent property. If the target is in the Not Connected state and
has never been in the Connected state, then a token has not been generated for the Terraform
agent.

After the agent validation succeeds and an agent token is generated, you are unable to reconfigure the

Organization and/or Agent Pool. Successful deployment of a Terraform agent is indicated by a status of
Connected.

After you have enabled and claimed the Terraform Cloud integration, you can deploy one or more Terraform
Cloud agents in Cisco Intersight Assist. The Terraform Cloud agent is modelled as a child target of the

Terraform Cloud target. When you claim the agent target, you see a message to indicate that the target claim is
in progress.
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After a few seconds, the target is moved to the Connected state, and the Intersight platform routes HTTPS
packets from the agent to the Terraform Cloud gateway.

Your Terraform Agent should be correctly claimed and should show up under targets as Connected.

Next: Configure Public Cloud Service provider.

Configure Public Cloud Service provider

Previous: Terraform Cloud Integration with ICO prerequisite.

Procedure 1: Access NetApp Cloud Manager

To access NetApp Cloud Manager and other cloud services, you need to sign up on NetApp Cloud Central.

@ For setting up workspaces and users in the Cloud Central account, click here.

Procedure 2: Deploy Connector

To deploy Connector in Google Cloud, see this link.

Next: Automated deployment of Hybrid Cloud NetApp Storage.

Automated deployment of Hybrid Cloud NetApp Storage

Previous: Configure Public Cloud Service provider.

Google Cloud

You must first enable APIs and create a service account that provides Cloud Manager with permissions to
deploy and manage Cloud Volumes ONTAP systems that are in the same project as the Connector or in
different projects.

Before you deploy a connector in a Google Cloud project, make sure that the connector isn’t running on your
premises or in a different cloud provider.

Two sets of permissions must be in place before you deploy a Connector directly from Cloud Manager:

* You need to deploy Connector using a Google account that has permissions to launch the Connector VM
instance from Cloud Manager.

* When deploying Connector, you are prompted to select the VM instance. Cloud Manager gets permissions
from the service account to create and manage Cloud Volumes ONTAP systems on your behalf.
Permissions are provided by attaching a custom role to the service account.You need to set up two YAML
files that include the required permissions for the user and the service account. Learn how to use the YAML
files to set up permissions here.

See this detailed video for all required prerequisites.

Cloud Volumes ONTAP deployment modes and architecture

Cloud Volumes ONTARP is available in Google Cloud as a single- node system and as a high-availability (HA)
pair of nodes. Based on the requirements, we can choose the Cloud Volumes ONTAP deployment mode.
Upgrading a single node system to an HA pair is not supported. If you want to switch between a single- node
system and an HA pair, then you must deploy a new system and replicate data from the existing system to the
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new system.

Highly available Cloud Volumes ONTAP in Google Cloud

Google Cloud supports deployment of resources across multiple geographical regions and multiple zones
within a region. The HA deployment consists of two ONTAP nodes that use powerful n1-standard or n2-
standard machine types available in Google Cloud. Data is synchronously replicated between the two Cloud
Volumes ONTAP nodes to provide availability in the event of a failure. HA deployment of Cloud Volumes
ONTAP requires four VPCs and a private subnet in each VPC. The subnets in the four VPCs should be
provisioned with non-overlapping CIDR ranges.

The four VPCs are used for the following purposes:

* VPC 0 enables inbound communication to data and Cloud Volumes ONTAP nodes.
* VPC 1 provides cluster connectivity between Cloud Volumes ONTAP nodes.
* VPC 2 allows for non-volatile ram (NVRAM) replication between nodes.

» VPC 3 is used for connectivity to the HA mediator instance and disk replication traffic for node rebuilds.

The following image shows a highly available Cloud Volumes ONTAP in Goggle Cloud.
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For details, see this link.
For networking requirements for Cloud Volumes ONTAP in Google Cloud, see this link.

For details about data tiering, see this link.

Set up environment prerequisites

The automated creation of Cloud Volumes ONTAP clusters, SnapMirror configuration between an on-premises
volume and a Cloud volume, creating a cloud volume, and so on are performed using Terraform configuration.
These Terraform configurations are hosted on a Terraform Cloud for Business account. Using Intersight Cloud
Orchestrator, you orchestrate tasks like creating a workspace in a Terraform Cloud for Business account, add
all required variables to the workspace, execute a Terraform Plan, and so on.

For these automation and orchestration tasks, there are a few requirements and data needed, as is described
in the following sections.

GitHub repository

You need a GitHub account to host your Terraform code. Intersight Orchestrator creates a new workspace in
the Terraform Cloud for Business account. This workspace is configured with a version control workflow. For
this purpose, you need to keep the Terraform configuration in a GitHub repository and provide it as an input
while creating the workspace.

This GitHub link provides the Terraform configuration with various resources. You can fork this repository and
make a copy in your GitHub account.

In this repository, provider. tf has the definition for the required Terraform provider. Terraform provider for
NetApp Cloud Manager is used.

variables.tf has all the variable declarations. The value for these variables is input as the Intersight Cloud
Orchestrator’s workflow input. This provides a convenient way to pass values to a workspace and execute the
Terraform configuration.

resources. tf defines the various resources needed to add an on-premises ONTAP to the working
environment, create a single node Cloud Volumes ONTAP cluster on Google Cloud, establish a SnapMirror
relationship between on-premises and Cloud Volumes ONTAP, create a cloud volume on Cloud Volumes
ONTAP, and so on.

In this repository:

* provider.tf has NetApp Cloud Manager as a definition for the required Terraform provider.

* variables.tf has the variable declarations that are used as input for the Intersight Cloud Orchestrator
workflow. This provides a convenient way to pass values to workspace and execute Terraform
configuration.

* resources. tf defines various resources to add an on-premises ONTAP to the working environment,
create a single- node Cloud Volumes ONTAP cluster on Google Cloud, establish a SnapMirror relationship
between on-premises and Cloud Volumes ONTAP, create a cloud volume on Cloud Volumes ONTAP, and
SO on.

You can add an additional resource block to create multiple volumes on Cloud Volumes ONTAP or use count
or for each Terraform constructs.
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To connect Terraform workspaces, modules, and policy sets to git repositories containing Terraform
configurations, Terraform Cloud needs access to your GitHub repo.

Add a client, and the OAuth Token ID of the client is used as one of the Intersight Cloud Orchestrator’s
workflow input.

1. Log in to your Terraform Cloud for Business account. Navigate to Settings > Providers.

2. Click Add a VCS provider.

3. Select your version.

4. Follow the steps under Set up provider.

5. You see the added client in VCS Providers. Make a note of the OAuth Token ID.

Refresh token for NetApp Cloud Manager API operations

In addition to the web browser interface, Cloud Manager has a REST API that provides software developers
with direct access to the Cloud Manager functionality through the Saa$S interface. The Cloud Manager service
consists of several distinct components that collectively form an extensible development platform. The refresh
token enables you to generate access tokens that you add to the Authorization header for each API call.

Without calling an API directly, the netapp-cloudmanager provider uses a refresh token and translates the
Terraform resources into corresponding API calls. You need to generate a refresh token for NetApp Cloud
Manager API operations from NetApp Cloud Central.

You need the client ID of the Cloud Manager Connector to create resources on Cloud Manager such as
creating a Cloud Volumes ONTAP cluster, configuring SnapMirror, and so on.

1. Log into Cloud Manager: https://cloudmanager.netapp.com/.
2. Click Connector.
3. Click Manage Connectors.

4. Click the ellipses and copy the Connector ID.

Develop Cisco Intersight Cloud Orchestrator workflow

Cisco Intersight Cloud Orchestrator is available in Cisco Intersight if:

* You have installed the Intersight Premier license.

* You are either an account administrator, storage administrator, virtualization administrator, or server
administrator and have a minimum of one server assigned to you.

Workflow Designer

The Workflow Designer helps you create new workflows (as well as tasks and data types) and edit existing
workflows to manage targets in Cisco Intersight.

To launch the Workflow Designer, go to Orchestration > Workflows. A dashboard displays the following
details under the tabs My Workflows, Sample Workflows, and All Workflows:

» Validation Status
» Last Execution Status

» Top Workflows by Execution Count
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» Top Workflow Categories
* Number of System Defined Workflows
» Top Workflows by Targets
Using the dashboard, you can create, edit, clone, or delete a tab. To create your own custom view tab, click +,

specify a name, and then select the required parameters that need to be displayed in the columns, tag
columns, and widgets. You can rename a tab if it doesn’t have a Lock icon.

Under the dashboard is a tabular list of workflows displaying the following information:

 Display Name

» Description

» System Defined
 Default Version

* Executions

* Last Execution Status
* Validation Status

+ Last Update

* Organization
The Actions column allows you to perform the following actions:

» Execute. Executes the workflow.

* History. Displays workflow execution history.

* Manage Versions. Create and manage versions for workflows.
* Delete. Delete a workflow.

* Retry. Retry a failed workflow.

Workflow

Create a workflow that consists of the following steps:

» Defining a workflow. Specify the display name, description, and other important attributes.

* Define workflow inputs and workflow outputs. Specify which input parameters are mandatory for the
workflow execution, and the outputs generated on successful execution

+ Add workflow tasks. Add one or more workflow tasks in the Workflow Designer that are needed for the
workflow to carry out its function.

* *Validate the workflow. *Validate a workflow to ensure that there are no errors in connecting task inputs and
outputs.

Create workflows for on-premises FlexPod storage

To configure a workflow for on-premises FlexPod storage, see this link.

Next: DR workflow.
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DR workflow

Previous: Automated deployment of Hybrid Cloud NetApp Storage.

The sequence of steps are as follows:

1. Define the workflow.
o Create a short, user-friendly name for the workflow, such as Disaster Recovery Workflow.
2. Define the workflow input. The inputs we take for this workflow include the following:
> Volume options (volume name, mount path)
> Volume capacity
o Data center associated with the new datastore
o Cluster on which the datastore is hosted
o Name for the new datastore to create in vCenter
o Type and version of the new datastore
> Name of the Terraform organization
o Terraform workspace
> Description of the Terraform workspace
> Variables (sensitive and nonsensitive) required to execute Terraform configuration
o Reason for starting the plan
3. Add the workflow tasks.

The tasks related to operations in FlexPod include the following:

> Create volume in FlexPod.
o Add storage export policy to the created volume.

o Map the newly created volume to a datastore in VMware vCenter.
The tasks related to creating Cloud Volumes ONTAP cluster:

o Add Terraform workspace

o Add Terraform variables

o Add Terraform sensitive variables
o Start new Terraform plan

o Confirm Terraform run

4. Validate the workflow.

Procedure 1: Create the workflow

1. Click Orchestration from the left navigation pane and click Create Workflow.
2. In the General tab:
a. Provide the display name (Disaster Recovery Workflow).

b. Select the organization, set tags, and provide a description.
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. Click Save.
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Procedure 2. Create a new volume in FlexPod

1. Go to the Designer tab and click Tasks from the Tools section.
2. Drag and drop the Storage > New Storage Volume task from the Tools section into the Design area.

3. Click New Storage Volume.

CONFIGURE > Orchestration > Create Workflow
General Designer Mapping Code

= Tools

Tasks Workfiows Operations

C), Search

#] New Storage LUN . New Storage Volume

Slorage

[¥] Mew Storage LUN ID @
New Storage Pool
New Storage Snapshot Policy

New Storage Snapshot Policy
Schedule

New Storage Virtual Machine

| Mew Storage Volume
New Storage Volume Snapshot
Remove Hitachi Snapshot Data

Remove Hitachi Snapshot Pair




4. In the Task Properties area, click the General tab. Optionally, you can change the name and description
for this task. In this example, the name of the task is Create Volume in FlexPod.

‘teie’ Intersight CONFIGURE > Orchestration » Create Workflow 88 [ ) Ruchika Lahatl | 0

MONITOR Designer Mapping e O Save the workflow 1o validate.

OPERATE
Create volume in FlexPod
CONFIGURE

Outputs Variables
Orchestration

arch
Name *

+| New Storage LUN i
o . EaM NULiS o et Create volume in FlexPod

4] New Storage LUN 1D -
Version

] New Storage Pool
3 (default)

& New Storage Snapshot Policy

[ Task Type
+| Naw Storage Snapshot Podicy sk Lype New Storage Volume

Schadule Pastrriest
User Description
{31 New Storage Virtual Machine Create a storage volume with volume name and volume st
+] New Slorage Volume
9 Task Details

Software Repository 1] New Storage Volume Snapshot Create a storage volume with volume name and volume size as

1 L 1 he lume size as L
] Remove Hitachi Snapshot Data inputs. Generates the volume name and vol $ize 5 outputs.

t] Remove Hitachi Snapshot Pair @ Enoble Roliback ¢

5. In the Task Properties area, click Inputs.

6. Click Map in the Storage Device field.

COMFIGURE > Orchestration > Create Workflow L & Ruchika Lahoti
General Designer Mapping Code @ Save the workflow 10 validate.

= Tools | Create volume in FlexPod

Tasks Workflows Operations BGeneral Inputs Outputs Variables

1, Search (}, Search

New Storage LUN Create volume in FlexPod
Slorage 5, Storage Device *

New Storage LUN 1D @
VALUE NOT SPECIFIED
New Storage Pool
[3] New Storage Snapshot Policy C Y Storage Vendor Virtual Machine * ©

New Storage Snapshot Policy VALUE NOT SPECIFIED
Schedule

New Storage Virtual Machine Storage Vendor Aggregate* ©
New Storage Volume VALUE NOT SPECIFIED

New Storage Volume Snapshot
Storage Vendor Volume Options * ©
[¥] Remove Hitachi Snapshot Data
VALUE NOT SPECIFIED
[¥] Remoave Hitachi Snapshot Pair

Ualima Manssite &

7. Choose Static Value and click Select Storage Device.

8. Click the storage target added and click Select.




+ » Create Workflow > New Storage Volume > Storage Device {3 (2) Ruchika Lahoti Q.

Select Storage Device

6 items found 10 ~ perpage

-4, Add Filter
Type of Mapping
Name Vendor

Static Value AFF_A220 NetApp

a220-g1316 NetApp

Storage Device * healthylife NetApp

ocp-cluster NetApp

singlecvoaws MetApp

vsim NetApp

Selected 1 of 6

9. Click Map.

> Create Workflow > MNew Storage Volume > Storage Device 7 " Ruchika Lahoti

Map Task Input

Configure/Assign the value from available options

Type of Mapping

Input

Static Value

@ Provide custom valoes as the input.

Storage Device *

Selected Storage Device  a220-g1316

10. Click Map in the Storage Vendor Virtual Machine field.




CONFIGURE > Orchestration » Create Workflow L & Q, Ruchika Lahoti 2.
General Designer Mapping Code i Save the workflow 1o validate.

i= Tools i Create volume in FlexPod
Tasks Workflows Operations : General Inputs Outpuls Variables

4, Search €, Search

Create volume in FlexPod .
* Executors Storage b= Storage Device *

i : Custorn Value
Invoke Ansible Playbook 2% Custom Value

[£ Invoke PowerShell Seript Q Storage Vendor Virtual Machine* ©

[# Invoke SSH Commands VALUE NOT SPECIFIED

[#] invoke Web API Request

Storage Vendor Aggregate* ©
« Compute
. VALUE NOT SPECIFIED
[f] Add Server Policies to Profile

[*] clear Server Storage Controlier Storage Veendor Volume Options *
Configuration
VALUE NOT SPECIFIED
[#] Clear Server Storage Controlier
Foreign Configuration
Volume Capacity * ©

11. Choose Static Value and click Select Storage Virtual Machine.

«ss > Create Workflow > New Storage Volume i « Ruchika Lahoti 2,

available options.

Type of Mapping
Input

Static Value

@ Provide custom value:

Storage Vendor Virtual Machine

Storage Virtual Machine *

12. Select the storage virtual machine where the volume needs to be created and click Select.




- > Create Workflow > New Storage Volume ) 13 h 1 Ruchika Lahoti G,

Select Storage Virtual Machine

14 items found 10 ~ per page
Type of Mapping

Add Filter

Name

FlexPod-Express-infra-SVM

Infra_SVM
0CP-SVM
demo2_svm
demod_svm

Storage Virtual Machine *
demoServer

hybrid_cloud_2_svm

hybrid_cloud_rtp

13. Click Map.
Create Workflow >  New Storage Volume 3 v & @ Ruchika Lahoti

Map Task Input

Configure/Assign the value from available options.

Type of Mapping
Inpit

Static Value

@ Provide custom values as the input

Storage Vendor Virtual Machine

Storage Virtual Machine *
ed Storage Virtual

Maching hybrid_cloud_2_svm

14. Click Map in the Storage Vendor Aggregate field.




CONFIGURE > Orchestration > Create Workflow

General Designer Mapping Code

i= Tools

Workflows Operations

* Executors
[ tnveke Ansible Playbook
[#] Invoke PowerShell Script
[#] Invoke SSH Commands
[#] Invoke Web API Request
» Compute
[*] Add Server Policies to Profile

[¥] Clear Server Storage Controller
Configuration

[3] Clear Server Storage Controller
Foreign Configuration

. Create volume in FlexPod
Storage

Create volume in FlexPod

General Inpuis

Q,  Search

Storage Device *

#% Custom Value

Storage Vendor Virtual Machine *

& Custom Value

Storage Vendor Aggregate *

VALUE NOT SPECIFIED

Ruchika Lahoti £

Save the workflow to validate.

Outpuls Varables

Storage Vendor Volume Options* ©

VALUE NOT SPECIFIED

Unlitma Manacite &

15. Choose Static Value and click Select Storage Aggregate. Choose the aggregate and click Select.

Create Workflow > New Storage Volume

Type of Mapping

Storage Vendor Aggregate

Aggregates

16. Click Map.

Select Aggregate
Name
aggrl1_nodeln
aggrD1_nodel
agarD1_node0?
aggri1_node02
aggrl
aggr1_AFF_A220_01
aggri_AFF_A220_02
aggr]_cie_na220_g1316_01
aggr2

Selected 1 of 9

17. Click Map in the Storage Vendor Volume Options field.

18. Choose Direct Mapping and click Workflow Input.

Ruchika Lahoti 4L




> Create Workflow > New Storage Volume ) 73 A 90

Map Task Input

Configure/Assign the value from available options.

Type of Mapping

Input

Direct Mapping

© Map the workflow input, variable or any of the previous task’s outputs to input.

Map 1o

Workflow Input

Input Name *

19. In the Add Input wizard, complete the following steps:

a. Provide a display name and reference name (optional).

o

Make sure that Storage Vendor Volume Options is selected for the Type.
Click Set Default Value and Override.

Click Required.

Set the Platform Type to NetApp Active 1Q Unified Manager.

-~ ©®© Qo O

Provide a default value for the created volume under Volume.

Click NFS. If NFS is set, an NFS volume is created. If this value is set to false, a SAN volume is
created.

@

h. Provide a mount path and click Add.
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Add Workflow Input

B4 Set Default Value ©
™ Allow User Override

Default Values *

Storage Vendor Volume Options

Platform Type ©
Pure Hitachi Virtual Storage . NetApp Active IQ
FlashArray ~ Platform —  Unified Manager

Volume *

mssql_data_vol

NFS Volume Option
¥ NFS ©

Mount Path
/mssql_data_vol

20. Click Map.

21. Click Map in the Volume Capacity field.

22. Choose Direct Mapping and click Workflow Input.
23. Click Input Name and Create Workflow Input.
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Storage Volume > Volume Capacity 73 A 90

Map Task Input

Confi 1 the valt

Type of Mapping

Inpaut

Direct Mapping

© Map the workfiow input, variable or any of the previous task’s outputs to input

Map to

Workflow Input

Input Name *

Storage Vendor Volume Options

24. In the Add Input wizard:

a.

=

Q o

o

Provide a display name and a reference name (optional).

Click Required.

For Type, select Storage Capacity.

Click Set Default Value and Override.

Provide a default value for the volume size and unit.
Click Add.

available options

Ruchika Lahoti &,
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Add Workflow Input

Storage Capacity

B SetDefault Value ¢

8 Allow User Override ©

Dafault Values *

Volume Capacity
Size ¥

20

Unit *

GiB

25. Click Map.

26. With Connector, create a connection between the Start and Create Volume in FlexPod tasks, and click
Save.

CONFIGURE > Orchestration » Create Workflow
General Designer Mapping Code

= Tools

Tasks Workflows Operations

O, Search .
Create volume in FlexPod
*» Executors v Storage

-

[#] Invoke Ansible Playbook
[#] Invoke PowerShell Script
[#] Invoke SSH Commands
[#] Invoke Web API Request
s Compute
[+] Add Server Policies to Profile

[#] clear Server Storage Controller
Configuration

[¥] clear Server Storage Controller
Foreign Configuration




Ignore the error for now. This error displays because there is no connectivity between the
tasks Create Volume in FlexPod and Success which is required to specify the successful
transition.

Procedure 3: Add storage export policy

1. Go to the Designer tab and click Tasks from the Tools section.

2. Drag and drop the Storage > Add Storage Export Policy to Volume task from the Tools section in the
Design area.

3. Click Add Storage Export Policy to Volume. In the Task Properties area, click the General tab.
Optionally, you can change the name and description for this task. In this example, the name of the task is
Add Storage Export Policy.

4. Use Connector to make a connection between the tasks Create Volume in FlexPod and Add Storage
Export Policy. Click Save.

General Designer Mapping Code & Invalid 1 error found. Resolve ermors to execute.

Tools [i] Add Storage Export Policy to Volume

General

Craate volume in FlexPod L
— _ Add Storage Export Policy to Volume

{*] New Hitachl Snapshot Data

+] New Hitachi Snapshot Pair
[#] Mew NetApp NAS Smart Volume
*] New NetApp Smart LUN

] Mew Storage Data [P Interface
£l New Storage Export Policy
[#] New Storage Export Policy Rule

+1 Naw Storage Fibre Channel Interface

3] New Storage Host

. Add Storage Export Policy 1o V.

Version 1 (default)

Add Storege Export Policy to Volume

Add an export policy to a volume with storage virtual mach

Task Datails

Add an export policy 1o a volume with storage viriual machine
namé, volume name, export policy name as the inputs. On
successul execution volume name and export policy added are
generated s outputs.

[zl New Storage Host Group
New Storage LUN
] Now Storaga LUN 1D

[#] New Storage Pool

Last saved 7 minutes ago

5. In the Task Properties area, click Inputs.

6. Click Map in the Storage Device field.
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General Dasigner Mapping Code A Invalid 1 error found. Resolve erors to execute.

= Tools i Add Storage Export Policy to Volume
Workflows General Inputs Outputs

e € Search
. Create volume in FlexPod
* Executors A — 9 .I-.'.'- Storage Device *

[#] Invoke Ansible Playbook VALUE NOT SPECIETED

Storage Vendor Virtual Machine * ¢

+| Invoke PowerShell Script . Add Storage Export Policy to V

[*] invoke 55H Commands
WVALLUE NOT SPECIFIED

[#] Invoke Wab API Request
® Compute A Volume* ©

(] Add Server Policies to Profile VALUE NOT SPECIFIED

=
1=} Clear Server Storage Controller Export -
Configuration Polkcy

+| Clear Server Storage Controller VALUE NOT SPECIFIED

Foreign Configuration
[*] Copy Server Profile
1+] Delete Server Virtual Drives

[*] Daploy Server Profile

Last savad 8 minutes ago

7. Choose Static Value and click Select Storage Device. Select the same storage target added while
creating the previous task of creating a new storage volume.

8. Click Map.

Nasria Svplp

AFF_AZ20

22091316

eoalttyte

ocpchuster Nethpo
ningheCvoares MetAps
veirm MNetipp

ariected Vol &

9. Click Map in the Storage Vendor Virtual Machine field.

10. Choose Static Value and click Select Storage Virtual Machine. Select the same storage virtual machine
added while creating the previous task of creating a new storage volume.




Mame

FlexPod Express infra SVM

Infra_SVM

OCP-SWM

demod_svm
demol_svm

domoServer

11. Click Map.
12. Click Map in the Volume field.

13. Click Task Name and then click Create Volume in FlexPod. Click Output Name and then Volume.

In Cisco Intersight Cloud Orchestrator, you can provide the output of a previous task as the

@ input for a new task. In this example, the Volume details were provided from the Create
Volume in FlexPod task as an input for the task Add Storage Export Policy.

Map Task Input

Configure/Assign the value from available options.

Type of Mapping

Input

Direct Mapping

© Map the workflow input, variable or any of tha previous task’s outputs 1o Input
Map to

'_Fas_k_ Ou't_g_ul

Task Name * Dutput Mame *

Create volume in FlexPod © Volume




14. Click Map.
15. Click Map in the Export Policy field.
16. Choose Static Value and click Select Export Policy. Select the export policy created.

@ > ExportPolicy

xport Policy

export-hybrid_cloud_2_svm-mysqgl_data_copy

export-hybrid_cloud_2_svm-mysqgl_ds_copy

export-hybrid_cloud_2_svm-mysqgl_log_copy

export-infra_sv¥m-tesi_copy

axport-svm_singlecvoaws

export-sym_singlecvoaws-application_copy

export-svm_singlecvoaws-hybrid_cloud_1_swap_copy

export-svm_singlecvoaws-ocp_volume

export-svm_singlecvoaws:

hybrid-ONTAP-Export-policy

=mb

17. Click Map and then Save.

@ This completes addition of an export policy to the volume. Next, you create a new datastore
mapping the created volume.

Procedure 4: Map FlexPod volume to datastore

1. Go to the Designer tab and click Tasks from the Tools section.

2. Drag and drop the Virtualization > New Hypervisor Datastore task from the Tools section in the Design
area.

3. Use Connector to make a connection between the Add Storage Export Policy and New Hypervisor
Datastore tasks. Click Save.
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4. Click New Hypervisor Datastore. In the Task Properties area, click the General tab. Optionally, you can
change the name and description for this task. In this example, the name of the task is Map volume to
Datastore.

General Designer Mapping Code A nvalid 1 emor found. Resolve emors to execute.
1 i

= Tools [E] Map volume to datastore
Tasks Workflows Operations A Ganeral Inputs Outputs

L Search
: Name *

{#] invoke Guest Customization for Linux =% o Map vaolume to datastore
Virtual Machine . c_'fl“" volume in FlexPod &
L

t] Invoke Guest Customization for 1 Vaesion 1 (default)
Virtual Machine
= Tosk Typa Mow Hypervisor Datastore
B Inveke Guest Customization for . .
Windows Virtual Machina Liser Description
(5 Move Virtual Macsine Create & new datastors on selected hypervisor. Requires d

(3] New Datastore Cluster Task Detaits

Create 3 new datasione on sek hypervisor. Requires da .
- chuster (or host), and datastore. For VMFS, the canonical disk name,
| New Distributed Virtual Switch and VMFS varsion inpuis are needed. For NFS, remote server and
mount path, and NFS version afa needed. On succassil axecution,
the datastore name, disk name, VMFS version, and datacenter
name are generatad as outputs.

= Map volume to datasiore
+| Mew Distributed Virtual Network I Virtusdipalic

[#] Mew Hypervisor Cluster
] New Hypervisor Datacentar
5] Mew Hypervisor Datastore @@ EnableRoliback ©

[¥] Mew Hypervisor Host

(3] Mew Virtual Machine from Template
A Chona frnm Wirkinl Maching

Last saved 16 minutes ago

5. In the Task Properties area, click Inputs.
6. Click Map in the Hypervisor Manager field.

7. Choose Static Value and click Select Hypervisor Manager. Click the VMware vCenter target.




1 » New Hypervisor Datastore > Hypervisor Manager ) Bb 33 f 1 . =3 Ruchika Lahoti Q.

Select Hypervisor Manager

. Add Filter

Nama Vendor

g13-vefpme.sa ViMwara

weenter.mva local VMware

Selectod 1 0l 2

8. Click Map.

frecovery workflow > Edit > New Hypervisor Datastore >  Hypervisor Manager [ 86 A4 93 « = = 13, Ruchika Lahoti L

srrmge smeis asspEes

Configuref Assign the value from avallable options.

Type of Mapping

Input

Static Value

@ Provide custom values as the input

Hypervisor Manager *

Salected Hypervisor Manager g13-vc.fpmc.sa

9. Click Map in the Data center field. This is the data center associated with the new datastore.
10. Choose Direct Mapping and click Workflow Input.
11. Click Input Name and then Create Workflow Input.




Map Task Input

Configure/Assign the value from available options

Type of Mapping

Input

Direct Mapping

@ Map the warkflow input, variabie or any of the previous 1ask's SUIPULS 1o Inpul

Map to

Waorkflow Input

Input Name *

Storage Vendor Voluma Opticn
Storage Vendor Volume Options

Volume Capacity

12. In the Add Input wizard, complete the following steps:

a. Provide a display name and reference name (optional).
b. Select Datacenter as the type.

c. Click Set Default Value and Override.

d. Click Select Datacenter.

e. Click the data center associated with the new datastore and then click Select.

Add Workflow Input

2 items found

InventoryPath
Demo-FlexPod-Express fDemo-FlexPod-Express
FlexPod-G13 fFlexPod-G13

Selacted 10f 2




= Click Add.
13. Click Map.
14. Click Map in the Cluster field.
15. Choose Direct Mapping and click Workflow Input.

Map Task Input

value from available optichs

Type of Mapping

Input

Direct Mapping

© Map the woerkfiow inpln, vartable or any of the preyious tek's SEIpUIE i input

Map o

Workflow Input

Input Name *

Datacoenter
Storage Vendor Violume Option
Storage Vandor Volume Oplions

Voluma Capacity

16. In the Add Input wizard, complete the following steps:
a. Provide a display name and reference name (optional).
b. Click Required.

Select Cluster as the type.

Click Set Default Value and Override.

Click Select Cluster.

-~ ®© o o

Click the cluster associated with the new datastore.

Click Select.

@
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Select Cluster

I
Mame
UCS Mini
Washington

ed 10f 2

h. Click Add.
17. Click Map.
18. Click Map in the Host field.

IvventoryPath

{Demo-FlexPod-Expresshost/UCS Mini

{FhxPed-G13Most/ Washington
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Add Workflow Input

Cluster on which the datastore will

Value Restrictions
Required
Collection/Multiple ©

Type

Cluster

= set Default Value ©
B Aliow User Override

Default Values *
Cluster ¢

acted Cluster Washington

19. Choose Static Value and click the host on which the datastore will be hosted. If a cluster is specified, then
the host is ignored.
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4 items found 10 v perpage

Add Filter

Type of Mapping
Name

Static Value 172.22.0111

172.22.0.112
esxi-01.nva local
esxi-02.nva.local

Selected 1 of 4

20. Click Select and Map.

21. Click Map in the Datastore field.

22. Choose Direct Mapping and click Workflow Input.
23. Click Input Name and Create Workflow Input.

Map Task Input

Configure/Assign the value from avallable oplions:

Type of Mapping
Input
Direct Mapping
@ Map the workflow input, variabie or any.of the previous task's outputs 1o input

Map to

Workflow Input

Input Mame *

Cluster

Datacenter

Storage Vendor Volume Option
Storage Vendor Volume Options

Volume Capacity




24. In the Add Input wizard:
a. Provide a display name and reference name (optional).
b. Click Required.
c. Click Set Default Value and Override.

d. Provide a default value for the datastore and click Add.

Add Workflow Input

Type
String

Regex
~{1,42)}%
Secure ©

- Object Selector ©

B setDefault Value ©
B  Allow User Override @

Default Values *

hybrid-dsf

25. Click Map.

26. Click Map in the input field Type of Datastore.

27. Choose Direct Mapping and click Workflow Input.
28. Click Input Name and Create Workflow Input.
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Type of Mapping

Input

Direct Mapping

@ Map the workfiow input, variabie ar any of the previous task’s outputs to input

Map o

Workflow Input

Input Ne

Cluster

Datacenter

Datastore

Storage Vendor Volume Option

Storage Vendor Volume Options

29. In the Add Input wizard, complete the following steps:
a. Provide a display name and reference name (optional) and click Required.

b. Make sure to select the type Types of Datastore and click Set Default Value and Override.
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Add Workflow Input

Display Mame * Reference Mame *

Type of Datastore 4 DatastoreVersion

Description

Type and version of the new datasi

Value Restrictions
B Required
Collection/Multiple ©

Type

Types of Datastore

5 set Default Value
B allow user Override ©

Default Valses *

Type of Dalastore

c. Provide the Remote Path. This is the remote path of the NFS mount point.
d. Provide the host names or IP addresses of remote NFS server in NFS Server Address.

e. Click the Access Mode. The Access mode is for the NFS server. Click read-only if volumes are
exported as read-only. Click Add.



Add Workflow Input

Default Values *

Type of Datastore

Type of Datastore <
VMFS-6

Remote Path *

/masqgl_data_vol

NFS Server Address *

172.22.4.155

Access Mode o

& Read Write Read Only

30. Click Map.
31. Click Save.

1 error found Resclee errors o exeCutie

* Exscutors .Cm-ﬂ—nlhlm
.

= e Araible PlaySook

* irvohe PowerShell Sorpt
Irrwcie S50 Correrands . Al Braw apa | apenrt Palcy b W
»
£ irrepar Wel AFY Reguret
= Compute
Add Server Poboses 1o Profile

. Cloar Server Siorege Corteolier
Coanfaur it

* Gt Sevver Sk spe Cortrofer
Foresgr ConfQuratar

*| Coow Server Profie

Last saved i 8 frw gaconSs

This completes the task of creating the datastore. All the tasks performed in the on- premises FlexPod
Datacenter are completed.




Designer Mapping Code A& Invalid 1 error found. Resolve errors to execute.

* Networking . Create volume in FlexPod
- STGIBgE L

& Targel Management

= Terraform Cloud . Md Slwm Export Policy to V..

[*] Add Terraform Sensitive Variable

[+] Add Terraform Variable g Map volume to datastore

B

[+ Add Terraform Workspace - ®
*] confirm and Apply Terraform Run

—= ' SARr [ A Terralorm Workspace
[¥] Get Terraform Current State Version e i e

Get Terraform Run 1D

[*] Get Terraform Run State

Procedure 5: Add a new Terraform workspace

1. Go to the Designer tab and click Tasks from the Tools section.

2. Drag and drop the Terraform Cloud > Add Terraform Workspace task from the Tools section in the
Design area.

3. Use Connector to connect the Map volume to Datastore and Add Terraform Workspace tasks and click
Save.

4. Click Add Terraform Workspace. In the Task Properties area, click the General tab. Optionally, you can
change the Name and Description for this task.
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CONFIGURE > Orchestration > Disaster recovery workflow >  Edit B6 A4 93 [+ L 3 Ruchika Lahoti £
General Designer Mapping Code & Invalid 1 error found. Resolve errors to execute.
= Tools [il Add Terraform Workspace
Tasks Workflows Operations ; General Inputs Outputs Variables

4, Search

Name *

® Networking . Create volume in FlaxP - Add Terraform Workspace
Torage aa
]

& Storage —
= Version 1 (default)

. Add Suorege Export Poib :-""»u i Task Type Add Terraform Workspace

User Description

® Target Management

o Terraform Cloud

[£] Add Terraform Sensitive Variable Creating a Terraform Workspace

+] Add Terraform Variable Map volume 1o datastore
it

virtualisa Task Details

*1 Add Terraform Workspace @ _
£ Creating a Terraform Workspace

#] confirm and Apply Terraform Run 4 L
Y A e tou ko @@ Enable Rollback

— : 4
| Get Terraform Current State Version

+] Get Terraform Run ID

‘| Get Terraform Run State

Last saved 2 minutes ago

. In the Task Properties area, click Inputs.
. Click Map in the input field Terraform Cloud Target.

. Choose Static Value and click Select Terraform Cloud Target. Select the Terraform Cloud for Business
account that was added as explained in Configure Cisco Intersight Service for HashiCorp Terraform.”.

Select Terraform Cloud Target

1 nems found 10 ~  perpage
Add Filter
Type of Mapping
Name Target Type

TFCB TerraformCloud

Selected 1 of 1

Terraform Cloud Target *

8. Click Map.
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9. Click Map in the input field Terraform Organization Name.

10. Choose Static Value and then click Select Terraform Organization. Select the name of the Terraform

1.
12.

13.
14.
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Organization that you are part of in your Terraform Cloud for Business account.

Select Terraform Organization Name

L, Add Filter

Name identity

cisco-intersight-gc org-MZpxKCstWgQaBbbe

d10f1

Click Map.

Click Map in the Terraform Workspace Name field. This is the new workspace in the Terraform Cloud for
Business account.

Choose Direct Mapping and click Workflow Input.
Click Input Name and Create Workflow Input.



Map Task Input

C

Type of Mapping

Input

Direct Mapping

@ Map the woarkflow input, variable or any of the previous task’s outpuis 1o input

Map 10

Workflow Input

Input Name *

Cluster
Datacenter

Datastore

15. In the Add Input wizard, complete the following steps:

a. Provide a display name and reference name (optional).

o

Click Required.

Make sure to select String for Type.
Click Set Default Value and Override.
Provide a default name for workspace.
Click Add.

-~ © o o
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16. Click Map.

Add Workflow Input

. Object Selector ¢

¥ Set Defaull Value
-!- Allow User Overmide ©

Default Values *

hy‘blidrsnapmlrrod

Ma-zA-20-9- 'S

17. Click Map in the Workspace Description field.

18. Choose Direct Mapping and click Workflow Input.

19. Click Input Name and Create Workflow Input.
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Add Workflow Input

Workspace Description © WorkspaceDescription

Description

Description of the Terraform Work:

Value Restrictions
Required ©
Collection/Muitiple ©

Type
String

Secure ©

@  ObjectSelector ©

¥ Set Default Value ©

) Allow User Override ©

20. In the Add Input wizard, complete the following steps:
a. Provide a display name and reference name (optional).
b. Make sure to select String for Type.
c. Click Set Default Value and Override.

d. Provide a workspace description and click Add.




Add Workflow Input

Value Restrictions
Required ©
Collection/Multiple

Type
String

Secure ©

[ ] Object Selector

= set Default value ©
% Allow User Override

Default Values *

Workspace Description

workspace to create CVO and configure SnapMirror

21. Click Map.
22. Click Map in the Execution Mode field.

23. Choose Static Value, click Execution Mode, and then click remote.
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Type of Mapping

Input

Static Value

@ Provide custom values as the input

Execution Mode

ExecutionMode

remote

24. Click Map.
25. Click Map in the Apply Method field.
26. Choose Static Value and click Apply Method. Click Manual Apply.

Type of Mapping

Imput

Static Value v 0O

@ Provide custom values as the input

Apply Method

Manual Apply X v O

27. Click Map.
28. Click Map in the User Interface field.

29. Choose Static Value and click User Interface. Click Console UlI.
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Type of Mapping

Input

Static Value

® Provide custom values as the input.

User Interface

Console Ul

30. Click Map.
31. Click Map in the input field and select your workflow.

32. Select Static Value, and click Choose Your Workflow. Click Version Control Workflow.

Type of Mapping

Input

Static Value

© Provide custom values as the input.

Choose your workflow

Version control workflow

Search

Version control workflow

CLI-driven workflow

API-driven workflow

33. Provide the following GitHub repository details:

a. In Repository Name, enter the name of the repository detailed in the section “Set up environment
prerequisites”.

b. Provide the OAuth Token ID as detailed in the section “Set up environment prerequisites”.

c. Select the Automatic Run Triggering option.

76



Disaster Recovery Workflow > Edit > Add Terraform Workspace > Choose your workflow

Type of Mapping
Input
Static Value

© Provide custom values as the input.

Choose your workflow

Choose your workflow *

Version control workflow

Choose repository and configure settings

Repository Mame *

NetApp-Automation/FlexPod-hybrid-cloud-for-GCP-wit ©

Oauth Token ID *

Terraform Working Directory

Automatic Run Triggering

Automatic Run Triggering Options

Always Trigger Runs

34. Click Map.
35. Click Save.

This completes the task of creating a workspace in a Terraform Cloud for Business account.

Procedure 6: Add non-sensitive variables to workspace

1. Go to the Designer tab and click the Workflows from Tools section.

2. Drag and drop the Terraform > Add Terraform Variables workflow from the Tools section in the Design
area.

3. Use Connector to connect the Add Terraform Workspace and Add Terraform Variables tasks. Click
Save.
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4. Click Add Terraform Variables. In the Workflow Properties area, click the General tab. Optionally, you
can change the name and description for this task.

86 A 93 (-4}
eneral Deaigner Magiping & invalid 1 error found. Resalve emors o execule
Add Terraform Variable
Genorl s

Mame*

Add Terraform Variable

- Create volume in FlesPod
™
" Executors

& Compate . ".d,’ :.Ilarw- Export Policy to ¥ = ] 1 tdetoul)
® CoraTaxks 1 Add Termalorm Variable

« Hyperfiex

m Illlp wuum 1o datantore

= Networking e to Termaform Workspace:

Storage
Task Dotails

= Targel Managemant =
. =] R Ve slomn Worl pase Add wariable to Terraform Waorkspace

* Temaform Cloud
@@ cnoble Roliback
=} add Termform 5

f Add Tarradonmn Variabla
m - " { .

=] Confirm ard Apply Terrafanm Run
(2] Get Terraform Curront State Viersion
[5] Get Tomatorm fun 1o

1 Get Termtorm Aun Stne

£l Get Terraform Slaie Version Conlents

List saved 31 minites sgo

5. In the Workflow Properties area, click Inputs.
6. Click Map in the Terraform Cloud Target field.

7. Choose Static Value and click Select Terraform Cloud Target. Select the Terraform Cloud for Business
account that was added as explained in Configure Cisco Intersight Service for HashiCorp Terraform.”.

Edil Ackd Terrfarm Varinble Terratorm Cloud Targst

Select Terraform Cloud Target

Terrnlomdloud

8. Click Map.
9. Click Map in the *Terraform Organization Name *field.

10. Choose Static Value and click Select Terraform Organization. Select the name of the Terraform
Organization that you are part of in your Terraform Cloud for Business account.
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»  Workspace i

Map Task Input

¥

Task Output

avk Mame *

Add Terrsform Woskspace

11. Click Map.

12. Click Map in the Terraform Workspace Name field.

13. Choose Direct Mapping and click Task Output.

14. Click Task Name and click Add Terraform Workspace.

Type of Mapping

Input
Direct Mapping
@& Map the workflow input, variable or any of the prévious 1ask's oulputs 1o inpul

Map to

Workflow Input

Input Name *

Cluster

Datlacenter

Datastore

Storage Vendor Volume Option
Storage Vendor Volume Options
Type of Datasiore

Volume Capacily

15. Click Output Name and click Workspace Name.




16. Click Map.

17. Click Map in the Add Variables Options field.

18. Choose Direct Mapping and click Workflow Input.
19. Click Input Name and Create Workflow Input.

Add Workflow Input

Display Name * Reference Name *

Terraform Variable © TerraformAddVariable

Description

Terraform Variable to be added

Value Resfrictions
= Required
Collection/Multiple

Type
String

& Object Selector

20. In the Add Input wizard, complete the following steps:
a. Provide a display name and reference name (Optional).
b. Make sure to select String for the Type.
c. Click Set Default Value and Override.

d. Click Variable Type and then click Non-Sensitive Variables.




21. In the Add Terraform Variables section, provide the following information:
° Key. name of on-prem-ontap
o Value. Provide the name of on-premises ONTAP.
> Description. Name of the on-premises ONTAP.

22. Click + to add additional variables.

™ Set Default value ©

¥ Allow User Override ©

Default Values *

Terraform Variable

Key *

name_of_on-prem-ontap

Value

Provide the name of On-premise ONTAP added in section Deploying ©

Description

Name of the On-premise ONTAP

23. Add all the Terraform Variables as shown in the following table. You can also provide a default value.

Terraform variable name Description

name_of_on-prem-ontap Name of the on-premises ONTAP (FlexPod)
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Terraform variable name

on-prem-ontap_cluster_ip

on-prem-ontap_user_name

Zone

subnet_id

vpc_id

capacity_package _name
source_volume
source_storage_vm_name
destination_volume

schedule_of replication

name_of volume to create_on_cvo

workspace_id

Project_id

name_of cvo_cluster

gcp_service_account

24. Click Map and then Save.
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Description

The IP address of the storage cluster management
interface

Admin username for the storage cluster

GCP region where the working environment will be
created

GCP subnet id where the working environment will
be created

The VPC ID where the working environment will be
created

The type of license to use

The name of the source volume

The name of the source SVM

Name of volume on Cloud Volumes ONTAP
The default is 1 hour

Name of the cloud volume

The workspace_id where the working environment
will be created

The project_id where the working environment will
be created

The name of the Cloud Volumes ONTAP working
environment

gcp_service_account of Cloud Volumes ONTAP
working environment



Add Terraform Variable

General Inputs Outputis Variables

Search

(
-

Terraform Cloud Target* ©

& Custom Value

o ';"-‘;-

Workspace ID* ©

L. Task Output Workspaceld | Add Terraformn Work...

Termmaform Variable ©

L  Workfilow Input Terraform Variables

Last saved an hour ago

This completes the task of adding the required Terraform variables to the workspace. Next, add the required
sensitive Terraform variables to the workspace. You can also combine both into a single task.




Procedure 7: Add sensitive variables to a workspace

1. Go to the Designer tab and click Workflows from the Tools section.

2. Drag and drop the Terraform > Add Terraform Variables workflow from the Tools section in the Design
area.

3. Use Connector to connect the two Add Terraform Workspace tasks. Click Save.

@ A warning appears indicating that the two tasks have the same name. Ignore the error for
now because you change the task name in the next step.

4. Click Add Terraform Variables. In the Workflow Properties area, click the General tab. Change the
name to Add Terraform Sensitive Variables.

]

1 errer found Resolve emors fo execule

Add Terraform sensitive Variable

LTEIN vOoUmE W Fleareg
a

» Tarpet Managemant A . -'_d_ﬂiﬂwm Expon Pobicy ta v
»

Ll et Taeged

Termaform Cloud Torget * O

VALUE NOT SPECIFIED

*l Hew Targel = I-Inmimlluw:l-ulm
(7] memave Tagel L i

® Temafomm Cloud \
t] Add Terradorm Sensitive Virlable ] Md .lm.mmm ———

t} Ao Terraform Vanabie

Add Temaslom Varlakie
Q| A ot
- Add Terraform pemaines Varnsbis

r Version Comlents
*) Gt Temalorm Workspace Delads
To Termiorm State

[t femigle Sate

5. In the Workflow Properties area, click Inputs.
6. Click Map in the Terraform Cloud Target field.

7. Choose Static Value and click Select Terraform Cloud Target. Select the Terraform Cloud for Business
account that was added in the section Configure Cisco Intersight Service for HashiCorp Terraform.”

8. Click Map.
9. Click Map in the Terraform Organization Name field.

10. Choose Static Value and click Select Terraform Organization. Select the name of the Terraform
Organization that you are part of in your Terraform Cloud for Business account.

11. Click Map.
12. Click Map in the Terraform Workspace Name field.
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13.
14.
15.
16.
17.
18.
19.
20.

Choose Direct Mapping and click Task Output.
Click Task Name and then click Add Terraform Workspace.
Click Output Name and click the output Workspace Name.
Click Map.
Click Map in the Add Variables Options field.
Choose Direct Mapping and then click Workflow Input.
Click Input Name and Create Workflow Input.
In the Add Input wizard, complete the following steps:
a. Provide a display name and reference name (optional).
b. Make sure to select Terraform Add Variables Options for the type.
c. Click Set Default Value.
d. Click Variable Type and then click Sensitive Variables.
e. Click Add.
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Add Workflow Input

Display Name * Reference Namse *

terraform sensitive variable ©  terraformsensitivevariable

Description

Add Variables

Value Restrictions
B Required ©
Collection/Multiple ©

Type
Terraform Add Variables Option ~

B set Default Value ©
Allow User Override ©

Default Values *
terraform sensitive variable

Variable Type
Sensitive Variables

21. In the Add Terraform Variables section, provide the following information:
° Key. cloudmanager refresh token.
> Value. Input the refresh token for NetApp Cloud Manager API operations.

- Description. Refresh token.

(D For more information about obtaining a refresh token for the NetApp Cloud Manager API
operations, see the section “Set up environment prerequisites.”




Add Workflow Input

Set Default Value ©
Allow User Override

Default Values *

terraform sensitive variable

Variable Type *

Sensitive Variables

Add Sensitive Terraform Variables

Key *
cloudmanager_refresh_token

Description

cloudmanager refresh token

22. Add all the Terraform sensitive variables as shown in the table below. You can also provide a default value.

Terraform sensitive variable name Description
cloudmanager_refresh_token Refresh token. Obtain it from:

connector_id The client ID of the Cloud Manager Connector.
Obtain it from

cvo_admin_password The admin password for Cloud Volumes ONTAP




Terraform sensitive variable name Description

on-prem-ontap_user_password Admin password for the storage cluster

23. Click Map.This completes the task of adding the required Terraform sensitive variables to workspace. Next,
start a new Terraform plan in the configured workspace.

Procedure 8: Start a new Terraform plan

1. Go to the Designer tab and click Tasks from the Tools section.

2. Drag and drop the Terraform Cloud > Start New Terraform Plan task from the Tools section on the
Design area.

3. Use Connector to connect between the tasks Add Terraform Sensitive Variables and Start New
Terraform Plan tasks. Click Save.

4. Click Start New Terraform Plan. In the Task Properties area, click the General tab. Optionally, you can
change the name and description for this task.

Designer  Mapping Code A invaiid 1 error found. Resolve errors to execute.

Start New Terraform Plan

-]
"

. Create vodume in Flexfod

Name*

Add Blorage Elp-;nﬂblq By
{5 Add Tesratorm Workspace . 5 i Start New Terraform Plan

[E confirm and Apply Terraform Run i = "”""""“" dutastore = \ 1 (defaut)

| Get Temaform Cument Stale Version Start New Terraform Plan

= A Terralorm m‘nw
] Get Teratorm Run 1D . &

] Get Tematorm fun State | b Tematorm varabh Starts a new plan or destroys a plan in the given Teaform
(2] Get Temaform State Version Contents ) Tosk Details

[F] Get Temaform Workspace Detalls Starts & new plan or destroys a plan in the given Terraform

B Workspace
el Add Teratorm snailve Variabis
*| Grant Access To Terraform State . [p——

[} Remove Tesraform Remote State
Consismers
= |y S Hew Temators Plan
*l Remove Terraform Workspace gt G
¢ Btart New Terra an
1+l Update Terraform Sensitive Variable
[ Update Temaform Variable

Virtualization

(£l Add Host to Distributed Virtual
Swilch

Last seved 6 minutes ago

5. In the Task Properties area, click Inputs.
6. Click Map in the Terraform Cloud Target field.

7. Choose Static Value and click Select Terraform Cloud Target. Select the Terraform Cloud for Business
account that was added in the section “Configuring Cisco Intersight Service for HashiCorp Terraform.”

8. Click Map.
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9. Click Map in the Workspace ID field.

10. Choose Direct Mapping and click Task Output.

1.

12.
13.
14.
15.
16.

Click Task Name and then click Add Terraform Workspace.

nput
ign the valse from avallabde opthon:

Type of Mapping

Direct Mapping

@ Map the workfiow input. varabie or any of the previous Task's ouLDuTs To NPl

Task Output

add Terraform Workspace

Add Tormaform senaitive Variable
Add Termaform Variable

Add Termadornm Workspece

Map volume to dotastone
Add Stomge Export Policy to Volumne

Create volumee in FlexPod

Click Output Name, Workspace ID, and then Map.
Click Map in the Reason for starting plan field.
Choose Direct Mapping and then click Workflow Input.
Click Input Name and then Create Workflow Input.
In the Add Input wizard, complete the following steps:
a. Provide a display name and reference name (optional).
b. Make sure to select String for the Type.
c. Click Set Default Value and Override.

d. Input a default value for Reason for starting plan and click Add.

89




Add Workflow Input

¥ Required
Collection/Multiple
Type

String

Min

0

Secure

- Object Selector

= Set Default Value
=  Allow User Override

Default values *

terraform plan for replication between onprem volume and C‘UG{

17. Click Map.
18. Click Map in the Plan Operation field.

19. Choose Static Value and click Plan Operation. Click new plan.
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Map Task Input

Type of Mapping

Static Valuo

20. Click Map.
21. Click Save.

This completes the task of adding a Terraform Plan in Terraform Cloud for Business account. Next, create a
sleep task for a few seconds.

Procedure 9: Sleep task for synchronization

Terraform Apply requires RunID, which is generated as a part of the Terraform Plan task. Waiting a few
seconds between the Terraform Plan and Terraform Apply actions avoids timing issues.

1. Go to the Designer tab and click Tasks from the Tools section.
2. Drag and drop the Core Tasks > Sleep Task from the Tools section in the Design area.

3. Use Connector to connect the tasks Start New Terraform Plan and Sleep Task. Click Save.
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Last saved 2 minutes ago

. Click Sleep Task. In the Task Properties area, click the General tab. Optionally, you can change the
name and description for this task. In this example, the name of the task is Synchronize.

5. In the Task Properties area, click Inputs.
. Click Map in the Sleep Time in Seconds field.

. Choose Static Value and input 15 in for the Sleep Time in Seconds.

Edit Task Input Mapping

ConfiguiefAssign the value from available options.

Type of Mapping

input
Static Value
@ Provide custom vakues as the input

Sleep Time in Seconda *

15




8.
9.

Click Map.
Click Save.

This completes the sleep task. Next, create the last task of this workflow, confirming and applying the Terraform
Run.

Procedure 10: Confirm and apply Terraform Run

1.
2.

Go to the Designer tab and click Tasks from the Tools section.

Drag and drop the Terraform Cloud > Confirm and Apply Terraform Run task from the Tools section in
the Design area.

3. Use connector to connect the tasks Synchronize and Confirm and Apply Terraform Run. Click Save.

Click Confirm and Apply Terraform Run. In the Task Properties area, click the General tab. Optionally,
you can change the name and description for this task.

1er ute

Confirm and Apply Terraform Run

General

Namo®
St w .
i . ? Confirm and Apply Terraform Run
= Target Managemsnt L} — ——— —

1 (detaul
* Terraform Cloud (st

Confirm and Apply Terrafom Run
sithve Varinbbe

(=] Add Terrafom able
termaform apply run

Task Detoils

Executing termonm apply run

[l Get Termtorm

‘| Gat Termaform

ave Teraform Workspace

[2] star Mew Terralarm Plan

5. In the Task Properties area, click Inputs.

10.
1.
12.

Click Map in the Terraform Cloud Target field.

Choose Static Value and click Select Terraform Cloud Target. Select the Terraform Cloud for Business
account that was added in Configure Cisco Intersight Service for HashiCorp Terraform.”

Click Map.

Click Map in the Run ID field.

Choose Direct Mapping and click Task Output.

Click Task Name and click Start New Terraform Plan.

Click Output Name and then click Run ID.
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*  Run D

Map Task Input

Type of Mapping

Direct Magqaing

& Map the workfow input, sadiadle of any of the previous task's outputs o mput

Sart New Termalorm Plan

13. Click Map.
14. Click Save.
15. Click Auto Align Workflow so that all tasks are aligned. Click Save.
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This completes the Confirm and Apply Terraform Run task. Use Connector to connect between the Confirm
and Apply Terraform Run task and the Success and Failed tasks.

Procedure 11: Import a Cisco-built workflow

Cisco Intersight Cloud Orchestrator enables you to export workflows from a Cisco Intersight account to your
system and then import them to another account. A JSON file was created by exporting the built workflow that
can be imported to your account.

A JSON file for the workflow component is available in the GitHub repository.



https://github.com/ucs-compute-solutions/FlexPod_DR_Workflows

Next: Terraform execution from controller.

Terraform execution from controller

Previous: DR workflow.

We can execute the Terraform plan using a controller. You can skip this section if you
have already executed your Terraform plan using an ICO workflow.
Prerequisites

Setup of the solution begins with a management workstation that has access to the Internet and with a working
installation of Terraform.

A guide for installing Terraform can be found here.

Clone GitHub repo

The first step in the process is to clone the GitHub repo to a new empty folder on the management workstation.
To clone the GitHub repository, complete the following steps:

1. From the management workstation, create a new folder for the project. Create a new folder inside this
folder named /root/snapmirror-cvo and Clone the GitHub repo into it.

2. Open a command-line or console interface on the management workstation and change directories to the
new folder just created.

3. Clone the GitHub collection using the following command:

Git clone https://github.com/NetApp-Automation/FlexPod-hybrid-cloud-for-
GCP-with-Intersight-and-CVO

1. Change directories to the new folder named snapmirror-cvo.

Terraform execution

'

Init ==p Plan Apply == Destroy

o 4

« Init. Initialize the (local) Terraform environment. Usually executed only once per session.

* Plan. Compare the terraform state with the as-in state in the cloud and build and display an execution plan.
This does not change the deployment (read-only).

» Apply. Apply the plan from the plan phase. This potentially changes the deployment (read and write).

» Destroy. All resources that are governed by this specific terraform environment.

For details, see here.
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Next: Solution validation.

Solution validation

Previous: Terraform execution from controller.

In this section, we revisit the solution with a sample data-replication workflow and take a

few measurements to verify the integrity of data replication from the NetApp ONTAP
instance running in FlexPod to NetApp Cloud Volumes ONTAP running on Google Cloud.

We used the Cisco Intersight workflow orchestrator in this solution and will continue to use this for our use
case.

Notably, the limited set of Cisco Intersight workflows used in this solution do not represent the full set of
workflows that Cisco Intersight is equipped with. You can create custom workflows based on your specific
requirements and have them triggered from Cisco Intersight.

To perform the validation of a successful DR scenario, first move data from a volume in ONTAP that is part of
FlexPod to Cloud Volumes ONTAP using SnapMirror. Then you can attempt to access the data from the
Google cloud compute instance followed by a data integrity check.

The following high-level steps are used to verify the success criteria of this solution:

1.

N o o k&~ 0 DN

Generate an SHA256 checksum on the sample dataset that is present in an ONTAP volume in FlexPod.
Set up a volume SnapMirror relationship between ONTAP in FlexPod and Cloud Volumes ONTAP.
Replicate the sample dataset from FlexPod to Cloud Volumes ONTAP.

Break the SnapMirror relationship and promote the volume in Cloud Volumes ONTAP to production.
Map the Cloud Volumes ONTAP volume with the dataset to a compute instance in Google Cloud.

Generate an SHA256 checksum on the sample dataset in Cloud Volumes ONTAP.

Compare the checksum on the source and destination; presumably, the checksums on both sides match.

To execute the on-premises workflow, complete the following steps:

1.

Create a workflow in Intersight for on-premises FlexPod.
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Last saved a minute ago

2. Provide the required inputs and execute the workflow.
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Exeecaite Warkdiow: Configufech premPlampodstanage

Execute Worktiow

Configure on-prem FlexP

MNexpod-5
Storage Viendor Virtual Machine Options:

Platioem Type
Pt Flashubrray Hitachi Virtual Sterage Platform (6 NetApp Active I Unifisd Manager

HetApp Virtual Machine Opons

Manage Adminisirain: Acoount: vaadmin

10.61.183.0

3. Verify the newly created SVM in the system manager.

= [ ONTAP System Manager

Storage VMs

DASHBOARD

INSIGHTS =+ Add ! More

STORAGE " Name

iew
Overvie flexpod-svm

Volumes
hybrid-cloud-svm

LUNs

Consistency Groups hybrid_cloud_2_svm

NVMe Namespaces infra_svm
Shares

nvmel
Qtrees

terraform-demo-svm
Quotas

Storage VMs

Search actions, objects, and pages

flexpod-svm Al Storage VMs

Overview

Security

Certificates

Settings

Snay

4. Create and execute another disaster recovery workflow to create a volume in on-prem FlexPod and
establish a SnapMirror relationship between this volume in FlexPod and Cloud Volumes ONTAP.
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5. Verify the newly created volume in ONTAP system manager.




= " ONTAP System Manager Search actions, objects, and pages Q

|
DASHBOARD VO[L mes
INSIGHTS + Add ! More
STORAGE Name Storage VM Status Capacity
Ovenview & Q hybrid-cloud-swr  {All) b
Volumes o0 i
~  application_copy ybrid-cloud-svm & online 3.12 MIB used YT T GiB
LUNs
Consistency Groups v audit_log vo hybrid-cloud-svm & Online pp— e 200GiB
NVMe Namespaces -
b hybrid_cloud_svm_root ybrid-cloud-svm OOrllin!: T — YT 1GiB
Shﬂl’Ei 1.68 WMib used 271 MiB available
Glees v test hybrid-cloud-svm & Online e s 1GiB
Quotas
act Voll Bohicd clhniidi e yrline 10 GiB
Storage VMs . est_Voll Ll o S @ online 10.6 MiB used 5,39 GiB available
Tiere

. Mount the same NFS volume to an on-premises virtual machine, then copy the sample dataset and
perform the checksum.

. Check the replication status in Cloud Manager. The data transfer can take few minutes based on the size
of the data. After it is completed, you can see the SnapMirror status as Idle.
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FlexPod Mybrideloud-co.

L @ Replication
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Volume Relationship Replicated Capacity Currently Transferring Healthy Failed
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8. When the data transfer is complete, simulate a disaster on the source side by stopping the SVM that hosts
the Test_voll volume.

After the SVM has been stopped, the Test vol1 volume is not visible in the Cloud Manager.

= | ONTAP System Manager Search actions, objects, and pages a L")
DASHBOARD Storage VMs
INSIGHTS Q Search & Download @ Show [ Hide
STORAGE Name State Subtypa Configured Protocols IPspace Protection
lespod-svm : running detault NFS, (5051 L ]
2ol wapped defadt Detault L
running detault NFS, i5CSI L]
running defmisht NFS, ISC3), FC, 53 L
running defaulf Hvide Detault 9
running default isCst L

Tiers

HETWORK

9. Break the replication relationship and promote the Cloud Volumes ONTAP destination volume to
production.
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. Replication
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Reverse Resync
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Edit Max Transfer Rate
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Update i

Target Volume : Total Transfer Time = 5 Mirror State
e 9 Delete |
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10. Edit the volume and enable client access by associating it with an export policy.

O  Edit volume dr_dest_volume_on_gcp

Protocol: NFS Protection

Snapshot Policy:

Access control:
none

No access to the volume

(®) Custom export policy i

172.30.116.0/22

Advanced options g

Cancel

11. Obtain the ready-to-use mount command for the volume.
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O Mount Volume dr_dest_volume_on_gcp

Go to your Linux machine and enter this mount command

mount 172.30.116.153:/dr _dest volume on gcp <dest. |_D Copy

12. Mount the volume to a compute instance, verify that the data is present in the destination volume, and
generate the SHA256 checksum of the sample dataset 2GB file.

4096 Aug 24 10:20
5240 Aug 24 09:59

ruchikal netapp comldemo-nfs: 56
888a23c8495ad33£fdf11a931ffc344c3643f 2dbb 2601 6e31ec 9 test.zip
ruchikal netapp comfdemo-nfs:/sr ror de

13. Compare the checksum values at both the source (FlexPod) and the destination (Cloud Volumes ONTAP).

14. The checksums match to the source and destination.

You can confirm that the data replication from the source to the destination was completed successfully and
the data integrity was maintained. This data can now be safely consumed by the applications to serve clients
while the source site goes through restoration.

Next: Conclusion.
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Conclusion

Previous: Solution validation.

In this solution, the NetApp Cloud Data service, Cloud Volumes ONTAP, and FlexPod
Datacenter infrastructure were used to build a DR solution with a public cloud powered by
the Cisco Intersight Cloud Orchestrator. The FlexPod solution has constantly evolved to
enable customers to modernize their applications and business-delivery processes. With
this solution, you can build a BCDR plan with the public cloud as your go-to location for a
transient or full-time DR plan while keeping the cost of the DR solution low.

Data replication between on-premises FlexPod and NetApp Cloud Volumes ONTAP was handled by proven
SnapMirror technology, but you can also select other NetApp data- transfer and synchronization tools like
Cloud Sync for your data mobility requirements. Security of the data in-flight provided by built-in encryption
technologies based on TLS/AES.

Whether you have a temporary DR plan for an application or a full-time DR plan for a business, the portfolio of
products used in this solution can meet both requirements at scale. Powered by Cisco Intersight Workflow
Orchestrator, the same can be automated with prebuilt workflows that not just eliminate the need to rebuild
processes but also accelerate the implementation of a BCDR plan.

The solution enables the management of FlexPod on-premises and data replication across a hybrid cloud in a

very easy and convenient manner with automation and orchestration provided by Cisco Intersight Cloud
Orchestrator.

Where to find additional information

To learn more about the information that is described in this document, review the following documents and/or
websites:

GitHub
 All Terraform Configurations used
https://github.com/NetApp-Automation/FlexPod-hybrid-cloud-for-GCP-with-Intersight-and-CVO
» JSON files for importing workflows

https://github.com/ucs-compute-solutions/FlexPod DR_Workflows

Cisco Intersight

« Cisco Intersight Help Center
https://intersight.com/help/saas/home
* Cisco Intersight Cloud Orchestrator Documentation:
https://intersight.com/help/saas/features/orchestration/configure#intersight_cloud_orchestrator
« Cisco Intersight Service for HashiCorp Terraform Documentation

https://intersight.com/help/saas/features/terraform_cloud/admin
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* Cisco Intersight Data Sheet
https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/intersight-ds.htmi
« Cisco Intersight Cloud Orchestrator Data Sheet

https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/nb-06-intersight-
cloud-orch-aag-cte-en.html

« Cisco Intersight Service for HashiCorp Terraform Data Sheet

https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/nb-06-intersight-
terraf-ser-aag-cte-en.html

FlexPod

* FlexPod Home Page
https://www.flexpod.com
 Cisco Validated Design and deployment guides for FlexPod

FlexPod Datacenter with Cisco UCS 4.2(1) in UCS Managed Mode, VMware vSphere 7.0 U2, and NetApp
ONTAP 9.9 Design Guide

* FlexPod Datacenter with Cisco UCS X-Series

https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_desig
n.html

Interoperability

* NetApp Interoperability Matrix Tool
http://support.netapp.com/matrix/
» Cisco UCS Hardware and Software Interoperability Tool
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
* VMware Compatibility Guide

http://www.vmware.com/resources/compatibility/search.php

NetApp Cloud Volumes ONTAP reference documents

* NetApp Cloud Manager
https://docs.netapp.com/us-en/occm/concept_overview.html
* Cloud Volumes ONTAP

https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-getting-started-gcp.html
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* Cloud Volumes ONTAP TCO Calculator
https://cloud.netapp.com/google-cloud-calculator

 Cloud Volumes ONTAP Sizer
https://cloud.netapp.com/cvo-sizer

* Cloud Assessment Tool
https://cloud.netapp.com/assessments

» NetApp Hybrid Cloud
https://cloud.netapp.com/hybrid-cloud

* Cloud Manager API documentation

https://docs.netapp.com/us-en/occm/reference_infrastructure _as_code.html

Troubleshooting issues

https://kb.netapp.com/Advice _and_Troubleshooting/Cloud_Services/Cloud_Volumes_ ONTAP_(CVO)
Terraform
* Terraform Cloud
https://www.terraform.io/cloud
 Terraform Documentation
https://www.terraform.io/docs/
* NetApp Cloud Manager Registry

https://registry.terraform.io/providers/NetApp/netapp-cloudmanager/lates

GCP

* ONTAP High Availability for GCP
https://cloud.netapp.com/blog/gcp-cvo-blg-what-makes-cloud-volumes-ontap-high-availability-for-gcp-tick
* GCP perquisite

https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=f3d0368b-7165-4d43-a76e-
ae01011853d6

FlexPod hybrid cloud with NetApp Astra and Cisco
Intersight for Red Hat OpenShift
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TR-4936: FlexPod hybrid cloud with NetApp Astra and Cisco Intersight for Red Hat
OpenShift

Abhinav Singh

Introduction

As containers and Kubernetes become the de facto choice for developing, deploying, running, managing, and
scaling containerized apps, enterprises are increasingly running business-critical applications on them.
Business-critical applications are heavily dependent on state. A stateful application has associated state, data,
and configuration information and depends on previous data transactions to execute its business logic.
Business-critical applications while running on Kubernetes continue to have availability and business continuity
requirements like traditional applications. A service outage can seriously affect a loss of revenue, productivity,
and reputation of the company. Therefore, it's very critical to protect, recover, and move Kubernetes workloads
quickly and easily within and across clusters, on-premises data centers, and Hybrid cloud environments.
Enterprises have seen the benefits of shifting their business to a hybrid cloud model and modernizing their
applications to a cloud-native form factor is high on their list.

This technical report brings together NetApp Astra Control Center with Red Hat OpenShift Container Platform
on a FlexPod converged infrastructure solution and extends to Amazon Web Services (AWS) to form a hybrid
cloud data center. Building on the familiarity with FlexPod and Red Hat OpenShift, this document discusses
NetApp Astra Control Center, starting from installation, configuration, application protection workflows, and
application migration between on-premises and cloud. It also discusses the advantages of application-aware
data management features (such as backup and recovery, business continuity) when using NetApp Astra
Control Center for containerized applications running on Red Hat OpenShift.

The following figure illustrates the solution overview.

Astra Control
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Audience

The intended audience of this document includes chief technology officers (CTOs), application developers,
cloud solution architects, site reliability engineers (SREs), DevOps Engineers, ITOps, and professional
services teams that are focused on designing, hosting, and managing containerized applications.
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NetApp Astra Control — Key use cases

NetApp Astra Control aims at simplifying application protection for customers who deal with cloud native
microservices:

* Point-in-time (PiT) application representation with snapshots. With Astra Control you can take end-to-
end snapshots of your containerized applications that include the configuration details of the application
running on Kubernetes and the associated persistent storage. In case of an incident, applications can be
restored to a known good state in button click.

* Full copy application backup. With Astra Control you can take a full application backup on a predefined
schedule which can be used to restore the application to the same K8s cluster or to a different K8s cluster
on-demand in an automated fashion.

» Application portability and migration with clones. With Astra Control you can clone an entire
application along with its data from one Kubernetes cluster to another or within the same K8s cluster. This
feature also helps in porting or migrating an application across K8s clusters no matter where the clusters
are located (simply delete the source application instance after cloning).

« Customize application consistency. With Astra Control you can take control of defining application
quiesce states by leveraging the execution hooks. Drop the ‘pre’ and ‘post’ execution hooks to the
snapshot and backup workflows, your applications will be quiesced in your own way before a snapshot or
backup is taken.

« Automate application-level disaster recovery (DR). With Astra Control you can configure a business
continuity disaster recovery (BCDR) plan for your containerized applications. NetApp SnapMirror is used in
the backend and the complete implementation of the DR workflow is automated.

Solution topology

This section describes the logical topology of the solution.
The following illustration represents the solution topology comprising the FlexPod on-premises environment

running OpenShift Container Platform clusters, and a self-managed OpenShift Container Platform cluster on
AWS with NetApp Cloud Volumes ONTAP, Cisco Intersight, and NetApp Cloud Manager SaasS platform.
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Cisco Intersight Cloud Manager

The first OpenShift Container Platform cluster is a bare-metal installation on FlexPod, the second OpenShift
Container Platform cluster is deployed on VMware vSphere running on FlexPod, and the third OpenShift
Container Platform cluster is deployed as a private cluster into an existing virtual private cloud (VPC) on AWS
as a self-managed infrastructure.

In this solution, FlexPod is connected to AWS through a site-to-site VPN, however, customers can also use the
direct connect implementations to extend to a hybrid cloud. Cisco Intersight is used to manage the FlexPod
infrastructure components.

In this solution, Astra Control Center manages the containerized application hosted on the OpenShift Container
Platform cluster running on FlexPod and on AWS. Astra Control Center is installed on the OpenShift bare-
metal instance running on FlexPod. Astra Control communicates with the kube-api on the master node and
continually watches the Kubernetes cluster for changes. Any new applications added to the K8s cluster are
automatically discovered and made available for management.

PiT representations of containerized applications can be captured as snapshots using Astra Control Center.
Application snapshots can be triggered through a scheduled protection policy or on demand. For applications
that Astra supports, the snapshot is crash consistent. An application snapshot constitutes a snapshot of the
application data in the persistent volumes as well as the application metadata of the various Kubernetes
resources associated with that application.

A full copy backup of an application can be created by using Astra Control using a predefined backup schedule
or on demand. An object storage is used to store the backup of the application data. NetApp ONTAP S3,
NetApp StorageGRID, and any generic S3 implementation can be used as an object store.

Next: Solution components.
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Solution components

Previous: Solution overview.

FlexPod

FlexPod is a defined set of hardware and software that forms an integrated foundation for both virtualized and
nonvirtualized solutions. FlexPod includes NetApp ONTAP storage, Cisco Nexus networking, Cisco MDS
storage networking, Cisco Unified Computing System (Cisco UCS). The design is flexible enough that the
networking, computing, and storage can fit into one data center rack, or it can be deployed according to a
customer’s data center design. Port density allows the networking components to accommodate multiple
configurations.

Astra Control

Astra Control offers application-aware data protection services for cloud-native applications that are hosted in
both public clouds and on-premises. Astra Control delivers data protection, disaster recovery, and migration
capabilities for your containerized application running on Kubernetes.

Features

Astra Control offers critical capabilities for Kubernetes application data lifecycle management:

« Automatically manage persistent storage

» Create application consistent, on-demand snapshots and backups

« Automated policy-driven snapshot and backup operations

» Migrate applications and associated data from one Kubernetes cluster to another in a hybrid cloud setup
» Clone an application to the same K8s cluster or to another K8s cluster

* Visualize application protection status

» Provides a Graphical user interface and an exhaustive list of REST APIs to implement all protection

workflows from existing in-house tools.

Astra Control provides a single pane of glass visualization for your containerized applications that includes an
insight into their associated resources created on the Kubernetes cluster. You can view all your clusters, all
your apps, in all clouds or in all data centers using one portal. You can use the Astra Control APIs across all
environments (on-premises or public clouds) to implement your data management workflows.

Astra Control Consumption models

Astra Control is available in two consumption models:

» Astra Control Service. A fully managed service hosted by NetApp that provides application-aware data
management of Kubernetes clusters in Google Kubernetes Engine (GKE), Azure Kubernetes Service
(AKS).

« Astra Control Center. Self-managed software that provides application-aware data management of
Kubernetes clusters running in your on-premises and hybrid cloud environment.

This technical report leverages Astra Control Center for the management of cloud-native applications running
on Kubernetes.

The following image shows the Astra Control architecture.
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Astra Trident

Astra Trident is an open-source, fully supported storage orchestrator for containers and Kubernetes
distributions. It was designed from the beginning to help you meet your containerized applications’ persistence
demands using industry-standard interfaces, such as the Container Storage Interface (CSI). With Astra Trident,
microservices and containerized applications can take advantage of enterprise-class storage services provided
by the NetApp portfolio of storage systems.

Astra Trident is deployed on Kubernetes clusters as pods and provides dynamic storage orchestration services
for your Kubernetes workloads. It enables your containerized applications to consume persistent storage
quickly and easily from NetApp’s broad portfolio, which includes NetApp ONTAP (NetApp AFF, NetApp FAS,
NetApp ONTAP Select, Cloud, and Amazon FSx for NetApp ONTAP), NetApp Element software (NetApp
SolidFire), as well as the Azure NetApp Files service. In a FlexPod environment, Astra Trident is used to
dynamically provision and manage persistent volumes for containers that are backed by NetApp FlexVol
volumes and LUNs hosted on an ONTAP storage platform such as NetApp AFF and FAS systems and Cloud
Volumes ONTAP. Trident also plays a key role in the implementation of application protection schemes
delivered by Astra Control. For more information about Astra Trident, see the Astra Trident documentation.

Storage backend

To use Astra Trident, you need supported storage backend. A Trident backend defines the relationship
between Trident and a storage system. It tells Trident how to communicate with that storage system and how
Trident should provision volumes from it. Trident will automatically offer up storage pools from backends that
together match the requirements defined by a storage class.

* ONTAP AFF and FAS storage backend. As a storage software and hardware platform, ONTAP provides

core storage services, support for multiple storage access protocols, and storage management
functionality, such as NetApp Snapshot copies and mirroring.
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* Cloud Volumes ONTAP storage backend

« Astra Data Store storage backend

NetApp Cloud Volumes ONTAP

NetApp Cloud Volumes ONTAP is a software-defined storage offering that delivers advanced data
management for file and block workloads. With Cloud Volumes ONTAP, you can optimize your cloud storage
costs and increase application performance while enhancing data protection, security, and compliance.

Key benefits include:
» Leverage built-in data deduplication, data compression, thin provisioning, and cloning to minimize storage
costs.

* Ensure enterprise reliability and continuous operations in case of failures in your cloud environment.

» Cloud Volumes ONTAP leverages SnapMirror, NetApp’s industry-leading replication technology, to replicate
on-premises data to the cloud so it's easy to have secondary copies available for multiple use cases.

* Cloud Volumes ONTAP also integrates with Cloud Backup service to deliver backup and restore
capabilities for protection, and long-term archive of your cloud data.

« Switch between high and low-performance storage pools on-demand without taking applications offline.
» Ensure consistency of Snapshot copies using NetApp SnapCenter.
* Cloud Volumes ONTAP supports data encryption and provides protection against viruses and ransomware.

* Integration with Cloud Data Sense helps you understand data context and identify sensitive data.

Cloud Central

Cloud Central provides a centralized location to access and manage NetApp cloud data services. These
services enable you to run critical applications in the cloud, create automated DR sites, back up your data, and
effectively migrate and control data across multiple clouds. For more information, see Cloud Central.

Cloud Manager

Cloud Manager is an enterprise-class, SaaS-based management platform that enables IT experts and cloud
architects to centrally manage their hybrid multi-cloud infrastructure using NetApp’s cloud solutions. It provides
a centralized system for viewing and managing your on-premises and cloud storage, supporting hybrid,
multiple cloud providers and accounts. For more information, see Cloud Manager.

Connector

Connector is an instance that enables Cloud Manager to manage resources and processes within public cloud
environment. A Connector is required to use many features that Cloud Manager provides. A Connector can be
deployed in the cloud or on-premises network.

Connector is supported in the following locations:

« AWS
* Microsoft Azure
* Google Cloud

* On your premises

To learn more about Connector, see this link.
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NetApp Cloud Insights

A NetApp cloud infrastructure monitoring tool, Cloud Insights enables you to monitor performance and
utilization for your Kubernetes clusters managed by Astra Control Center. Cloud Insights correlates storage
usage to workloads. When you enable the Cloud Insights connection in Astra Control Center, telemetry
information shows in Astra Control Center Ul pages.

NetApp Active IQ Unified Manager

NetApp Active IQ Unified Manager allows you to monitor your ONTAP storage clusters from a single
redesigned, intuitive interface that delivers intelligence from community wisdom and Al analytics. It provides
comprehensive operational, performance, and proactive insights into the storage environment and the virtual
machines (VMs) running on it. When an issue occurs with the storage infrastructure, Unified Manager can
notify you about the details of the issue to help with identifying the root cause. The VM dashboard gives you a
view into the performance statistics for the VM so that you can investigate the entire I/O path from the VMware
vSphere host down through the network and finally to the storage. Some events also provide remedial actions
that can be taken to rectify the issue. You can configure custom alerts for events so that when issues occur,
you are notified through email and SNMP Traps. Active 1Q Unified Manager enables planning for the storage
requirements of your users by forecasting capacity and usage trends to proactively act before issues arise,
preventing reactive short-term decisions that can lead to additional problems in the long term.

Cisco Intersight

Cisco Intersight is a SaaS platform that delivers intelligent automation, observability, and optimization for
traditional and cloud-native applications and infrastructure. The platform helps drive change with IT teams and
delivers an operating model designed for hybrid cloud.

Cisco Intersight provides the following benefits:

* Faster delivery. Delivered as a service from the cloud or in the customer’s data center with frequent
updates and continued innovation, due to an agile-based software development model. This way, customer
can just focus on accelerating delivery for line-of-business.

» Simplified operations. Simplify operations by using a single secure SaaS-delivered tool with common
inventory, authentication, and APIs to work across full stack and all locations, eliminating silos across
teams. From managing physical servers and hypervisors on-premises, to VMs, K8s, serverless,
automation, optimization, and cost control across both on-premises and public clouds.

» Continuous optimization. Continuously optimize your environment by using intelligence provided by
Cisco Intersight across every layer, as well as Cisco TAC. This intelligence is converted into recommended
and automatable actions so you can adapt real-time to every change: from moving workloads and
monitoring health of physical servers to auto sizing K8s clusters, to cost reduction recommendations the
public clouds you work with.

There are two modes of management operations possible with Cisco Intersight: UCSM Managed Mode (UMM)
and Intersight Managed Mode (IMM). You can select the native UMM or IMM for the fabric-attached Cisco UCS
Systems during initial setup of the Fabric Interconnects. In this solution, native UMM is used.

The following image shows the Cisco Intersight dashboard.
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Intersight

Cortrsct Status

Cortr act Statun Mansgermert 5 Bebmderd

Mot Covered 17208 202, 172189210 UCSB-8200-MS

Not Covered 172.18.9.200, 172.18.9.209 UCSH-8200-M5

Mot Cowened 172389200, 17218921 UCES-8200-M5

Mot Covered 172 6238 17272 6 247 UCSH 82700 M5

Mot Covered T8I TLIZ62456 LCEB-OT00-MS

Mot Cowered 17222 6236, 17222 6 240 UCEB-8200-M%

Mot Covered 172226228 172226244 UCES-8200-M5

Mot Covered 172226237, 17222 6.24) UCSH 8200-M5

Mot Cowered VT2 2623417222 6242 UCSH-B8200-M5

Red Hat OpenShift Container Platform

The Red Hat OpenShift Container Platform is a container application platform that brings together CRI-O and
Kubernetes and provides an APl and web interface to manage these services. CRI-O is an implementation of
the Kubernetes Container Runtime Interface (CRI) to enable using Open Container Initiative (OCI) compatible
runtimes. It is a lightweight alternative to using Docker as the runtime for Kubernetes.

OpenShift Container Platform allows customers to create and manage containers. Containers are standalone
processes that run within their own environment, independent of operating system and the underlying
infrastructure. OpenShift Container Platform helps develop, deploy, and manage container-based applications.
It provides a self-service platform to create, modify, and deploy applications on demand, thus enabling faster
development and release life cycles. OpenShift Container Platform has a microservices-based architecture of
smaller, decoupled units that work together. It runs on top of a Kubernetes cluster, with data about the objects
stored in etcd, a reliable clustered key-value store.

The following image is an overview of the Red Hat OpenShift Container platform.
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Kubernetes infrastructure

Within OpenShift Container Platform, Kubernetes manages containerized applications across a set of CRI-O
runtime hosts and provides mechanisms for deployment, maintenance, and application-scaling. The CRI-O
service packages, instantiates, and runs containerized applications.

A Kubernetes cluster consists of one or more masters and a set of worker nodes. This solution design includes
high availability (HA) functionality at the hardware as well as the software stack. A Kubernetes cluster is
designed to run in HA mode with three master nodes and a minimum of two worker nodes to help ensure that
the cluster has no single point of failure.

Red Hat Core OS

OpenShift Container Platform uses Red Hat Enterprise Linux CoreOS (RHCOS), a container-oriented
operating system that combines some of the best features and functions of the CoreOS and Red Hat Atomic
Host operating systems. RHCOS is specifically designed for running containerized applications from OpenShift
Container Platform and works with new tools to provide fast installation, operator-based management, and
simplified upgrades.

RHCOS includes the following features:
« Ignition, which OpenShift Container Platform uses as a first boot system configuration for initially bringing

up and configuring machines.

» CRI-O, a Kubernetes native container runtime implementation that integrates closely with the operating
system to deliver an efficient and optimized Kubernetes experience. CRI-O provides facilities for running,
stopping, and restarting containers. It fully replaces the Docker Container Engine, which was used in
OpenShift Container Platform 3.

» Kubelet, the primary node agent for Kubernetes, is responsible for launching and monitoring containers.
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VMware vSphere 7.0

VMware vSphere is a virtualization platform for holistically managing large collections of infrastructures
(resources including CPUs, storage, and networking) as a seamless, versatile, and dynamic operating
environment. Unlike traditional operating systems that manage an individual machine, VMware vSphere
aggregates the infrastructure of an entire data center to create a single powerhouse with resources that can be
allocated quickly and dynamically to any application in need.

For more information, see VMware vSphere.

VMware vSphere vCenter

VMware vCenter Server provides unified management of all hosts and VMs from a single console and
aggregates performance monitoring of clusters, hosts, and VMs. VMware vCenter Server gives administrators
a deep insight into the status and configuration of compute clusters, hosts, VMs, storage, the guest OS, and
other critical components of a virtual infrastructure. VMware vCenter manages the rich set of features available
in a VMware vSphere environment.

Hardware and software revisions

This solution can be extended to any FlexPod environment that is running supported versions of software,
firmware, and hardware as defined in the NetApp Interoperability Matrix Tool and Cisco UCS Hardware
Compatibility List. The OpenShift cluster is installed on FlexPod in a Bare Metal fashion as well as on VMware

vSphere.

Only a single instance of Astra Control Center is required to manage multiple OpenShift (k8s) clusters, while
Trident CSl is installed on each OpenShift cluster. Astra Control Center can be installed on any of these
OpenShift cluster. In this solution, Astra Control Center is installed on the OpenShift bare- metal cluster.

The following table lists the FlexPod hardware and software revisions for OpenShift.

Component Product Version
Compute Cisco UCS Fabric Interconnects 4.1(3c)
6454
Cisco UCS B200 M5 Servers 4.1(3c)
Network Cisco Nexus 9336C-FX2 NX-OS 9.3(8)
Storage NetApp AFF A700 9.11.1
NetApp Astra Control Center 22.04.0
NetApp Astra Trident CSI Plugin 22.04.0
NetApp Active IQ Unified Manager 9.11
Software VMware ESXi nenic Ethernet Driver 1.0.35.0
vSphere ESXi 7.0(U2)
VMware vCenter Appliance 7.0 U2b
Cisco Intersight Assist Virtual 1.0.9-342
Appliance
OpenShift Container Platform 4.9
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Component Product Version

OpenShift Container Platform RHCOS 4.9
Master Node
OpenShift Container Platform RHCOS 4.9
Worker Node

The following table lists the software versions for OpenShift on AWS.

Component Product Version
Compute Master Instance Type: m5.xlarge n/a
Worker Instance Type: mb5.large n/a
Network Virtual Private Cloud n/a
Transit Gateway
Storage NetApp Cloud Volumes ONTAP 9.11.1
NetApp Astra Trident CSI Plugin 22.04.0
Software OpenShift Container Platform 4.9
OpenShift Container Platform RHCOS 4.9
Master Node
OpenShift Container Platform RHCOS 4.9
Worker Node

Next: FlexPod for OpenShift Container Platform 4 bare-metal installation.

Installation and configuration

FlexPod for OpenShift Container Platform 4 bare-metal installation

Previous: Solution components.

To understand FlexPod for OpenShift Container Platform 4 bare-metal design,
deployment details, and the NetApp Astra Trident installation and configuration, see
FlexPod with OpenShift Cisco Validated Design and Deployment guide (CVD). This CVD
covers FlexPod and OpenShift Container Platform deployment using Ansible. The CVD
also provide detailed information about preparing worker nodes, Astra Trident installation,
storage backend, and storage class configurations, which are the few prerequisites for
deploying and configuring Astra Control Center.

The following figure illustrates the OpenShift Container Platform 4 Bare Metal on FlexPod.
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FlexPod for OpenShift Container Platform 4 on VMware installation

For more information about deploying Red Hat OpenShift Container Platform 4 on FlexPod running VMware
vSphere, see FlexPod Datacenter for OpenShift Container Platform 4.

The following figure illustrates FlexPod for OpenShift Container Platform 4 on vSphere.
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Next: Red Hat OpenShift on AWS.

Red Hat OpenShift on AWS

Previous: FlexPod for OpenShift Container Platform 4 bare-metal installation.

A separate self-managed OpenShift Container Platform 4 cluster is deployed on AWS as
a DR site. The master and worker nodes span across three availability zones for high
availability.

Instances (&) o
Q Ser

| op | % | I Clear filters
Name - Instance ID Instance state v Instance type v Availability Zone v Private P a... v Key name
ocpaws-v58kn-master-0 1-0d2dB81ca91a54276d Running @&& mb5.xlarge us-east-1b 172.30.165.160 -
ocpaws-y58kn-master-1 i-0b161945421dZ2a23¢ ® Running @& mb5.xlarge us-east-1c 172.30.166.162 -
ocpaws-v58kn-master-2 i-0146a66521060ea59 @ Running @& m5.xlarge us-east-1a 172.30.164.209 -
ocpaws-vSBkn-worker-us-east-1a-zj8dj i-05e6efal18d136c842 @ Running @& mS.large us-east-la 172.30.164.128 -
ocpaws-v58kn-worker-us-east-1b-Tnmbe i-0B79a088b50d2d966 @ Running @& m5.large us-east-1b 172.30.165.93 =
ocpaws-vSBkn-worker-us-east-1¢-96j6n 024 3c2d701182¢ @ Running &Q mis.large us-east-1c 172.30.166.51 -
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[ec2-user@ip-172-30-164-92 ~]$ oc get nodes

NAME STATUS ROLES AGE VERSION
ip-172-30-164-128.ec2.internal Ready worker 29m v1.22.8+f34b40c
ip-172-30-164-209.ec2.internal Ready master 36m v1.22.8+£34b40c
ip-172-30-165-160.ec2.internal Ready master 33m v1.22.8+£34b40c
ip-172-30-165-93.ec2.internal Ready worker 30m v1.22.8+f34b40c
ip-172-30-166-162.ec2.internal Ready master 36m v1.22.8+£34b40c
ip-172-30-166-51.ec2.internal Ready worker 28m v1.22.8+£34b40c

OpenShift is deployed as a private cluster into an existing VPC on AWS. A private OpenShift Container
Platform cluster does not expose external endpoints and is accessible from only an internal network and is not
visible to the internet. A single-node NetApp Cloud Volumes ONTAP is deployed using NetApp Cloud Manager,
which provides a storage backend to Astra Trident.

For more information about installing OpenShift on AWS, see OpenShift documentation.

Next: NetApp Cloud Volumes ONTAP.

NetApp Cloud Volumes ONTAP

Previous: Red Hat OpenShift on AWS.

The NetApp Cloud Volumes ONTAP instance is deployed on AWS, and it serves as
backend storage to Astra Trident. Before adding a Cloud Volumes ONTAP working
environment, a Connector must be deployed. The Cloud Manager prompts you if you try
to create your first Cloud Volumes ONTAP working environment without a Connector in
place. To deploy a Connector in AWS, see Create a Connector.

To deploy Cloud Volumes ONTAP on AWS, see Quick Start for AWS.

After Cloud Volumes ONTAP is deployed, you can install Astra Trident and configure the storage backend and
snapshot class on the OpenShift Container Platform cluster.

Next: Astra Control Center installation on OpenShift Container Platform.

Astra Control Center installation on OpenShift Container Platform

Previous: NetApp Cloud Volumes ONTAP.

You can install Astra Control Center either on OpenShift cluster running on FlexPod or on
AWS with a Cloud Volumes ONTAP storage backend. In this solution, Astra Control
Center is deployed on the OpenShift bare-metal cluster.

Astra Control Center can be installed using the standard process described here or from the Red Hat
OpenShift OperatorHub. Astra Control Operator is a Red Hat certified operator. In this solution, Astra Control
Center is installed using the Red Hat OperatorHub.

Environment requirements

 Astra Control Center supports multiple Kubernetes distributions; for Red Hat OpenShift, the supported
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versions include Red Hat OpenShift Container Platform 4.8 or 4.9.

 Astra Control Center requires the following resources in addition to the environment’s and the end-user’s
application resource requirements:

Components Requirement

Storage backend capacity At least 500GB available

Worker nodes At least 3 worker nodes, with 4 CPU cores and 12GB
RAM each

Fully qualified domain name (FQDN) address An FQDN address for Astra Control Center

Astra Trident Astra Trident 21.04 or newer installed and configured

Ingress controller or Configure the ingress controller to expose Astra

load balancer Control Center with a URL or load balancer to provide

IP address which will resolve to the FQDN

* You must have an existing private image registry to which you can push the Astra Control Center build
images. You need to provide the URL of the image registry where you upload the images.

@ Some images are pulled while executing certain workflows, and containers are created and
destroyed when necessary.

 Astra Control Center requires that a storage class be created and set as the default storage class. Astra
Control Center supports the following ONTAP drivers provided by Astra Trident:

o ontap-nas
> ontap-nas-flexgroup
o ontap-san

o ontap-san-economy

@ We assume that the deployed OpenShift clusters have Astra Trident installed and configured
with an ONTAP backend, and a default storage class is also defined.

* For application cloning in OpenShift environments, Astra Control Center needs to allow OpenShift to mount
volumes and change the ownership of files. To modify the ONTAP export policy to allow these operations,
run the following commands:

export-policy rule modify -vserver <storage virtual machine name>
-policyname <policy name> -ruleindex 1 -superuser sys
export-policy rule modify -vserver <storage virtual machine name>
-policyname <policy name> -ruleindex 1 -anon 65534

To add a second OpenShift operational environment as a managed compute resource, make
sure that the Astra Trident Volume snapshot feature is enabled. To enable and test volume
snapshots with Astra Trident, see the official Astra Trident instructions.

* A VolumeSnapClass should be configured on all Kubernetes clusters from where the applications is
managed. This could also include the K8s cluster on which Astra Control Center is installed. Astra Control

122


https://docs.netapp.com/us-en/trident/trident-use/vol-snapshots.html
https://docs.netapp.com/us-en/trident/trident-use/vol-snapshots.html

Center can manage applications on the K8s cluster on which it is running.

Application management requirements

* Licensing. To manage applications using Astra Control Center, you need an Astra Control Center license.

* Namespaces. A namespace is the largest entity that can be managed as an application by Astra Control
Center. You can choose to filter out components based on the application labels and custom labels in an
existing namespace and manage a subset of resources as an application.

« StorageClass. If you install an application with a StorageClass explicitly set and you need to clone the
application, the target cluster for the clone operation must have the originally specified StorageClass.
Cloning an application with an explicitly set StorageClass to a cluster that does not have the same
StorageClass fails.

* Kubernetes resources. Applications that use Kubernetes resources not captured by Astra Control might
not have full application data management capabilities. Astra Control can capture the following Kubernetes
resources:

Kubernetes resources

ClusterRole ClusterRoleBinding ConfigMap
CustomResourceDefinition CustomResource CronJob

DaemonSet HorizontalPodAutoscaler Ingress
DeploymentConfig MutatingWebhook PersistentVolumeClaim
Pod PodDisruptionBudget PodTemplate
NetworkPolicy ReplicaSet Role

RoleBinding Route Secret

ValidatingWebhook

Install Astra Control Center using OpenShift OperatorHub

The following procedure installs Astra Control Center using Red Hat OperatorHub. In this solution, Astra
Control Center is installed on a bare-metal OpenShift cluster running on FlexPod.

1. Download the Astra Control Center bundle (astra-control-center-[version].tar.gz) from the
NetApp Support site.

2. Download the .zip file for the Astra Control Center certificates and keys from the NetApp Support site.
3. Verify the signature of the bundle.

openssl dgst -sha256 -verify astra-control-center|[version] .pub
-signature <astra-control-center[version].sig astra-control-
center[version].tar.gz

4. Extract the Astra images.

tar -vxzf astra-control-center-[version].tar.gz
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5. Change to the Astra directory.

cd astra-control-center-[version]

6. Add the images to your local registry.

For Docker:

docker login [your registry path]OR
For Podman:

podman login [your registry path]

7. Use the appropriate script to load the images, tag the images, and push them to your local registry.
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For Docker:

export REGISTRY=[Docker registry path]
for astralImageFile in $(ls images/*.tar) ; do

# Load to local cache. And store the name of the loaded image trimming
the 'Loaded images: '

astralImage=$ (docker load --input S${astralmageFile} | sed 's/Loaded
image: //")
astraImage=$ (echo ${astraImage} | sed 's!localhost/!!")

# Tag with local image repo.
docker tag ${astralImage} S${REGISTRY}/${astralmage}
# Push to the local repo.
docker push ${REGISTRY}/S${astralmage}
done

For Podman:

export REGISTRY=[Registry path]
for astralImageFile in $(ls images/*.tar) ; do

# Load to local cache. And store the name of the loaded image trimming
the 'Loaded images: '

astralImage=$ (podman load --input ${astralmageFile} | sed 's/Loaded
image(s): //")
astraImage=$ (echo ${astraImage} | sed 's!localhost/!!")

# Tag with local image repo.
podman tag ${astralmage} S${REGISTRY}/S${astralmage}
# Push to the local repo.
podman push ${REGISTRY}/${astralmage}
done



8. Log into the bare-metal OpenShift cluster web console. From the side menu, select Operators >
OperatorHub. Enter astra to list the netapp-acc-operator.

Rod Hat

—— OponShift
Containes i

wioem

08 Administrator

Howrmwe OperatOrHUb

Oparators ' 0

OperatorHub

irnstaled Operalon

Workloads

MNetworking

@ netapp-acc-operator is a certified Red Hat OpenShift Operator and is listed under the
OperatorHub catalogue.

9. Select netapp-acc-operator and click Install.

netapp-acc-operator
Bl

Latest version

Capability level

@ Basic insta

How to deploy Astra Control
Source Documentation
Provider

10. Select the appropriate options and click Install.
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OperatorHul > Operator inclalanion

Install Operater

Irestall your Operator by subscnbing to-one of the update channels to keep the Opecator ue to date. The strategy determunes either manual or sutomatc updates

Update channel * & netapp-acc-operator
provncled by NetApg

alpha

» stabie Provided AP

Installation mede * =5 Astra Contrel Center

Tparator will be avaitable in all Namespaces the astracontroleenters AP
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Installed Namespace =

@D retapp-acc-operater ( Dperator recommendesd ) -
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Update approval * @
Automatic

® pMangal

@ Manual approval applies to all operators in a namespace
Instaliveg an eperator with manual appiovel causes o operators instalied in namespoce netapp-acc-operator to function as manual approval
strategy. To aliow autcmatic approval all operatorns installed in the namespace must use stomatic approvial strategy

Cancel |

® Al namespaces on the cluster [default) AstraControlCenter it the Schema for

11. Approve the installation and wait for the operator to be installed.

netapp-acc-operator H
2243 provided by NetApp

Manual approval required

Review the manual install plan for operators acc-operatorvz2.4.3. Once approved, the
following resources will be created in order to satisfy the reguirements for the
components specified in the plan. Click the resocurce name to view the resource in detail.

View installed Operators in Namespace netapp-acc-operator

12. At this stage, the operator is installed successfully and ready for use. Click View Operator to start the
installation of Astra Control Center.
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netapp-acc-operator Q

Installed operator - ready for use

View Operator View installed Operators in Namespace netapp-acc-operator

13. Before installing Astra Control Center, create the pull secret to download Astra images from the Docker
registry that you pushed earlier.

of Administrator " =
@ netapp-acc-operator
Dt al A ML Sl te Ewveit
Provided APls
Events
(=S Astra Control Center
Operators
Oporatoni-ub
Installed Opeators i
=
Warkloads
Description
rict
P 1] W I
. 1
Secrets How to deploy Astra Control
ConfigMaps Jefert tallation Procedure to deploy Antra trod Center s

14. To pull the Astra Control Center images from your Docker private repo, create a secret in the netapp-
acc-operator namespace. This secret name is provided in the Astra Control Center YAML manifest in a
later step.
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Project netapp-acc-operator =

Create image pull secret

Image pull secrets let you authenticate against 3 private image registry,

Secret name *

astra-reglstry-cred

Unigue name of the new secret,
Authentication type
Image registry cradenuals -

Registry server address *

For sxample quay.io of dockerio

Username *

Email

abhinavd@netapp.com

© Add credentials

15. From the side menu, select Operators > Installed Operators and click Create Instance under the provided
APls section.

128
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Home

Overview
Projects
Search

AP| Explorer

Events

Operators

OperatorHub

installed Operators

% Administrator

Operators

OperatorHub
Installed Operators

Workloads

Networking

Storage

Builds

Observe

Compute

User Management

Admintstration

Provided APIs

=% Astra Control Center

3"E-.ér‘. netapp-acc-operator
Create AstraControlCenter

Configure via  ® Form view YAML view

) Note: Some fields may not be represented in this form view. Please sefect "YAML view” for full control.

Name *

acc

Labels

Aurto Support * »

Astra Address *

Astra Version *

Under Astra Address, provide the FQDN address for Astra Control Center. This address is
@ used to access the Astra Control Center Web console. The FQDN should also resolve to a
reachable IP network and should be configured in the DNS.

17. Enter an account name, email address, administrator last name, and retain the default volume reclaim
policy. If you are using a load balancer, set the Ingress Type to AccTraefik. Otherwise, select Generic for
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Ingress.Controller. Under Image Registry, enter the container image registry path and secret.

& Administrator oject netapp-acc-operator =

Account Namae *

Operators
Email *
OperatorHub i at
Installed Operators
Last Name

Workloads

Violume Reclaim Policy

Storage

Builds Ingress Type

Compute Astra Kube Config Secret
User Management
Image Registry

Administration

Mame

Secret

In this solution, the Metallb load balancer is used. Therefore, the ingress type is AccTraefik.
@ This exposes the Astra Control Center traefik gateway as a Kubernetes service of type
LoadBalancer.

18. Enter the admin first name, configure the resource scaling, and provide the storage class. Click Create.
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19. Verify that all system components have been installed successfully and that all pods are running.

root@abhinav-ansible# oc get pods -n netapp-acc-operator

NAME READY STATUS
RESTARTS AGE

acc-helm-repo-77745b49b5-7zg2v 1/1 Running 0
10m

acc-operator-controller-manager-5c656c44c6—-tgnmn 2/2 Running 0
13m

activity-589c6d59f4-x2sfs 1/1 Running 0
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3m35s
graphgl-server-698d6fd4bf-kftwc

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running



3m20s
identity-5d4f4c87c9-wjz6c
6m27s

influxdb2-0

9m33s

krakend-657d44bf54-8cb56

3m21ls

license-594bbdc-rghdg

6m28s
login-ui-6c65fbbbd4-jg8wz
3ml7s

loki-0

9m30s
metrics-facade-75575£69d7-hnlk6
6ml10s
monitoring-operator-65dff79cfb-z78vk
3md7s

nats-0

10m

nats-1

9m43s

nats-2

9m23s
nautilus-7bb469f857-4hlc6

6m3s

nautilus-7bb469f857-vz94m
4md2s

openapi-8586db4dbcd-gwwvE

5m4dls
packages-6bdb949cfb-nrg81l
6m35s
polaris-consul-consul-server-0
9m22s
polaris-consul-consul-server-1
9m22s
polaris-consul-consul-server-2
9m22s

polaris-mongodb-0

9m22s

polaris—-mongodb-1

8m58s

polaris-mongodb-2

8m34s
polaris-ui-5df7687dbd-trcnf
3ml8s

polaris-vault-0

1/1

1/1

1/1

1/1

1/1

1/1

1/1

2/2

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

2/2

2/2

2/2

1/1

1/1

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running
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134

9ml18s

polaris-vault-1

9ml18s

polaris-vault-2

9ml8s
public-metrics-7b96476f64-j88bw
5m48s
storage-backend-metrics-5fd6d7cd9c-vcb4]
5m59s
storage-provider-bb85ff965-m7grqg
5m25s

telegraf-ds-4zqggz

3m36s

telegraf-ds-cp9x4

3m36s

telegraf-ds-h4n59

3m36s

telegraf-ds-jnp2qg

3m36s

telegraf-ds-pdz5]

3m36s

telegraf-ds-zngtp

3m36s

telegraf-rs-rt64j

3m36s
telemetry-service-7dd9c74bfc-sfkzt
6ml9s

tenancy-d878b7fb6-wf8x9

6m37s

traefik-6548496576-5v2g6

98s

traefik-6548496576-9g82pqg

3m8s

traefik-6548496576-psn4d9

38s

traefik-6548496576-qgrkfd

2m53s

traefik-6548496576-srs6r

98s

trident-svc-679856c67-78kbt
5m27s
vault-controller-747d664964-xmn6¢Cc
Tm37s

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running



@ Each pod should have a status of Running. It might take several minutes before the system
pods are deployed.

20. When all pods are running, run the following command to retrieve the one-time password. In the YAML
version of the output, check the status.deploymentState field for the deployed value, and then copy
the status.uuid value. The password is AcC- followed by the UUID value. (ACC-[UUID]).

root@abhinav-ansible# oc get acc -o yaml -n netapp-acc-operator

21. In a browser, navigate to the URL by using the FQDN that you had provided.

22. Log in using the default user name, which is the email address provided during the installation and the one-
time password ACC-[UUID].

[ Nty deta x4+ = R

- (o] & Notsscure | mips/sococp fegpodinetappcomyiog

N NetApp M Astra Control Center

Log In to NetApp Astra Control Center Ma nage, protect, a nd

abhinay Hgnitapp cam

e I migrate your Kubernetes
[ £ T applications with just a few

clicks!

@ If you enter an incorrect password three times, then the administrator account is locked for
15 minutes.

23. Change the password and proceed.
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M NetApp M Astra Control Center

Welcome to NetApp Astra Control Center Manage, protect, and

migrate your Kubernetes

applications with just a few

clicks!

= Al l2as! ong s

UPDATE PASSWORD

For more information about the Astra Control Center installation, see the Astra Control Center Installation
overview page.

Set up Astra Control Center

After you install Astra Control Center, log into the Ul, upload the license, add clusters, manage storage, and
add buckets.

1. On the home page under Account, go to the License tab and select Add License to upload the Astra

license.
." An Astra Control Center hicense was not found. Your Astra Control Center functionality is limited el
;.5 i i _iﬂ ? 1
:E‘ Dashboard
él Account
. Users Cradentials Motifications Licenss Packages Connections

ASTRA CONTROL CENTER LICENSE OVERVIEW

You have no active Astra Control Center license
= Backends

| A ontr m L Ahen you receive your icense, select Add license
B suckets
B ] nit 1 ab 3681 [ ]
m —————
Select Add lcense ta manually upload your evaluation lcense file, Mare information [
[E] Activity -
B Activi Ad license

T} Suppart

Astra Data Store licenses

+ Manually add license

2. Before adding the OpenShift cluster, create an Astra Trident Volume snapshot class from the OpenShift
web console. The Volume snapshot class is configured with the csi.trident.netapp.io driver.
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L2 Administrator

Operators

Workloads

MNetworking

Storage
PersistentVolumes
PersistentVolumeClaims
StorageClasses
VolumeSnapshots
VolumeSnapshotClasses

VolumeSnapshotContents

3. To add the Kubernetes cluster, go to Clusters on the home page and click Add Kubernetes Cluster. Then

Create VolumeSnapshotClass

upload the kubeconfig file for the cluster and provide a credential name. Click Next.

_@_ Add Kubernetes cluster

CREDENTIALS

Upload file Paste from clipboard

kubeconfig-noingress

STEP 1/3: CREDENTIALS

onprem-oop-bm

4. The existing storage classes are discovered automatically. Select the default storage class, click Next, and

then click Add cluster.
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STEP 3/3: STORAGE =

1 Add cluster

STORAGE
v c ai P oo w t
& ¥ {12 13
setdofault  Storage class Storage provisianer Foctairn palicy Hinding mode Wigitsla
- DCP-MAS-RCRON cELMgannatapp. o Drelate ErrTad LAt -

5. The cluster is added in few minutes. To add additional OpenShift Container Platform clusters, repeat steps
1-4.

@ To add an additional OpenShift operational environment as a managed compute resource,
make sure that the Astra Trident VolumeSnapshotClass objects are defined.

6. To manage the storage, go to Backends, click the three dots under Actions against the backend that you
would like to manage. Click Manage.

5 Backends
+  Add W Managed QL Discovered €)
§ 1 entr
MName 4 State Capacity Thraaghput Type Cluster Cloud Actions
clB0-chister 1) Discovered Not availlable yet Mot available yet OMNTAR 211,17 Het applicable Mot applcabile
Manage

haalthylife (i) Discovered Mot available yat Not available yet OMNTAR 2111 Mot applicabla et appheable

C : F——
singlecvoaws L) Dyscovered Mot avalable yet Not avallable yet PTEAR 2L Mot applicable Mot applcable

7. Provide the ONTAP credentials and click Next. Review the information and click Managed. The backends
should look like the following example.
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= Backends

<+ Add = Search % Managed () Discovered
13 of 3 or
Mame 4 State Capacity Throughput Type Cluster Cloud Actions
©190-chuster <) Available = 0.4/10.54 Tifk: 3.8% hot available yet ONTAP 9.11.1 not applicable Mot applicable H
healthylife (=) Availakle _ 3.16/106.42 Tig: 4.5% Not available yet ONTAP 5.11.1 Mot applicabies Mot applicable H
singlecvoaws (=) Available - 0,07/0.62 Tl 11.9% Not available yet ONTAP 9.91.1 Not apphcable Mot applicable E

8. To add a bucket to Astra Control, select Buckets and click Add.

& astra

] oashboard

5 Buckets

MANAGE YOUR APPLICATIONS

(€ Applications

,@ Clusters

MANSA Youn & BACE Mame 4 Descriptiaon State Type

£33 Backends

£ Account

@ Activity

9. Select the bucket type and provide the bucket name, S3 server name, or IP address and S3 credential.
Click Update.

STOHAGE BUCKET

u EDITING STORAGE
BUCKETS

Edit the access detads of your exsting ohject more bocket
aee @ -bucket
i useant- Lamasonawi.com

Rake this bucket the default bucket for this cloud ’

SELECT CREDEMTIALS

astra Control reguires S5 access credentials with the rokes necessany to lacilitate Kubernatés application data mansgement.

Add  Use existing

Access (D Sucrel ey o

Covdoniial name

B edit bucket e

n replace
t bocket

) 1 worwet Aasme o i sddier Fosd more in Stadage Buckets [5
Diescrigtion (optional
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@ In this solution, AWS S3 and ONTAP S3 buckets are both used. You can also use
StorageGRID.

The Bucket state should be Healthy.

[ Buckets
+  Add
Mame & Description State Type Actions
& e - bucket T ] 3
....... bucket 7 oo : Healthy mn LA

As a part of Kubernetes cluster registration with Astra Control Center for application-aware data management,
Astra Control automatically creates role bindings and a NetApp monitoring namespace to collect metrics and
logs from the application pods and worker nodes. Make one of the supported ONTAP-based storage classes
the default.

After you add a cluster to Astra Control management, you can install apps on the cluster (outside of Astra
Control) and then go to the Apps page in Astra Control to manage the apps and their resources. For more
information about managing apps with Astra, see the App management requirements.

Next: Solution validation overview.

Solution validation

Overview

Previous: Astra Control Center installation on OpenShift Container Platform.

In this section, we revisit the solution with some use cases:

» Restoring a stateful application from a remote backup to another OpenShift cluster running in the cloud.
* Restoring a stateful application to the same namespace in the OpenShift cluster.

» Application mobility by cloning from one FlexPod system (OpenShift Container Platform Bare Metal) to
another FlexPod system (OpenShift Container Platform on VMware).

Notably, only a few use cases are validated in this solution. This validation does not in any way represent the
entire functionality of Astra Control Center.

Next: Application recovery with remote backups.

Application recovery with remote backups

Previous: Solution validation overview.

With Astra, you can take a full application-consistent backup that can be used to restore
your application with its data to a different Kubernetes cluster running in an on-premises
data center or in a public cloud.
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To validate a successful application recovery, simulate an on-premises failure of an application running on the
FlexPod system and restore the application to a K8s cluster running in the cloud by using a remote backup.

The sample application is a pricelist application that uses MySQL for the database. To automate the

deployment, we used the Argo CD tool. Argo CD is a declarative, GitOps, continuous delivery tool for

Kubernetes.

1. Log into the on-premises OpenShift cluster and create a new project with the name argocd.

Create Project

NMame * oo

argocd

Display name

hybrid cioud demo

Description

Proicct 3 -
o8 Administrator ofect argocd . ¥

OperatorHub
D= [+ from the Kubsmete
Opera insta rater capabilities v
OperatorHub
L u 1
Installed Operators
AlfMachine Learming
Application Runtime
Warkloads
Waorkloads Big Data

rking

Storage

Builds

Pipelines

Modemization & Migration

Blonitoring

= community and Red Hat partners, curated by Red Hat

| appear in the Developsr Catalog providing a self-service expenence

All ltens

argocd

g‘ Commimity

?

Argo CD Operator {Helm)

You can purchase commercial softy

Community

3. Install the operator in the argocd namespace.
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Cperateatiul » Operatee installation
Install Operator
n Opetator by subscribing toone of the up keep the Cperstor up to date. The sir her tabc updates
Update channel * () e ArgoCD
provided by Argo CD Community
® aipha
Provnded APl
Installation mode *
Application licationSet
All namespaces on the cluster (default) o @ Aep
Oiperater will be avalable m sl Namespaces An Application s a group of Kubernetes An ApphcationSet is 8 group or set of
® 2 cpecific namespace on the cluster resources. a5 defined by 3 manifest Applicabion resources.
Oiperztos will be avalable m & smgke Namezp.
Installed Namespace *
argocd -
. 5 AppProject {5 Argo COExport
Update approval * An AppProject s 2 logical grouping of ArgoCDExport is the Schema for the
Argo CD AppScations. argoodexparts APt
& Astomatic
Manual
@& Argo CD
m Cancel ] ArgoCTis the Schema for the argocds
AP

4. Go to the operator and click Create ArgoCD.

Projeet: argocd =

Installed Operators 2 Opérator details

ArgoCD Actions. =
0.30 provided by Ango CD Community

Details  YAML  Subscription  Events  Allinstances  Application  ApplicationSet  AppProject  Argo CDExport  Argo CD

ArgoCDs

No operands found

Operands are declaratve comg d to define the behavior of the

5. To deploy the Argo CD instance in the argocd project, provide a name and click Create.
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Project angocd -
Aroey Cf ¥ Create Aty " i

Aee Ll

Create ArgoCD

ﬁl

ity

...... i o by tf
Con‘f-gu'o via ' Eorm view YAML view
ArgoCD
O Note: Some fields may not be represented in this form view, Please select *YAML view” for full control. ‘ orovided by

A'-,J;i: D i3 the Scherma for the ar goc i AR
MNaime *
[ angocd-netapn l
Labels

6. To log in to Argo CD, the default user is admin and the password is in a secret file with the name argocd-

netapp-cluster.

Project argosd W

becrets b Secrmt detai
@ argocd-netapp-cluster
Managed by EIED asrgocd-netapp

Detalis WML

Secret cdetails

Mame Typa
aigocd-netapp-chitar Opague
Mamezpace
Labeln it o
s po b ome e/ managed-ty=irgocd-netaps  apphuDaInEF o/ Name=agecd: netnp chister
PO LT L bt ot argaed
Annotations
ARetEtion. #
Craated at
& 2 mirutes ago

Chamar

GED argocd.catape

ademan.pasawerd

Data @ Foenal valie

7. From the side menu, select Routes > Location and click the URL for the argocd routes. Enter the user
name and password.
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& = & A Notsecure | mitps)/srgocd-netapp-senver-angocd appa.ocp fepod netapp.com) apgiications 2% 0 ° ( upate

Appletian APPLICATIONS TILES

e Yomowns J e PR B (=

Log out

No applications yet
Create new application to start managing resources in your cluster

CREATE APPLICATION

8. Add the on-premises OpenShift cluster to Argo CD through the CLI.
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####Login to Argo CD####

abhinav3@abhinav-ansible$ argocd-linux-amdé64 login argocd-netapp-server-—

argocd.apps.ocp.flexpod.netapp.com --insecure

Username: admin

Password:

'admin:login' logged in successfully

Context'argocd-netapp-server—-argocd.apps.ocp.flexpod.netapp.com' updated

####List the On-Premises OpenShift cluster####

abhinav3@abhinav-ansible$ argocd-linux-amd64 cluster add

ERRO[0000] Choose a context name from:

CURRENT NAME

CLUSTER SERVER

w default/api-ocp-flexpod-netapp-com:6443/abhinav3

api-ocp-flexpod-netapp-com: 6443

https://api.ocp.flexpod.netapp.com: 6443
default/api-ocpl-flexpod-netapp-com:6443/abhinav3

api-ocpl-flexpod-netapp-com: 6443

https://api.ocpl.flexpod.netapp.com:6443

####Add On-Premises OpenShift cluster###

abhinav3@abhinav-ansible$ argocd-linux-amdé64 cluster add default/api-

ocpl-flexpod-netapp-com:6443/abhinav3

WARNING: This will create a service account “argocd-manager  on the

cluster referenced by context ‘default/api-ocpl-flexpod-netapp-

com:6443/abhinav3” with full cluster level admin privileges. Do you want

to continue [y/N]? y

INFO[0002] ServiceAccount "argocd-manager" already exists in namespace

"kube-system"

INFO[0002] ClusterRole "argocd-manager-role" updated

INFO[0002] ClusterRoleBinding "argocd-manager-role-binding" updated

Cluster 'https://api.ocpl.flexpod.netapp.com:6443' added

9. In the ArgoCD UlI, click NEW APP and enter the details about the app name and code repository.
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10.

1.

146

i EDIT AS YAML
GEMERAL

Applicanion Mame

pricelist

default
SYNC POLICY

Manual w

SYNC OPTIONS

[ ] sxip scHEMA VALIDATION AUTO-CREATE NAMESPACE

[] apeLy OUT oF SYNG oMLY

| RESPECT IGNORE DNFFERENGES
PRUNE PROPAGATION POLICY. foreground v

[ rEPLace £y

SOURCE

Repoamony URL

https://github.com/netapp-abhinav/demo/ GITw

main Branches «

pricelists/

X

Enter the OpenShift cluster where the app will be deployed along with the namespace.

DESTINATION
hitps./apiocp) fexpod nelapp.com:6443

JAL =

pricelist

To deploy the app on the on-premises OpenShift cluster, click SYNC.




¢ pricelist +r
cdefmalt
-
- 3 »
1 " +
1
fimt
 § | il 1 E . §
elist
-
CEEEL _DES
0
a )
d y

12. In the OpenShift Container Platform console, go to Project Pricelist, and, under Storage, verify the name
and size of the PVC.

Create PersstentVolum

Name | Status Persistent\Vioksmes Capacity Used StorageClazs

@ orcasstarp @ Bound @D ore-2emas0 2018 [sC]

PersstentVohumeClams

13. Log into System Manager and verify the PVC.

Volume
DASHBOARD u 5
1
STORAGE + Add trident_pve_B4ef51a3 x| ®
SPCH N Namé - Storage VM Status Capacity 1oPs Latency
v trident_pwc_6defS1a3_ifd fra_SVM & online 1 L1t G 0 o
320 68 uaed 0554 68 availabie
stency Groups

14. After the Pods are running, select Networking > Routes from the side menu, and click the URL under
Location.
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Project: pricelist

-

Routes
Y Fiter = Name - Search by name
Hame 1 Status Location Service
@D priceist-routs @ Acceptad httprfpricelst-revte- O pricshst i

priceistapps ocpl flexpod netapp com o

15. The Pricelist app homepage is displayed.

¢ O A Netweure | pricelst-route-pricelstapps.oco ! flexpod netapp.com

PHP Pricelist
o [ o | ==

Lormm Ipeurm color S5 amet. consectemur adipiscing el Fusce eu et VVerra, consequat dul eget. MOncus fisl MASCANAs POSUSTE 3 &M a QIQNISSET. ASGUAM MaKimus metus
imperdiet. impertiet erat quis, cursis nuka Mais nist tonor witnices vl condimentum tempor. faclists sed nibh. Vestibulum ormare el diam. Mults facikst Mauris sed
Soelermgue ol Vivamus Cursus IaCos nec aucion Iorse] Nam nisd ipsum . condimeniurm St amel 0sam vitae omans consactatur eral. Nunc &x mibh, 10DOMS Guis 18dus qus

bibendum ultnices sem

Fusce so0aies, @im & CONBEQUAT ACTLM. MISUS MASSA CONValks ACuS, AC OICIUM MEUITS &l eu ante. In UANCES. AUgUE &1 CONVANS CUTSUS. 1Mor 160 SCERNSque vell. i molls
[P N vl felis. ENaTm O0lor G, REndient nec negue vel, molls madimis ipsum Cras convailis mauns Ulamcorper nisl Sagitls omare Suspendsse Si amet suscipit
s, Peflentesque fermentum fermentum egesias. Aenean aliguet in turpls at tinCidunt. Nunc vehicula, el ef gravica Magna SUSCIPR Mauns, sed bianal fels arcu
i amet ot Aenean ac vehicula massa Vestibulum moncus lacus diam, guis Moncus nibh sagittis o). Mo non nioh condimentum, uliricies nisi vitas, feuglat odio, Fusce
westiDuiom farpts velt, non pulvnar dolor lacini a. in in sodales nulta. Suspendisse ac forior eral. Curabiur a uma In juste scelersque vehicula mollis eusmad sem

16. Create a few

records on the web page.

& & C A Notsewre | pricefist-route-pricefist.apps.ocp 1.fiexpod netapp.com/read.php

Read Record
i MAME n @® Delete Selected + Create Recon

B Name Description Price Category

Action
[ Sneaker Shoe $150.00 Fashion m
O Mentor Uttra HD $250.00 Electronics @Em m

17. The app is discovered in Astra Control Center. To manage the app, go to Applications > Discovered, select
the Pricelist app, and click Manage Applications under Actions.

@ Applications
Actions + Defing @ Allclusters = = pricelist x % Managed (] Discovered o @ ignored
Manage applica C  +iof1entries
Ignore application/s
[+ Name State Cluster Group Discovered 4 Actions
B ¢ prieist 2) Healthy £ onprem-ocp-vmware - pricelist 2022/06/14 1231 UTC
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18. Click the Pricelist app and select Data Protection. At this point, there should be no snapshots or backups.
Click Create Snapshot to create an on-demand snapshot.

@ pricelist [ =] Actiam -

“fe- APPLICATION STATUS o OAPPFLICATION PROTICTION STATUS

=1 Meaithy

Drinsitxiond = riceting £33 onprem ap-vmmanm
A7 dmb et ——
Overwiewe Data protection Stormge [ R - Enecution hooks Activity
Actions @ configure protection poabicy ' K3 snapshots BB Dackups
0-0 it €
Matrye Lrate On - Sehedule [ On: Oetrated Croatod  * Artians

o

You don't have any snapshots
trecd & mriprthat, it will be likted hero

=y

CD NetApp Astra Control Center supports both on-demand and scheduled snapshots and
backups.

19. After the snapshot is created and the State is healthy, create a remote backup using that snapshot. This
backup is stored in the S3 bucket.

@ pricelist c Actions ~
= APPLICATION STATUS & APPLICATION PROTECTION STATUS
<) Healthy (i) partially protected
Mmages Protection shedule Croup 1
quaryofredhatworkshopa/pricel ntilatest Disabiled = pricelist o COPrEM-GCp- VItWANe

reglitryacoereredhat.com/rhsclfmysgl: 58-rhelTilatest

Dverview Data protection Storage Resources Execution hooks Activity

Actlons ¥ @ Configure protection pakicy = Search 03 srapshots 2 sackups
Name State On-Schedule f On-Demand Created T Actions
pricelist-snapshot-20220614123756 () Healthy @ On:-Demand 2022/06/14 1238 UTC @

Backup
Restore application

Dedete snapshot

20. Select the AWS S3 bucket and initiate the backup operation.
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B3 Back up namespace application SR, R/ O e x
BACKUP DETAILS
. y B oveErRviEw
Application bad kg
i dist-k k 2022069412 3837 Arxt = x
BACKUP DESTINATION
see-gws-bucket - AWS S bucket for ACC  Avststs \ et
pace appl
| q" - |

21. The backup operation should create a folder with multiple objects in the AWS S3 bucket.

Amazan 53 Buckets acc-aws-buckat 04330cch-F130-deef-852-755F56aa 3a 31/

04330ccb-f13e-4eef-8f52-755f56aa3a3f/ Rl il

Object Properties

Objects (5

the funds . d i Amatan 55 Vou co5 ude Amazon 53 imventory [ 1o get s list of 5 sbjects i your Bugket For others 10 SEeess your objects you'll seed 1o eeplicitly grant thes
». Learn more [

| c , Actions ¥ || Create folder

Q 1 @
MName Y Type - Last modified v Size Storage clags -
O config - Jure 14, 2022, 05:39:19 (UTC-07.00) 15508 Standard
O data/ Folder
0 ind Folder
[ keys/ Falder
03 snapshors/ Folder

22. When the remote backup is complete, simulate a disaster on the on-premises by stopping the storage
virtual machine (SVM) that hosts the backing volume for the PV.

= n ONTAP System Manager Search actions, objects, and pages

Storage VMs

DASHBOARD

STORAGE + Add Infra X
Overview Name State Subtype Configured Protocols IPspace
Volumes

infra_svh stopped default Default

LUNs

G ency Groups
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23. Refresh the webpage to confirm the outage. The webpage is unavailable.

< C A Notsecure | pricelist-route-pricelist.apps.ocp1.flexpod.netapp.com/read.php

S04 Gateway Time-out

The server didn't respond 1n time.

As expected, the website is down, so let’s quickly recover the app from the remote backup by using Astra
to the OpenShift cluster running in AWS.

24. In Astra Control Center, click the Pricelist app and select Data Protection > Backups. Select the backup,
and click Restore Application under Action.

@ pl’i{ elist o Actions -
i
A= APPLICATION STATUS ) APPLICATION PROTECTION STATUS
<) Healthy 7) Partially protected
hinagge Frotection schedule Grouy it
quay i/ redhatwarkshaps pricelntlates Diabled ™ pricebint £33 ooprem-ocp-vrmuare
Feglstry sccesindhat com/thacl fmiuil- 56 chell dateat
Crvarviow [Data protection Storage Resources Execution hooks Activity
Actions = @ Configurs protection policy ) snapshots B Backups
PP
Namae State On-Schedule / On- Demand Bucket Created + Actions
pricelist-backup- 2023061812 3837 =1 Haadthy @ Cn-Demand acc-aws-bucket 20614 1238 UTT ‘{’j
Rstoire application
Delete backup

25. Select ocp-aws as the destination cluster and give a name to the namespace. Click the on-demand
backup, Next, and then Restore.
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STEF 1/2: DETAILS o
—

':) Restore namespace application

RESTORE DETAILS

RESTORING

APFLICATIONS

£3 ocpraws pricelist- s
RESTORE 5O0URCE
= t B2 snapshots B Backups
Wl Namespace application
Application backup State Qn-SchedulerOn- Demand Created T prcokst
[0 Namespace
- pricelist-backup- 302 20674123837 - Healthy & on-Demand 2022708714 1338 UTE pricebist

[ =
arprem-Sop-vr—ste

26. A new app with the name pricelist-app is provisoned on the OpenShift cluster running in AWS.

@ Applications

Actions ~ + Define @ Allclusters = pricelist I x % Managed (O Discovered € @ ignored

Mame State Protection Cluster Group Diwcoversd 4 Actions

pricelist-aws ) Frovisioning A, Unprotected W pricelict-aws 2022/06/14 12:42 LTC
pricelist (%) Healthy @ Fartially protected 0 ONPIem-Ocp-VIwarg = picelist 2022/06/14 12:31 UTC
27. Verify the same in the OpenShift web console.

Projects

Mame «  pricelst m

Name  priceles X Clear all filers

Name 1 Status Requester Memory CPU Created

@ rrcsist-aw ® Active No requaster 2 ‘ @ Justnow i

28. After all the pods under the pricelist-aws project are running, go to Routes and click the URL to launch
the web page.
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< C A Notsecure | pricelist-route-pricelist-swsapps.ocpawaflexpodnetapp.com/read.php

Read Record

n © Delete Selecied + Creale Record
Name Deseription Price Category Action
Sneaker Shoe $150.00 Fashion
Manitor Uitra HO §250.00 Elctronics llg“ % Detel

This process validates that the pricelist application has been successfully restored and that data integrity has
been maintained on the OpenShift cluster running seamlessly on AWS with the help of Astra Control Center.

Data protection with Snapshot copies and application mobility for DevTest

This use case consists of two parts, as described the following sections.

Part 1

With Astra Control Center, you can take application-aware snapshots for local data protection. If you
accidentally delete or corrupt your data, you can revert your applications and associated data to a known good
state using a previously recorded snapshot.

In this scenario, a development and testing (DevTest) team deploys a sample stateful application (blog site)
that is a Ghost blog application, adds some content, and upgrades the app to the latest version available. The
Ghost application uses SQLite for the database. Before upgrading the application, a snapshot (on-demand) is
taken using Astra Control Center for data protection. The detailed steps are as follows:

1. Deploy the sample blogging app and sync it from ArgoCD.

Applications

CEED CEED GEEITD - e 5 =5

Y FLTERS
| FAVORITES ONLY
Go myblog wr
Project default
i - Labels
Status W Health Syncad
] Unknown o) = o i
Reposilory hitps.//github. com/netapp-abhinav/demo
[ ] & Synced 2 Target Revisi main
e — Path ghost/
(] © outdiSync 0 '
— Destinalion default/api-ocp-Nlexpod-netapp-com: 6343 /abhinav3
Namespace blog
HEALTH STATUS -
D D €5
-

2. Log into the first OpenShift cluster, go to Project, and enter Blog in the search bar.

153



Projects

: =

Ovaplary rarne Stat CIe—— Miammony =1 Created

Routes
T £ -
Status Location Sarvice
@ - (5
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5. Go to Astra Control Center. First manage the app from the Discovered tab and then take a Snapshot copy.

;5 astra ° i
B oasboa R
& Applications
m stom * + Deem @ Mt - * Mansged O Owoend @ @
(1) Custers ;
..... 1 wwet
3 Sackend
s g =
Backip
Actur e
- Ty
£
Aim
s

@ You can also protect your apps by creating snapshots, backups, or both at a defined
schedule. For more information, see Protect apps with snapshots and backups.

6. After the On-Demand snapshot is created successfully, upgrade the app to the latest version. The current

image version is ghost: 3.6-alpine and the target version is ghost:latest. To upgrade the app,
make changes directly to the Git repository and sync them to Argo CD.

spec:
containers:
- name: myblec
imagePullpPelicy: Always
ports:
- containerpPort: 2368

7. You can see that the direct upgrade to the latest version is not supported due to the blog site being down
and the entire application being corrupted.
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~| IEMINFO-| 30m
«[ 3EmINFO=-] 35m
[ TEmINFO-[ 359m
~[ 3GmINF

@ Mmyblog-5f899f7b76-zv7TrqQ © crastiesssackort

Creatin

Database backup written
Running migrations.
Rolling back: Unable to

t fwar/lib/ghost/content/data/astra.gh 11-12-54-85.j

run migrations.

[ 36mIMNF llback was successful.

[ 31mERROR~] 39m Unable to run migrations
to run migrationss[39m

m"You must be on the 1 ma jor wers rdates ™ [ 39m

update v3® - w th the latest.

1999 [ 30m

[omInternal
at Jvar/lib/
at up (
at
at

s shutting down

ha=z zhut down
our site iz now offline
Ghost was running for a few =

8. To confirm the unavailability of the blog site, refresh the URL.

myblog-route-blog.apps.ocp.flexpod.netapp.com

Application is not available

it have baon staried or is still starting

5is al this andpoind. 1 may

The application is currer ing regu

o Possible reasons you are seeing this page

s The host deesn’t exist. Make Sure e ROSIAEME WS WyPed OOMEEly AN NN & FoUte m:

+ The host existy, but doesn't have 3 m nig path. Cras

« Route and path matches, but 3l pods are down,. Make s

9. Restore the app from the snapshot.
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4D blog

o Actions ~

“le= AFPLICATION STATUS o APPLICATION FROTICTION STATUS 1

= sttty (1) aruially proteciied

. o ——

Orvot e Data protection Storage Resourcos Execution hooks Activity
Actions O configuis pistectian oy = Bl saspihati BB Meckups
11 of 1 anivives
reame Stats on-Schedule / On-Demand Created + Actions
blog-anapehol- T0 20671125244 =) simakthy &) v Deman

1REE UTE |

Hackug

Bastoi spgslation

Diwhete wnapshat

10. The app is restored on the same OpenShift cluster.

D Restore namespace application STEP 2/2: SUMMARY

[ — x
REVIEW RESTORE INFORMATION

All existing resources associated with this namespace application will be deleted and replaced with the source snapshot "blog-snapshot-202206111252447 taken on
& 20227/06/11 12:52 UTC. Persstent volumes will be deleted and recreated. External resources with dependsncies on this namespace application might be impacted

We recommend taking a snapshot or a backup of your namespace application befare proceeding.

[E] swHapsHOT
blog-snapshot- 202 2061125244

&3 RESTORE
blog

DRIGINAL GROUP
- ey

@

DESTINATION GROUP
-y

ORIGINAL CLUSTER

&

DESTINATION CLUSTER

angrem-ocp-bim onprem-aop-bim

0% RESOURCE LABELS 000 RESOURCE LABELS

Chaster Roles Chusier Holes

kubernetes ko /bootutrapping: rhac-defauits =1 lubernetesiofbootatrapping: thac-defauits <1

Chustor Role Bindmnas ¥ Cluster Robe Hinckings !

Are you sure you want to restore the namespace application “blog”™?

Type restore below to confirm

restore

11. The app restore process starts immediately.

© Applications

Actions  * + Define B Abcusters = = blod M * Managed Q1 Discovered o @ Ignored
c
Mame State Protection Cluster Group Discovered 4 Actions
blog U Restoring £ onprem-ocp-bm ™ blog 2022/06/11 1234 UTC :

12. In few minutes, the app is restored successfully from the available snapshot.

157




@ Applications

13. To see whether the webpage is available, refresh the URL.

—

Astra Control

With the help of Astra Control Center, a DevTest team can successfully recover a blog site app and its
associated data using the snapshot.

Part 2

With Astra Control Center, you can move an entire application along with its data from one Kubernetes cluster
to another, no matter where the clusters are located (on-premises or in the cloud).

1. The DevTest team initially upgrades the app to the supported version (ghost-4.6-alpine) before
upgrading to the final version (ghost-1latest) to make it production ready. They then post an upgrade
the app that is cloned to the production OpenShift cluster running on a different FlexPod system.

2. At this point, the app is upgraded to the latest version and ready to be cloned to the production cluster.

158



> Pod details

@ Mmyblog-55ffdofeS8-tkbfq o running

Details

Metrics YAML Environment Logs Events Terminal

Astra Control

Abhinav Singh

Astra Control is an application-aware data protection and mobility selution that
manages, protects and moves data-rich Kubernetes workloads in both publie
clouds and on-premises. Astra Control enables data protection, disaster recovery,
and migration for your Kubernetes workloads leveraging NetApp's industry-

leading technology for snapshots, backups, replication, and cloning.

Sign up for more like this.

4. From Astra Control Center, clone the app to the other production OpenShift cluster running on VMware
vSphere.
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Clone namespace application

HAMELPACT APPLICATION

€0 omGINAL GROUP

[ ORIGINAL CLUSTER

MEVIEW CLOME

STEP 273 SUMMARY

47

INFORMATION

cLoME

DESTINATION G

a0

5 DESTIMATION CL

A new application clone is now provisioned in the production OpenShift cluster.

© Applications

Actions. + Define
Name State
blog-prod \) Pravisioning
blog H

Protection

& Al clusters v

Cluster

Group

W blog-prod

= hiog

* Managed

Q Discovered €) @ Ignored

Discovered 4 Actions

Draplay name

6. From the side menu, select Networking > Routes and click the URL under Location. The same homepage
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- 3 A Nobsscure  myblog-route-blog-prodappsocp flexpod.netappicom/astrs-control -2/ =% 0O &

ov 23

Astra Control

Abhinav Singh

Astra Control is an application-aware data protection and mobility solution that
manages, protects and moves data-rich Kubernetes workloads in both public
clouds and on-premises. Astra Control enables data proteetion, disaster recovery,
and migration for vour Kubernetes workloads leveraging NetApp's industry-
leading technolagy for snapshots, backups, replication, and cloning.

Sign up for more like this.

This concludes the Astra Control Center solution validation. You can now clone an entire application and its
data from one Kubernetes cluster to another no matter where the Kubernetes cluster is located.

Next: Conclusion.

Conclusion

Previous: Application recovery with remote backups.

In this solution, we implemented a protection plan for containerized applications running
on FlexPod and AWS using the NetApp Astra portfolio. NetApp Astra Control Center and
Astra Trident, along with Cloud Volumes ONTAP, Red Hat OpenShift, and the FlexPod
infrastructure, formed the core components of this solution.

We demonstrated the protection of applications by capturing snapshots, and we executed full-copy backups to
restore apps across different K8s clusters running in the cloud and on-premises environments.

We also demonstrated the cloning of applications across K8s clusters, thereby enabling customers to migrate
their apps to their choice of K8s clusters at their desired locations.

FlexPod has constantly evolved so that its customers can modernize their applications and business delivery
processes. With this solution, FlexPod customers can confidently build their BCDR plan for their cloud-native
apps with the public cloud as a location for a transient or full-time DR plan while keeping the cost of the
solution low.

Astra Control enables you to move an entire application along with its data from one Kubernetes cluster to

another, no matter where the clusters are located. It can also help you accelerate deployment, operations, and
protection for your cloud-native applications.
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Troubleshooting

For troubleshooting guidance, see the online documentation.

Where to find additional information

To learn more about the information that is described in this document, review the following documents and/or
websites:

* FlexPod Home Page
https://www.flexpod.com
+ Cisco validated Design and deployment guides for FlexPod

https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-
guides.html

» FlexPod deployment with Infrastructure as code for VMware using Ansible

https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2.html#Ansib
leAutomationWorkflowandSolutionDeployment

* FlexPod deployment with Infrastructure as code for Red Hat OpenShift Bare Metal using Ansible

https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_iac_redhat_openshift.ht
ml

» Cisco UCS Hardware and Software Interoperability Tool
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html

 Cisco Intersight Data Sheet
https://intersight.com/help/saas/home

* NetApp Astra documentation
https://docs.netapp.com/us-en/astra-control-center/index.html

* NetApp Astra Control Center
https://docs.netapp.com/us-en/astra-control-center/index.html

* NetApp Astra Trident
https://docs.netapp.com/us-en/trident/index.html

* NetApp Cloud Manager
https://docs.netapp.com/us-en/occm/concept_overview.html

* NetApp Cloud Volumes ONTAP

https://docs.netapp.com/us-en/occm/task _getting_started _aws.html
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* Red Hat OpenShift
https://www.openshift.com/
* NetApp Interoperability Matrix Tool

http://support.netapp.com/matrix/

Version history

Version Date Document version history

Version 1.0 July 2022 Release for ACC 22.04.0.

NetApp Cloud Insights for FlexPod

TR-4868: NetApp Cloud Insights for FlexPod

Alan Cowles, NetApp

In partnership with:

N imir
CISCO

The solution detailed in this technical report is the configuration of the NetApp Cloud
Insights service to monitor the NetApp AFF A800 storage system running NetApp
ONTAP, which is deployed as a part of a FlexPod Datacenter solution.

Customer value

The solution detailed here provides value to customers who are interested in a fully-featured monitoring
solution for their hybrid cloud environments, where ONTAP is deployed as the primary storage system. This
includes FlexPod environments that use NetApp AFF and FAS storage systems.

Use cases
This solution applies to the following use cases:
» Organizations that want to monitor various resources and utilization in their ONTAP storage system

deployed as part of a FlexPod solution.

» Organizations that want to troubleshoot issues and shorten resolution time for incidents that occur in their
FlexPod solution with their AFF or FAS systems.

» Organizations interested in cost optimization projections, including customized dashboards to provide
detailed information about wasted resources, and where cost savings can be realized in their FlexPod
environment, including ONTAP.
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Target audience

The target audience for the solution includes the following groups:

* IT executives and those concerned with cost optimization and business continuity.

 Solutions architects with an interest in data center or hybrid cloud design and management.

 Technical support engineers responsible for troubleshooting and incident resolution.
You can configure Cloud Insights to provide several useful types of data that you can use to assist with
planning, troubleshooting, maintenance, and ensuring business continuity. By monitoring the FlexPod
Datacenter solution with Cloud Insights and presenting the aggregated data in easily digestible customized
dashboards; it is not only possible to predict when resources in a deployment might need to be scaled to meet
demands, but also to identify specific applications or storage volumes that are causing problems within the
system. This helps to ensure that the infrastructure being monitored is predictable and performs according to

expectations, allowing an organization to deliver on defined SLA’'s and to scale infrastructure as needed,
eliminating waste and additional costs.

Architecture

In this section, we review the architecture of a FlexPod Datacenter converged
infrastructure, including a NetApp AFF A800 system that is monitored by Cloud Insights.

Solution technology

A FlexPod Datacenter solution consists of the following minimum components to provide a highly available,
easily scalable, validated, and supported converged infrastructure environment.

» Two NetApp ONTAP storage nodes (one HA pair)

» Two Cisco Nexus data center network switches

* Two Cisco MDS fabric switches (optional for FC deployments)

» Two Cisco UCS fabric interconnects

* One Cisco UCS blade chassis with two Cisco UCS B-series blade servers
Or
» Two Cisco UCS C-Series rackmount servers

For Cloud Insights to collect data, an organization must deploy an Acquisition Unit as a virtual or physical
machine either within their FlexPod Datacenter environment, or in a location where it can contact the
components from which it is collecting data. You can install the Acquisition Unit software on a system running
several supported Windows or Linux operating systems. The following table lists solution components for this
software.

Operating system Version

Microsoft Windows 10

Microsoft Windows Server 2012, 2012 R2, 2016, 2019
Red Hat Enterprise Linux 7.2-706

CentOS 7.2-76
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Operating system Version

Oracle Enterprise Linux 7.5
Debian 9
Ubuntu 18.04 LTS

Architectural diagram

The following figure shows the solution architecture.

Cisco Unified
Computing System
Cizoo UCSS 8454 Fatric
interconnectz, UGS 2408
Fatric Exfenders, UCS B
Sere: Blsde Serves wih
UCE VIC 1440 and UCEC-
Seres Rack Serverz with
UCE WIC 1457

=4 Legend
— 25 Gbs coverged——
— 100 or 40-Gbps Bthemnet—
%2 — 32Gbps Fitre Channel —

Cisco Nexus
9336C-FX2

NetApp storage
controllers
AF F-ABOD

Cisco MDS 91327 or
91487 switch

Hardware requirements

The following table lists the hardware components that are required to implement the solution. The hardware
components that are used in any particular implementation of the solution might vary based on customer
requirements.

Hardware Quantity
Cisco Nexus 9336C-FX2 2
Cisco UCS 6454 Fabric Interconnect 2
Cisco UCS 5108 Blade Chassis 1
Cisco UCS 2408 Fabric Extenders 2
Cisco UCS B200 M5 Blades 2
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Hardware Quantity

NetApp AFF A800 2

Software requirements

The following table lists the software components that are required to implement the solution. The software
components that are used in any particular implementation of the solution might vary based on customer
requirements.

Software Version

Cisco Nexus Firmware 9.3(5)

Cisco UCS Version 4.1(2a)

NetApp ONTAP Version 9.7

NetApp Cloud Insights Version September 2020, Basic
Red Hat Enterprise Linux 7.6

VMware vSphere 6.7U3

Use case details

This solution applies to the following use cases:

* Analyzing the environment with data provided to NetApp Active 1Q digital advisor for assessment of storage
system risks and recommendations for storage optimization.

» Troubleshooting problems in the ONTAP storage system deployed in a FlexPod Datacenter solution by
examining system statistics in real-time.

» Generating customized dashboards to easily monitor specific points of interest for ONTAP storage systems
deployed in a FlexPod Datacenter converged infrastructure.

Design considerations

The FlexPod Datacenter solution is a converged infrastructure designed by Cisco and
NetApp to provide a dynamic, highly available, and scalable data center environment for
the running of enterprise workloads. Compute and networking resources in the solution
are provided by Cisco UCS and Nexus products, and the storage resources are provided
by the ONTAP storage system. The solution design is enhanced on a regular basis, when
updated hardware models or software and firmware versions become available. These
details, along with best practices for solution design and deployment, are captured in
Cisco Validated Design (CVD) or NetApp Verified Architecture (NVA) documents and
published regularly.

The latest CVD document detailing the FlexPod Datacenter solution design is available here.

Deploy Cloud Insights for FlexPod

To deploy the solution, you must complete the following tasks:
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1. Sign up for the Cloud Insights service

2. Create a VMware virtual machine (VM) to configure as an Acquisition Unit

3. Install the Red Hat Enterprise Linux (RHEL) host

4. Create an Acquisition Unit instance in the Cloud Insights Portal and install the software

5. Add the monitored storage system from the FlexPod Datacenter to Cloud Insights.
Sign up for the NetApp Cloud Insights service
To sign up for the NetApp Cloud Insights Service, complete the following steps:

1. Go to https://cloud.netapp.com/cloud-insights

2. Click the button in the center of the screen to start the 14-day free trial, or the link in the upper right corner
to sign up or log in with an existing NetApp Cloud Central account.

Create a VMware virtual machine to configure as an acquisition unit

To create a VMware VM to configure as an acquisition unit, complete the following steps:

1. Launch a web browser and log in to VMware vSphere and select the cluster you want to host a VM.
2. Right-click that cluster and select Create A Virtual Machine from the menu.
¥] Add Hosts...
3 New Virtual Machine...
¥ New Resource Pool...
1# Deploy OVF Template...
EE New vApp...
Storage 3
Host Profiles »
Edit Default WM Compatibility...
G+ Assign License...

Settings

3. In the New Virtual Machine wizard, click Next.
4. Specify the name of the VM and select the data center that you want to install it to, then click Next.

5. On the following page, select the cluster, nodes, or resource group you would like to install the VM to, then
click Next.

6. Select the shared datastore that hosts your VMs and click Next.

7. Confirm the compatibility mode for the VM is setto ESXi 6.7 or later and click Next.
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8. Select Guest OS Family Linux, Guest OS Version: Red Hat Enterprise Linux 7 (64-bit).

Select a guest OS5
Choose the guest OS5 that will be installed on the virtual machine

Identifying the guest operating system here allows the wizard to provide the appropriate

defaults for the operating system installation.

Guest 05 Family: ILinux :

Guest OS Version: | Red Hat Enterprise Linux 7 (64-bit)

Compatibility: ESXi 6.7 and later (VM version 14)

CANCEL BACK NEXT

9. The next page allows for the customization of hardware resources on the VM. The Cloud Insights
Acquisition Unit requires the following resources. After the resources are selected, click Next:

a. Two CPUs
b. 8GB of RAM
c. 100GB of hard disk space

d. A network that can reach resources in the FlexPod Datacenter and the Cloud Insights server through
an SSL connection on port 443.

e. An ISO image of the chosen Linux distribution (Red Hat Enterprise Linux) to boot from.
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Customize hardware

Configure the virtual machine hardware

Virtual Hardware VM Options

» CPUT

Memory *

New Hard disk *

New 5CS5/ controller *

New Network *

New CD/DVD Drive *

» Videocard ®

VMCI device

’ ADD NEW DEVICE I

2 (¥ ﬂ N—
8 j GB
100 GE -

YWMware Paravirtual

WM_Metwork - v Connect...

¥ connect. .
Datastore 150 File

Specify custom settings

Device on the virtual machine PCI bus that
provides suppart for the virtual machine

communication interface [w |

Compatibility: ESXi 6.7 and later (%YM version 14)

CANCEL BACK NEXT

10. To create the VM, on the Ready to Complete page, review the settings and click Finish.

Install Red Hat Enterprise Linux

To install Red Hat Enterprise Linux, complete the following steps:

1. Power on the VM, click the window to launch the virtual console, and then select the option to Install Red

Hat Enterprise Linux 7.6.
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Red Hat Enterprise Linux 7.6

Install Red Hat Enterprise Linux 7.6
Test this media & install Red Hat Enterprise Linux 7.6

Troubleshoot ing

2. Select the preferred language and click Continue.

The next page is Installation Summary. The default settings should be acceptable for most of these
options.
3. You must customize the storage layout by performing the following options:
a. To customize the partitioning for the server, click Installation Destination.

b. Confirm that the VMware Virtual Disk of 100GiB is selected with a black check mark and select the |
Will Configure Partitioning radio button.
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Device Selection

Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's
"Begin Installation" button.

Local Standard Disks

100 GiB

@

VMware Virtual disk
sda / 100 GiB free

Disks left unselected here will not be touched.
Specialized & Network Disks

| @
Add a disk...
Disks left unselected here will not be touched.
Other Storage Options
Partitioning
() Automatically configure partitioning.  (®) | will configure partitioning.

| would like to make additional space available

Full disk summary and boot loader... 1 disk selected; 100 GiB capacity; 100 GiB free Refresh...

c. Click Done.

A new menu displays enabling you to customize the partition table. Dedicate 25 GB each to
/opt/netapp and /var/log/netapp. You can automatically allocate the rest of the storage to the
system.
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MANUAL PARTITIONING

Done

- New Red Hat Enterprise Linux 7.6
Installation

/var/log/netapp 25 GiB
rhel-var_log_netapp
/boot 1024 MiB
sdal
/ 40 GiB
rhel-root
swap 8064 MiB
rhel-swap

+ - c

TOTAL SPACE

AVAILABLE SPACE
1140.97 MiB | 100 GiB

1 storage device selected

d. To return to Installation Summary, click Done.

4. Click Network and Host Name.
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a. Enter a host name for the server.

RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

rhel-opt_netapp

Mount Paint:
/opt/netapp

Desired Capacity:
25 GiB

Device Type:
LVM v | Encrypt
File System:

xfs - v Re

Label:

Device(s):

VMware Virtual disk (sda)

Volume Group

rhel 4096 KiB free

Modify...

Name:

opt_netapp

Reset All

b. Turn on the network adapter by clicking the slider button. If Dynamic Host Configuration Protocol

(DHCP) is configured on your network, you will receive an IP address. If it is not, click Configure, and

manually assign an address.




NETWORK & HOST NAME RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

=

P Ethernet (ens192)

" VMware VMXNET3 Ethemet Controlier / | Ethernet (ens192) n:]

g-'__‘_;,.-, Connected
Hardware Address 00:50:56:AD:13:69
Speed 10000 Mb/s
IP Address 10.63.172.12
Subnet Mask 255.255.255.0
Default Route 10.63.172.1

DNS 10.61.184.251 10.61.184.252

+ _ Configure...

Host name: Netapp~AUi Apply Current host name: localhost

c. . Click Done to return to Installation Summary.
5. On the Installation Summary page, click Begin Installation.

6. On the Installation Progress page, you can set the root password or create a local user account. When the
installation finishes, click Reboot to restart the server.
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CONFIGURATION RED HAT ENTERPRISE LINUX 7.6 INSTALLATION
B3 us Helpl!

4 redhat

e &

Complete!

Red Hat Enterprise Linux is now successfully installed and ready for you to use!
Go ahead and reboot to start using it!

Reboot

7. After the system has rebooted, log in to your server and register it with Red Hat Subscription Manager.

[root@Netapp-AU ~]# subscription-manager register
Registering t¢ ub ption.rhsm.redhat.com:443/subscription
Username: alan.cowles@netapp.com
Password:
The -4757-8
istered system name is: MNetapp-AU
@hetapp-AU ~]#

, NFR, Partner Only)

Create an acquisition unit instance in the Cloud Insights portal and install the software

To create an acquisition unit instance in the Cloud Insights portal and install the software, complete the
following steps:
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1. From the home page of Cloud Insights, hover over the Admin entry in the main menu to the left and select
Data Collectors from the menu.

{&} ADMIN Subscription

User Management
CLOUD SECURE

Data Collectors
© HELP Notifications

Audit

APl Access

2. In the top center of the Data Collectors page, click the link for Acquisition Units.

Data Collectors [UF) Acquisition Units

3. To create a new Acquisition Unit, click the button on the right.

4. Select the operating system that you want to use to host your Acquisition Unit and follow the steps to copy
the installation script from the web page.

In this example, it is a Linux server, which provides a snippet and a token to paste into the CLI on our host.
The web page waits for the Acquisition Unit to connect.
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Install Acquisition Unit
Cloud Insights collects device data via one or more Acquisition Units installed on local servers. Each Acquisition Unit can host multiple Data
Collectors, which send device metrics to Cloud Insights for analysis.

What Operating System or Platform Are You Using?

i) Linux v Linux Versions Supported @  Production Best Practices €@

Installation Instructions Need Help?

o Copy Installer Snippet
This snippet has a unique key valid for 24 hours for this Acquisition Unit only.

[=] Reveal Installer Snippet

o Paste the snippet into a bash shell to run the installer.

e Please ensure you have copied and pasted the snippetinto the bash shell.

5. Paste the snippet into the CLI of the Red Hat Enterprise Linux machine that was provisioned and click
Enter.

)-abef-

h && cu r1

) ) / tstrap
PRO H_SCHEME=$proxy_auth_
LLER_URL=%$domainU

The installation program downloads a compressed package and begins the installation. When the
installation is complete, you receive a message stating that the Acquisition Unit has been registered with
NetApp Cloud Insights.
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netapp/cloudinsights

To control the C

cquisition Unit Starti
o C1

[root@Netapp-AU ~]

Add the monitored storage system from the FlexPod Datacenter to Cloud Insights

To add the ONTAP storage system from a FlexPod deployment, complete the following steps:

1. Return to the Acquisition Units page on Cloud Insights portal and find the listed newly registered unit. To
display a summary of the unit, click the unit.

NetApp-AU Restart ¥
Summary
Name P Status Last Reported Note
NetApp-AU 10.1.156.115 OK 9 minutes ago

2. To start a wizard to add the storage system, on the Summary page, click the button for creating a data
collector. The first page displays all the systems from which data can be collected. Use the search bar to
search for ONTAP.
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NetApp PCS Sa... [/ Admin / Data Collectors / Add Data Collector

Choose a Data Collector to Monitor

V' Ontap ®
Il NetApp I NetApp I NetApp I NetApp
Cloud Volumes ONTAP Data ONTAP7-Mode ~ ONTAP Data Management ONTAP Select

Software

3. Select ONTAP Data Management Software.

A page displays that enables you to name your deployment and select the Acquisition Unit that you want to
use. You can provide the connectivity information and credentials for the ONTAP system and test the
connection to confirm.

M

Select a Data Collector Configure Data Collector

I NetApp Configure Collector

ONTAP Data Management Software

Add credentials and required settings Need Help?

Y Cenfiguration: Successfully pinged 192.168.156.50.
Cenfiguration: Successfully executed test command on device.

Name € Acquisition Unit

FlexPod Datacenter NetApp-AU -
NetApp Management IP Address User Name

192.168.156.50 admin
Password

Complete Setup Test Connection

Advanced Configuration

4. Click Complete Setup.

The portal returns to the Data Collectors page and the Data Collector begins its first poll to collect data
from the ONTAP storage system in the FlexPod Datacenter.

FlexPod Datacenter All stand-by NetApp ONTAP Data NetApp-AU 192.168.156.50 {)polling...
Management Software

Use cases

With Cloud Insights set up and configured to monitor your FlexPod Datacenter solution,
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we can explore some of the tasks that you can perform on the dashboard to assess and
monitor your environment. In this section, we highlight five primary use cases for Cloud
Insights:

 Active 1Q integration

* Exploring real-time dashboards
 Creating custom dashboards

» Advanced troubleshooting

» Storage optimization

Active 1Q integration

Cloud Insights is fully integrated into the Active 1Q storage monitoring platform. An ONTAP system, deployed
as a part of a FlexPod Datacenter solution, is automatically configured to send information back to NetApp
through the AutoSupport function, which is built into each system. These reports are generated on a scheduled
basis, or dynamically whenever a fault is detected in the system. The data communicated through AutoSupport
is aggregated and displayed in easily accessible dashboards under the Active IQ menu in Cloud Insights.

Access Active 1Q information through the Cloud Insights dashboard

To access the Active 1Q information through the Cloud Insights dashboard, complete the following steps:

1. Click the Data Collector option under the Admin menu on the left.

{& ADMIN Subscription

User Management
CLOUD SECURE

Data Collectors
©® HELP Notifications

Audit

APl Access

2. Filter for the specific Data Collector in your environment. In this example, we filter by the term FlexPod.

NetApp PCSSa... / Admin / Data Collectors

Data Collectors (X0 Acquisition Units O :]

Data Collectors (1) FlexPod ®

0O Name Status Type Acquisition Unit P Impact Last
— Acquired

FlexPod Datacenter All successful NetApp ONTAP Data NetApp-AU 192.168.156.50 10 minutes ago
Management Software
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3. Click the Data Collector to get a summary of the environment and devices that are being monitored by that
collector.

NetApp PCS Sa. / Admin / Data Collectors / Installed / FlexPod Datacenter 2/ Edit -
Summary
Name Type Types of Data Collected Performance Recent Status Note
FlexPod Datacenter NetApp ONTAP Data Inventory, Performance Success
Management Software
Acquisition Unit Inventory Recent Status
NetApp-AU Success 4

Event Timeline (Last 3 Weeks)

Inventory ERRRRNNNNSNSNNNY

Performance

3 Weeks Ago 2 Weeks Ago 1 Week Ago

Inventory 10/15/2020 1:51:42 PM - 10/19/2020 11:42:15 AM

Devices Reported by This Collector (1) Filte

Device T Name P

B storage aal4-a800 [? 192.168.156.50

Show Recent Changes

Under the device list near the bottom, click on the name of the ONTAP storage system being monitored.
This displays a dashboard of information collected about the system, including the following details:

o Model
o Family
ONTAP Version

o

o Raw Capacity
> Average IOPS
> Average Latency

> Average Throughput

Netapp PCsSa... [ [E| aata-ag00 © Last3Hours + @ 2 Edt

Acquired 13 minutes ago, 12:51 PM

Storage Summary < 5m User Data

Model: 1P: I10PS - Total: Performance Policies: Note
AFF-A800 192.168.156.50 4,972.7010/s Testing annotations
Risks: ,
Vendor: Microcode Version: Throughput - Total: @ 35 risks detected Testing riles
NetApp 9.7.0P1 clustered Data ONTAP 7.98 MB/s by G} ActivelQ [£
Family: Raw Capacity: Management:
AFF 43,594.6 GB HTTPS://192.168.156.50:443
Serial Number: Latency - Total: FC Fabrics Connected:
1-80-000011 0.05 ms o
Expert View Display Metrics + » Hide Resources

Resource
Latency - Total (ms)

6 [ | [E] aal4-ag00
Monday 10/19/2020 10:36:38 AM
/\ 3a14-2800: 0.04 ms
®:

Top Correlated
] [E aa14-as00-2 79%
0
10:30 AM 11:00 AM 11:30 AM 12:00 PM 1230 PM 1:00 PM [ [ aa14-as00-1 9%

Also, on this page under the Performance Policies section, you can find a link to NetApp Active Q.
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= 5m

Performance Policies:

Risks:
© 35 risks detected
by (1) ActivelQ [£

4. To open a new browser tab and take you to the risk mitigation page, which shows which nodes are
affected, how critical the risks are, and what the appropriate action is that needs to be taken to correct the
identified issues, click the link for Active 1Q.

Q {&)setadefault view

D
Active 1Q Digital Advisor

Discovery Dashboard Asset Insights

“ Active IQ

[ Home > Cisco SystemsInc. > CISCO SYSTEMS - RTP- BUILDING 9 > aai4-ag800
The Risk Acknowledgment feature has been migrated to Active 1Q Digital Advisor. Click here to view and acknowledge risks.
~” Health Security Vulnerability Proactive Remediation Best Practices Performance System Health Storage Virtual Machine Health Health Trending
Q High Medium Low
Ll Ack Node # SerialNo % Impact Level & Public $ Category % Risk Details % Corrective Action
A previously operational port en a X1116A, X1146A or X91148A NI
L C that encounters a fatal error with no preceding "link down” eve
Anetwork interface (LIF) usinga porton aX111  nt will still report the link status as "up", instead of reporting link s
aal4-a800-2 941834000459 High No ONTAP 6A, X1146A or X81146A NIC might not failovert  tatus as "down". Bug ID: 1322372
LY o an alternate port.
Potential Impact: Any network interface (LIF) using the port does
not fail over to an alternate port in the event of failure.
= This AFF-AB00 system is running BMC firmware 10.3 which is susc
On AFF A800 systems an erroneous 'Critical Hig  eptible to bug 1279964.
o aal4-a800-2 941834000459 High Yes FAS Hardware h' sensor reading can result in a system shutdo Bug ID: 1279964
wn. Potential Impact: System disruption caused by an erroneous 'Criti
cal High' sensor reading.
This system is running ONTAP 8.7P1 and is utilizing FCP, iSCSI or
AFF systems running an unfixed version of ONT  NVMe protocols and has compaction enabled and therefore is exp
. AP with dat: ti bled and host d to BUG 1273955,
] 2al4-3800-2 941834000459  High Yes ONTAP ' WIN €35 compaction enabied and estser - osedto Bug ID: 1273955
vices over FCP, iSCSI or NVMe can experience a
disruption in service due to BUG 1273955, Potential Impact: The system may experience performance degra
dation and pessible panic.
ONTAP 9.7 running on an All-Flash FAS {AFF) system having SAN w
ONTAP 2.7 running on an All-Flash FAS (AFF) sy orkload with inline comp combined with ¢ lumeinli
[ 3314-3800-2 941834000459 High Yes ONTAP stem having SAN workload might cause acontr  ne deduplication might cause a storage controller disruption. KB ID: SU426
oller disruption.
Potential Impact: The system may experience a disruption.
Apreviously operational port on a X1116A, X1146A or X91146A NI
C that encounters a fatal error with no preceding "link down" eve
Anetwork interface (LIF) using 3 port on 3 X111 nt will still report the link status 2z "up”, instead of reporting link =
3314-3800-1 941834000183 High No ONTAP 6A. X1146A or X91146A NIC might not fail overt  tatus as "down'. Bug |D: 1322372

1-17 of 17 results

Explore real-time dashboards

1

Cloud Insights can display real-time dashboards of the information that has been polled from the ONTAP
storage system deployed in a FlexPod Datacenter solution. The Cloud Insights Acquisition Unit collects data in

regular intervals and populates the default storage system dashboard with the information collected.
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Access real-time graphs through the Cloud Insights dashboard

From the storage system dashboard, you can see the last time that the Data Collector updated the information.
An example of this is shown in the figure below.

Acquired 3 minutes ago, 1:21 PM

Data Collector Status Last Acquired
FlexPod Datacenter All 3 minutes ago, 1:21
successful PM

By default, the storage system dashboard displays several interactive graphs that show system-wide metrics
from the storage system being polled, or from each individual node, including: Latency, IOPS, and Throughput,
in the Expert View section. Examples of these default graphs are shown in the figure below.

Expert View Display Metrics = » Hide Resources
Resource
Latency - Total {ms)
02 B Bl 22142800
01 Top Correlated
] B aa14-as00-2 91%
0
11:00 AM 11:30 AM 12:00 PM 12:30 PM 1:00 PM 130 PM (] [E| aa12-as00-1 25%
I0PS - Total (1O/s .
(ofs) Top Contributors
10k it
[ | aa14-a800-...800-2:volo 55%
5K — -
(1 [ aa12-as00:..800-1:volo 6%
0 Additional Resources
11:00 AM 11:30 AM 12:00 PM 12:30 PM 1:00 PM 1:30 PM Q. Search Aaset
Search Assets

Throughput - Total (MB/s)

10
11:00 AM 11:30 AM 12:00 PM 12:30 PM 1:00 PM 1:30 PM

By default, the graphs show information from the last three hours, but you can set this to a number of differing
values or a custom value from the dropdown list near the top right of the storage system dashboard. This is
shown in the figure below.
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Netapp PCs Sa... / [l aa14-as00 @ Last7Days + @ 2 cdit
Last 15 Minutes -
Expert View Display Metrics + Last Hour 2 Resources

Rest Last3 Hours
Latency - Total (ms)

5 =] Last 24 Hours
Last 3 Days
Top
O Last 7 Days 99%
o Last 30 Days
13. Oct 14. Oct 15. Oct 16. Oct 17. Oct 18. Oct 19. Oct ‘7‘ 99%

Custom

JOPS - Total (10/s)

Top Contributors
500k

[ [El nxtomsvm.._z2/rcp 1 2 21%
l 1 [El nxtomsvm..._1/rcp 2.1 15%
0 B, Additional Resources
13. Oct 14. Oct 15. Oct 16. Oct 17. Oct 18. Oct 19. Oct O\ P A

Throughput - Total (MB/s)
50k

B

13 Oct 14. Oct 15 Oct 16. Oct 17 Oct 18. Oct 19. Oct

Create custom dashboards

In addition to making use of the default dashboards that display system-wide information, you can use Cloud
Insights to create fully customized dashboards that enable you to focus on resource use for specific storage
volumes in the FlexPod Datacenter solution, and thus the applications deployed in the converged infrastructure
that depend on those volumes to run effectively. Doing so can help you to create a better visualization of
specific applications and the resources they consume in the data center environment.

Create a customized dashboard to assess storage resources

To create a customized dashboard to assess storage resources, complete the following steps:

1. To create a customized dashboard, hover over Dashboards on the Cloud Insights main menu and click +
New Dashboard in the dropdown list.
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IONITOR & OPTIMIZE NetApp PCS Sa... [/ Admin [/ Da

A HOME Summary

@ DASHEOARDS Show All Dashboards (1835)
+ New Dashboard

©, QUERIES
Kubernetes Explorer

# ALerTs

The New Dashboard window opens.

2. Name the dashboard and select the type of widget used to display the data. You can select from a number
of graph types or even notes or table types to present the collected data.

NetApp PCS Sa... / Dashboards /  New Dashboard ©® Last7Days v @ Addvariable ~ Add Widget
Choose Widget Type: X
o 1 e ] b Ed
Line Chart Spl hart Area Chart Stacked Area Chart Box Plot Scatter Plot
P =31
Single Value Solid Gauge Bullet Gauge Bar Chart Column Chart Pie Chart
Note Table Violations Table

3. Choose customized variables from the Add Variable menu.

This enables the data presented to be focused to display more specific or specialized factors.
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NetApp PCS Sa... / Dashboards / New Dashboard (© Last7Days + @ sddvariable ~

Search

Number
Add widgets to customize this view
Boolean
Date
aa to be decom

Admin

Aggregate Service Level

4. To create a custom dashboard, select the widget type you would like to use, for example, a pie chart to
display storage utilization by volume:

a. Select the Pie Chart widget from the Add Widget dropdown list.
b. Name the widget with a descriptive identifier, such as Capacity Used.

c. Select the object you want to display. For example, you can search by the key term volume and select
volume.performance.capacity.used.

o

. To filter by storage systems, use the filter and type in the name of the storage system in the FlexPod
Datacenter solution.

e. Customize the information to be displayed. By default, this selection shows ONTAP data volumes and
lists the top 10.

f. To save the customized dashboard, click the Save.

l Capacity Used I || ©verride Dashboard Time ( X

Volume performance.capacity.used v
FilterBy - Storage | aald-aB00 | X

Group - Sum ¥ by Volume v Show Top + 10 [] Include others More Options

Display: ~ PieChart ¥  Units Displayed In:  Aute Format +

@ iSCSI_1_1/isCSI_1_1

@ iSCSI_2_1/iscsi_2_1

® FCP_1_1/FCP_1_1

® FCP_2_1/FCP_2_1

@ FCP_1_2/FCP_1_2

@ FCP_2_2/FCP_2_2

®1SCSI_2_2/iSCsl 2 2
isCSI_1_2/iscs_1_2

= Cseries_boot_AI_ML/
C220-AIML-01

Cseries_boot_AI_ML/
C480-AFML-01

Cancel m

After saving the custom widget, the browser returns to the New Dashboard page where it displays the
newly created widget and allows for interactive action to be taken, such as modifying the data polling
period.
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Cloud Insights Q_  Alan Cowles ¥

NetApp PCS Sa... / Dashboards / New Dashboard @© Last Hour v @ Addvaisble v AddWidget v IR

RERORTS @ @iSCSI_1_1iSCSI_1_ @ iSCS|_2_1/iSCSI_2_ @ FCP_1_1FCP_1_1

FCP_2 1/FCP_21  @FCP_1_2FCP_1_2  @FCP_2 2FCP_2 2
MANAGE

A HOME
Capacity Used Sim
© DASHBOARDS
@, QUERES "
B ALErTS l‘ v
]
X

®iSCSI_2_2iSCS_2_ @ iSCSI_1_2iiSCS_1_ ALLM

Cseries_boot_Al_|

C220-Al-ML-01
Gseries_boot_AL_LM

{s} ADMIN C480-Al-ML-01

CLOUD SECURE

Advanced troubleshooting

Cloud Insights enables advanced troubleshooting methods to be applied to any storage environment in a
FlexPod Datacenter converged infrastructure. Using components of each of the features mentioned above:
Active 1Q integration, default dashboards with real-time statistics, and customized dashboards, issues that
might arise are detected early and solved rapidly. Using the list of risks in Active IQ, a customer can find
reported configuration errors that could lead to issue or discover bugs that have been reported and patched
versions of code that can remedy them. Observing the real-time dashboards on the Cloud Insights home page
can help to discover patterns in system performance that could be an early indicator of a problem on the rise
and help to resolve it expediently. Lastly, being able to create customized dashboards enables customers to
focus on the most important assets in their infrastructure and monitor those directly to ensure that they can
meet their business continuity objectives.

Storage optimization

In addition to troubleshooting, it is possible to use the data collected by Cloud Insights to optimize the ONTAP
storage system deployed in a FlexPod Datacenter converged infrastructure solution. If a volume shows a high
latency, perhaps because several VMs with high performance demands are sharing the same datastore, that
information is displayed on the Cloud Insights dashboard. With this information, a storage administrator can
choose to migrate one or more VMs either to other volumes, migrate storage volumes between tiers of
aggregates, or between nodes in the ONTAP storage system, resulting in a performance optimized
environment. The information gleaned from the Active 1Q integration with Cloud Insights can highlight
configuration issues that lead to poorer than expected performance, and provide the recommended corrective
action that if implemented, can remediate any issues, and ensure an optimally tuned storage system.

Videos and demos

You can see a video demonstration of using NetApp Cloud Insights to assess the
resources in an on-premises environment here.

You can see a video demonstration of using NetApp Cloud Insights to monitor infrastructure and set alert
thresholds for infrastructure here.

You can see a video demonstration of using NetApp Cloud Insights to asses individual applications in the
environment here.

Additional information

To learn more about the information that is described in this document, review the
following websites:
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https://netapp.hubs.vidyard.com/watch/1ycNWx4hzFsaV1dQHFyxY2?
https://netapp.hubs.vidyard.com/watch/DgUxcxES3Ujdqe1JhhkfAW
https://netapp.hubs.vidyard.com/watch/vcC4RGoD54DPp8Th9hyhu3

 Cisco Product Documentation
https://www.cisco.com/c/en/us/support/index.html

* FlexPod Datacenter
https://www.flexpod.com

* NetApp Cloud Insights
https://cloud.netapp.com/cloud-insights

* NetApp Product Documentation

https://docs.netapp.com

FlexPod with FabricPool - Inactive Data Tiering to Amazon
AWS S3

TR-4801: FlexPod with FabricPool - Inactive Data Tiering to Amazon AWS S3

Scott Kovacs, NetApp

Flash storage prices continue to fall, making it available to workloads and applications
that were not previously considered candidates for flash storage. However, making the
most efficient use of the storage investment is still critically important for IT managers. IT
departments continue to be pressed to deliver higher-performing services with little or no
budget increase. To help address these needs, NetApp FabricPool allows you to leverage
cloud economics by moving infrequently used data off of expensive on-premises flash
storage to a more cost-effective storage tier in the public cloud. Moving infrequently
accessed data to the cloud frees up valuable flash storage space on AFF or FAS systems
to deliver more capacity for business-critical workloads to the high-performance flash tier.

This technical report reviews the FabricPool data- tiering feature of NetApp ONTAP in the context of a FlexPod
converged infrastructure architecture from NetApp and Cisco. You should be familiar with the FlexPod
Datacenter converged infrastructure architecture and the ONTAP storage software to fully benefit from the
concepts discussed in this technical report. Building on familiarity with FlexPod and ONTAP, we discuss
FabricPool, how it works, and how it can be used to achieve more efficient use of on-premises flash storage.
Much of the content in this report is covered in greater detail in TR-4598 FabricPool Best Practices and other
ONTAP product documentation. The content has been condensed for a FlexPod infrastructure and does not
completely cover all use cases for FabricPool. All features and concepts examined are available in ONTAP 9.6.

Additional information about FlexPod is available in TR-4036 FlexPod Datacenter Technical Specifications.

FlexPod overview and architecture

FlexPod overview

FlexPod is a defined set of hardware and software that forms an integrated foundation for both virtualized and
nonvirtualized solutions. FlexPod includes NetApp AFF storage, Cisco Nexus networking, Cisco MDS storage
networking, the Cisco Unified Computing System (Cisco UCS), and VMware vSphere software in a single
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package. The design is flexible enough that the networking, computing, and storage can fit into one data center
rack, or it can be deployed according to a customer’s data center design. Port density allows the networking
components to accommodate multiple configurations.

One benefit of the FlexPod architecture is the ability to customize, or flex, the environment to suit a customer’s
requirements. A FlexPod unit can easily be scaled as requirements and demand change. A unit can be scaled
both up (adding resources to a FlexPod unit) and out (adding more FlexPod units). The FlexPod reference
architecture highlights the resiliency, cost benefit, and ease of deployment of a Fibre Channel and IP-based
storage solution. A storage system that is capable of serving multiple protocols across a single interface gives
customers a choice and protects their investment because it is truly a wire-once architecture. The following
figure shows many of the hardware components of FlexPod.

FlexPod Datacenter solution

- AFF A-Series
NetApp AFF/FAS ST e 2= - AFF 8000 Series

storage family i Ei: ggoog
- FAS 8000 Series
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- And more
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- Cisco UCS 6454

- Cisco UCS 6300 Series

L ; : - Cisco UCS 6200 Series

Cisco UCS T3 . Cisco UCS 5108

family '- . Lk - Cisco UCS 2204/2208/2304

i «Cisco UCS B-Series

- Cisco UCS C-Series

- And more

FlexPod architecture

The following figure shows the components of a VMware vSphere and FlexPod solution and the network
connections needed for Cisco UCS 6454 fabric interconnects. This design has the following components:

» Port-channeled 40Gb Ethernet connections between the Cisco UCS 5108 blade chassis and the Cisco
UCS fabric interconnects

* 40Gb Ethernet connections between the Cisco UCS fabric interconnect and the Cisco Nexus 9000

188



* 40Gb Ethernet connections between the Cisco Nesxus 9000 and the NetApp AFF A300 storage array

These infrastructure options expanded with the introduction of Cisco MDS switches sitting between the Cisco
UCS fabric interconnect and the NetApp AFF A300. This configuration provides FC-booted hosts with 16Gb FC
block-level access to shared storage. The reference architecture reinforces the wire-once strategy, because, as
additional storage is added to the architecture, no recabling is required from the hosts to the Cisco UCS fabric
interconnect.

Legend
_ox —40-Gbps converged——

10GE
—40-Gbps Ethernet
— 16-Gbps Fibre Channel——

x2

Cisco Unified
Computing System
Cisco UCS 6332-16UP
Fabric Interconnects,

UCS B-Series Blade Servers
with UCS VIC 1340 and UCS
2304 Fabric Extender

Cisco Nexus
93180YC-EX

NetApp storage
controllers
AFF-A300

Cisco MDS 9148S

FabricPool

FabricPool overview

FabricPool is a hybrid storage solution in ONTAP that uses an all-flash (SSD) aggregate as a performance tier
and an object store in a public cloud service as a cloud tier. This configuration enables policy-based data
movement, depending on whether or not data is frequently accessed. FabricPool is supported in ONTAP for
both AFF and all-SSD aggregates on FAS platforms. Data processing is performed at the block level, with
frequently accessed data blocks in the all-flash performance tier tagged as hot and infrequently accessed
blocks tagged as cold.

Using FabricPool helps to reduce storage costs without compromising performance, efficiency, security, or
protection. FabricPool is transparent to enterprise applications and capitalizes on cloud efficiencies by lowering
storage TCO without having to rearchitect the application infrastructure.

FlexPod can benefit from the storage tiering capabilities of FabricPool to make more efficient use of ONTAP
flash storage. Inactive virtual machines (VMs), infrequently used VM templates, and VM backups from NetApp
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SnapCenter for vSphere can consume valuable space in the datastore volume. Moving cold data to the cloud
tier frees space and resources for high-performance, mission- critical applications hosted on the FlexPod
infrastructure.

Fibre Channel and iSCSI protocols generally take longer before experiencing a timeout (60 to
120 seconds), but they do not retry to establish a connection in the same way that NAS

@ protocols do. If a SAN protocol times out, the application must be restarted. Even a short
disruption could be disastrous to production applications using SAN protocols because there is
no way to guarantee connectivity to public clouds. To avoid this issue, NetApp recommends
using private clouds when tiering data that is accessed by SAN protocols.

In ONTAP 9.6, FabricPool integrates with all the major public cloud providers: Alibaba Cloud Object Storage
Service, Amazon AWS S3, Google Cloud Storage, IBM Cloud Object Storage, and Microsoft Azure Blob
Storage. This report focuses on Amazon AWS S3 storage as the cloud object tier of choice.

The composite aggregate

A FabricPool instance is created by associating an ONTAP flash aggregate with a cloud object store, such as
an AWS S3 bucket, to create a composite aggregate. When volumes are created inside the composite
aggregate, they can take advantage of the tiering capabilities of FabricPool. When data is written to the
volume, ONTAP assigns a temperature to each of the data blocks. When the block is first written, it is assigned
a temperature of hot. As time passes, if the data is not accessed, it undergoes a cooling process until it is
finally assigned a cold status. These infrequently accessed data blocks are then tiered off the performance
SSD aggregate and into the cloud object store.

The period of time between when a block is designated as cold and when it is moved to cloud object storage is
modified by the volume tiering policy in ONTAP. Further granularity is achieved by modifying ONTAP settings
that control the number of days required for a block to become cold. Candidates for data tiering are traditional
volume snapshots, SnapCenter for vSphere VM backups and other NetApp Snapshot- based backups, and
any infrequently used blocks in a vSphere datastore, such as VM templates and infrequently accessed VM
data.

Inactive data reporting

Inactive data reporting (IDR) is available in ONTAP to help evaluate the amount of cold data that can be tiered
from an aggregate. IDR is enabled by default in ONTAP 9.6 and uses a default 31-day cooling policy to
determine which data in the volume is inactive.

The amount of cold data that is tiered depends on the tiering policies set on the volume. This
amount may be different than the amount of cold data detected by IDR using the default 31-day
cooling period.

Object creation and data movement

FabricPool works at the NetApp WAFL block level, cooling blocks, concatenating them into storage objects,
and migrating those objects to a cloud tier. Each FabricPool object is 4MB and is composed of 1,024 4KB
blocks. The object size is fixed at 4MB based on performance recommendations from leading cloud providers
and cannot be changed. If cold blocks are read and made hot, only the requested blocks in the 4MB object are
fetched and moved back to the performance tier. Neither the entire object nor the entire file is migrated back.
Only the necessary blocks are migrated.

@ If ONTAP detects an opportunity for sequential readaheads, it requests blocks from the cloud
tier before they are read to improve performance.
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By default, data is moved to the cloud tier only when the performance aggregate is greater than 50% utilized.
This threshold can be set to a lower percentage to allow a smaller amount of data storage on the performance
flash tier to be moved to the cloud. This might be useful if the tiering strategy is to move cold data only when
the aggregate is nearing capacity.

If performance tier utilization is at greater than 70% capacity, cold data is read directly from the cloud tier
without being written back to the performance tier. By preventing cold data write-backs on heavily used
aggregates, FabricPool preserves the aggregate for active data.

Reclaim performance tier space

As previously discussed, the primary use case for FabricPool is to facilitate the most efficient use of high-
performance on-premises flash storage. Cold data in the form of volume snapshots and VM backups of the
FlexPod virtual infrastructure can occupy a significant amount of expensive flash storage. Valuable
performance- tier storage can be freed by implementing one of two tiering policies: Snapshot-Only or Auto.

Snapshot-Only tiering policy

The Snapshot-Only tiering policy, illustrated in the following figure, moves cold volume snapshot data and
SnapCenter for vSphere backups of VMs that are occupying space but are not sharing blocks with the active
file system into a cloud object store. The Snapshot-Only tiering policy moves cold data blocks to the cloud tier.
If a restore is required, cold blocks in the cloud are made hot and moved back to the performance flash tier on
the premises.
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Auto tiering policy

The FabricPool Auto tiering policy, illustrated in the following figure, not only moves cold snapshot data blocks
to the cloud, it also moves any cold blocks in the active file system. This can include VM templates and any
unused VM data in the datastore volume. Which cold blocks are moved is controlled by the tiering-
minimum-cooling-days setting for the volume. If cold blocks in the cloud tier are randomly read by an
application, those blocks are made hot and brought back to the performance tier. However, if cold blocks are
read by a sequential process such as an antivirus scanner, the blocks remain cold and persist in the cloud
object store; they are not moved back to the performance tier.

When using the Auto tiering policy, infrequently accessed blocks that are made hot are pulled back from the
cloud tier at the speed of cloud connectivity. This may affect VM performance if the application is latency
sensitive, which should be considered before using the Auto tiering policy on the datastore. NetApp
recommends placing Intercluster LIFs on ports with a speed of 10GbE for adequate performance.

@ The object store profiler should be used to test latency and throughput to the object store before
attaching it to a FabricPool aggregate.
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All tiering policy

Unlike the Auto and Snapshot-only policies, the All tiering policy moves entire volumes of data immediately into
the cloud tier. This policy is best suited to secondary data protection or archival volumes for which data must
be kept for historical or regulatory purposes but is rarely accessed. The All policy is not recommended for
VMware datastore volumes because any data written to the datastore is immediately moved to the cloud tier.
Subsequent read operations are performed from the cloud and could potentially introduce performance issues
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for VMs and applications residing in the datastore volume.

Security

Security is a central concern for the cloud and for FabricPool. All the native security features of ONTAP are
supported in the performance tier, and the movement of data is secured as it is transferred to the cloud tier.
FabricPool uses the AES-256-GCM encryption algorithm on the performance tier and maintains this encryption
end to end into the cloud tier. Data blocks that are moved to the cloud object store are secured with transport
layer security (TLS) v1.2 to maintain data confidentiality and integrity between storage tiers.

@ Communicating with the cloud object store over an unencrypted connection is supported but not
recommended by NetApp.

Data encryption

Data encryption is vital to the protection of intellectual property, trade information, and personally identifiable
customer information. FabricPool fully supports both NetApp Volume Encryption (NVE) and NetApp Storage
Encryption (NSE) to maintain existing data protection strategies. All encrypted data on the performance tier
remains encrypted when moved to the cloud tier. Client-side encryption keys are owned by ONTAP and the
server-side object store encryption keys are owned by the respective cloud object store. Any data not
encrypted with NVE is encrypted with the AES-256-GCM algorithm. No other AES-256 ciphers are supported.

@ The use of NSE or NVE is optional and not required to use FabricPool.

FabricPool requirements

FabricPool requires ONTAP 9.2 or later and the use of SSD aggregates on any of the
platforms listed in this section. Additional FabricPool requirements depend on the cloud
tier being attached. For entry-level AFF platforms that have a fixed, relatively small
capacity such as the NetApp AFF C190, FabricPool can be highly effective for moving
inactive data to the cloud tier.

Platforms

FabricPool is supported on the following platforms:

* NetApp AFF

> A800

> A700S, A700

> A320, A300

> A220, A200

> C190

> AFF8080, AFF8060, and AFF8040
* NetApp FAS

> FAS9000

o FAS8200

o FAS8080, FAS8060, and FAS8040
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o FAS2750, FAS2720
> FAS2650, FAS2620

@ Only SSD aggregates on FAS platforms can use FabricPool.

* Cloud tiers
> Alibaba Cloud Object Storage Service (Standard, Infrequent Access)
o Amazon S3 (Standard, Standard-IA, One Zone-IA, Intelligent-Tiering)
o Amazon Commercial Cloud Services (C2S)
> Google Cloud Storage (Multi-Regional, Regional, Nearline, Coldline)
> IBM Cloud Object Storage (Standard, Vault, Cold Vault, Flex)
o Microsoft Azure Blob Storage (Hot and Cool)

Intercluster LIFs

Cluster high-availability (HA) pairs that use FabricPool require two intercluster logical interfaces (LIFs) to
communicate with the cloud tier. NetApp recommends creating an intercluster LIF on additional HA pairs to
seamlessly attach cloud tiers to aggregates on those nodes as well.

The LIF that ONTAP uses to connect with the AWS S3 object store must be on a 10Gbps port.

If more than one Intercluser LIF is used on a node with different routing, NetApp recommends placing them in
different IPspaces. During configuration, FabricPool can select from multiple IPspaces, but it is not able to
select specific intercluster LIFs within an IPspace.

@ Disabling or deleting an intercluster LIF interrupts communication to the cloud tier.

Connectivity

FabricPool read latency is a function of connectivity to the cloud tier. Intercluster LIFs using 10Gbps ports,
illustrated in the following figure, provide adequate performance. NetApp recommends validating the latency
and throughput of the specific network environment to determine the effect it has on FabricPool performance.

When using FabricPool in low-performance environments, minimum performance requirements
for client applications must continue to be met, and recovery time objectives should be adjusted
accordingly.
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Object store profiler

The object store profiler, an example of which is shown below and is available through the ONTAP CLI, tests
the latency and throughput performance of object stores before they are attached to a FabricPool aggregate.
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@ The cloud tier must be added to ONTAP before it can be used with the object store profiler.

Start the object store profiler from the advanced privilege mode in ONTAP with the following command:

storage aggregate object-store profiler start -object-store-name <name>

-node <name>
To view the results, run the following command:
storage aggregate object-store profiler show

Cloud tiers do not provide performance similar to that found on the performance tier (typically GB per second).
Although FabricPool aggregates can easily provide SATA-like performance, they can also tolerate latencies as
high as 10 seconds and low throughput for tiering solutions that do not require SATA-like performance.

tore profiler show

Throughput
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Volumes

Storage thin provisioning is a standard practice for the FlexPod virtual infrastructure administrator. NetApp
Virtual Storage Console (VSC) provisions storage volumes for VMware datastores without any space
guarantee (thin provisioning) and with optimized storage efficiency settings per NetApp best practices. If VSC
is used to create VMware datastores, no additional action is required, because no space guarantee should be
assigned to the datastore volume.

@ FabricPool cannot attach a cloud tier to an aggregate that contains volumes using a space
guarantee other than None (for example, Volume).

volume modify -space-guarantee none

Setting the space-guarantee none parameter provides thin provisioning for the volume. The amount of
space consumed by volumes with this guarantee type grows as data is added instead of being determined by
the initial volume size. This approach is essential for FabricPool because the volume must support cloud tier
data that becomes hot and is brought back to the performance tier.
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Licensing

FabricPool requires a capacity-based license when attaching third-party object storage providers (such as
Amazon S3) as cloud tiers for AFF and FAS hybrid flash systems.

FabricPool licenses are available in perpetual or term-based (1-year or 3-year) format.

Tiering to the cloud tier stops when the amount of data (used capacity) stored on the cloud tier reaches the
licensed capacity. Additional data, including SnapMirror copies to volumes using the All tiering policy, cannot
be tiered until the license capacity is increased. Although tiering stops, data is still accessible from the cloud

tier. Additional cold data remains on SSDs until the licensed capacity is increased.

A free 10TB capacity, term-based FabricPool license comes with the purchase of any new ONTAP 9.5 or later
cluster, although additional support costs might apply. FabricPool licenses (including additional capacity for
existing licenses) can be purchased in 1TB increments.

A FabricPool license can only be deleted from a cluster that contains no FabricPool aggregates.

FabricPool licenses are cluster-wide. You should have the UUID available when purchasing a
@ license (cluster identify show). For additional licensing information, refer to the NetApp
Knowledgebase.

Configuration

Software revisions

The following table illustrates validated hardware and software versions.

Layer Device Image Comments
Storage NetApp AFF A300 ONTAP 9.6P2
Compute Cisco UCS B200 M5 Release 4.0(4b)
blade servers with Cisco
UCS VIC 1340
Network Cisco Nexus 6332-16UP  Release 4.0(4b)

fabric interconnect

Cisco Nexus 93180YC-EX Release 7.0(3)I7(6)
switch in NX-OS
standalone mode

Storage network Cisco MDS 9148S Release 8.3(2)
Hypervisor VMware vSphere ESXi ESXi 6.7.0,13006603
6.7U2

VMware vCenter Server  vCenter server
6.7.0.30000 Build
13639309

Cloud provider Amazon AWS S3 Standard S3 bucket with
default options

The basic requirements for FabricPool are outlined in FabricPool Requirements. After all the basic
requirements have been met, complete the following steps to configure FabricPool:
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1. Install a FabricPool license.

2. Create an AWS S3 object store bucket.

3. Add a cloud tier to ONTAP.
4. Attach the cloud tier to an aggregate.

5. Set the volume tiering policy.

Next: Install FabricPool license.

Install FabricPool license

After you acquire a NetApp license file, you can install it with OnCommand System

Manager. To install the license file, complete the following steps:

Click Configurations.
Click Cluster.

Click Licenses.

Click Choose Files to browse and select a file.

1.
2.
3.
4. Click Add.
5.
6.

Click Add.

¥ oncommand system Manager RN

al

Type: | All Search all Objects
E Dashboard | Details |
Delete | ) Refresh
Applications & Tiers » = T, T T
¥  Entitlement Risk « T | Description ¥
E Storage 3 (DEPRECATED}-Cluster Base License -NA- Installed an a cluster
Trusted Platform Module License A No License Avzilable
i':'i Network 4
FabricPoal License A Installed on a cluster
Protection
. INFS License @ Medium risk:
== 8 Events & Jobs } | CIFSticense | Add Uicense Packages |
p— . " iSC5) License ‘
= Configuration ) Enter comma separated license keys
- e e FLP License ‘ %
Advanced Cluster
Setup SnapRestore License
SnaphError License ‘
Configuration |
Updates FlexClone License ‘
Cluster Update SnapVault License | 000

Cluster Peers | Sl

SVM Peers
Cluster Expansion
Service Processar

High Availability

2 =]
Licenses

Authentication

Flash Cache

198

License Files

Browse to sefect afile...

Choose Files

6 License files are required for features that use capacity based licenses. Know more

agd ||

SERECUE SRS WEITT IO O LU U0 VIEW LT 1O U ies,

Cancel




License capacity

You can view the license capacity by using either the ONTAP CLI or OnCommand System Manager. To see
the licensed capacity, run the following command in the ONTAP CLI:

system license show-status

In OnCommand System Manager, complete the following steps:

1. Click Configurations.
2. Click Licenses.
3. Click the Details tab.

I ONTAP System Manager ®©@ ® T 0

#0: Preview the new experience Type: All v Search all Objects
|
RSl Events & Jobs » Licenses

Packages Details
E Configuration -
+ Add  §§ Delete C Refresh

Advanced Cluster . . X . . - . X - P
Setup Package = | Cluster/Node = | Serial Number = | Type = | State = | Legacy = | Maximum Capaci... = | Current Capacity =
Cluster Base License cie-na300-g1325 1-80-000011 [E% Master -NA- No -NA- -NA-
Cluster v
NFS License cie-na300-g1325 1-80-000011 [} Master -NA- No -NA- -NA-
Authentication CIFS License cie-na300-g1325 1-80-000011 [E5 Master NA- No -NA- NA-
Configuration iSCSI License cie-na300-g1325 1-80-000011 [ Master -NA- No -NA- -NA-
Updates FCP License cie-na300-g1325 1-80-000011 [ Master NA- No NA- NA-
Expansion SnapRestore License  cie-na300-g1325 1-80-000011 [ Master -NA- No -NA- -NA-
FlexClone License cie-na300-g1325 1-80-000011 [ Master -NA- No -NA- -NA-
Service Processor
SnapManagerSuite L... cie-na300-g1325 1-80-000011 [ Master -NA- No -NA- -NA-
High Availability I FabricPool License cie-na300-g1325 P Capacity NA- No 10TB I 0 Byte

| Licenses I

Update

Maximum capacity and current capacity are listed on the FabricPool License row.

Next: Create AWS S3 bucket.

Create AWS S3 bucket

Buckets are object store containers that hold data. You must provide the name and
location of the bucket in which data is stored before it can be added to an aggregate as a
cloud tier.

@ Buckets cannot be created using OnCommand System Manager, OnCommand Unified
Manager, or ONTAP.

FabricPool supports the attachment of one bucket per aggregate, as illustrated in the following figure. A single
bucket can be attached to a single aggregate, and a single bucket can be attached to multiple aggregates.
However, a single aggregate cannot be attached to multiple buckets. Although a single bucket can be attached
to multiple aggregates in a cluster, NetApp does not recommend attaching a single bucket to aggregates in
multiple clusters.
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When planning a storage architecture, consider how the bucket-to-aggregate relationship might affect
performance. Many object store providers set a maximum number of supported IOPS at the bucket or
container level. Environments that require maximum performance should use multiple buckets to reduce the
possibility that object-store IOPS limitations might affect performance across multiple FabricPool aggregates.
Attaching a single bucket or container to all FabricPool aggregates in a cluster might be more beneficial to
environments that value manageability over cloud-tier performance.

,4'::3' “‘:;-\

e f -\
Agar 1 \Vv )
P ¥ -:-;? ._:_____\:_'___ ﬁj}'f

Y 4 \
Aggr 1 f. .71
e "ﬁ}k v '?,i};"f
Aggr_2 N

J |

Aggr 1

Create an S3 bucket

1. In the AWS management console from the home page, enter S3 in the search bar.
2. Select S3 Scalable Storage in the Cloud.

Resource Groups v *

History ' 3

S3 3

1AM Scalable Storage in the Cloud
Billing S3 Glacier

Archive Storage in the Cloud
Console Home
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3. On the S3 home page, select Create Bucket.

4. Enter a DNS-compliant name and choose the region to create the bucket.

Create bucket

Name and region
Bucket name

flexpod-fp-bk-1

US East (Ohio)

Copy settings from an existing bucket

nall4 Buckets

o

5. Click Create to create the object store bucket.

Next: Add a cloud tier to ONTAP

Add a cloud tier to ONTAP

Before an object store can be attached to an aggregate, it must be added to and
identified by ONTAP. This task can be completed with either OnCommand System
Manager or the ONTAP CLI.

FabricPool supports Amazon S3, IBM Object Cloud Storage, and Microsoft Azure Blob Storage object stores
as cloud tiers.

You need the following information:

* Server name (FQDN); for example, s3.amazonaws.com
* Access key ID
» Secret key

« Container name (bucket name)
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OnCommand System Manager

To add a cloud tier with OnCommand System Manager, complete the following steps:

1. Launch OnCommand System Manager.
. Click Storage.

. Click Aggregates & Disks.

. Click Cloud Tiers.

. Select an object store provider.

o o0~ WODN

. Complete the text fields as required for the object store provider.
In the Container Name field, enter the object store’s bucket or container name.

7. Click Save and Attach Aggregates.

Add Cloud Tier 0 ]

Cloud tiers/ object stores are used to store infrequently-accessed data. Learn mare
Cloud Tier Provider _ §¥8 ama70n 53

Type Amazon 53 .
Mame aw;_i nfra_f_;:u_l;u k1
Sender Name (FODN) 53._-3 MAZONAWS.CoM
Arcess Key 1D

Secret Key
(D Container Name | flexpod-fp-bkt-1

[D Encryption Enabled

ONTAP CLI

To add a cloud tier with the ONTAP CLI, enter the following commands:
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object-store config create
-object-store-name <name>
-provider-type <AWS>

-port <443/8082> (AWS)
-server <name>
-container-name <bucket-name>
-access-key <string>
-secret-password <string>
-ssl-enabled true

-ipspace default

Next: Attach a cloud tier to an ONTAP aggregate.

Attach a cloud tier to an ONTAP aggregate

After an object store has been added to and identified by ONTAP, it must be attached to
an aggregate to create a FabricPool. This task can be completed by using either
OnCommand System Manager or the ONTAP CLI.

More than one type of object store can be connected to a cluster, but only one type of object store can be

attached to each aggregate. For example, one aggregate can use Google Cloud, and another aggregate can
use Amazon S3, but one aggregate cannot be attached to both.

@ Attaching a cloud tier to an aggregate is a permanent action. A cloud tier cannot be unattached
from an aggregate that it has been attached to.

OnCommand System Manager

To attach a cloud tier to an aggregate by using OnCommand System Manager, complete the following steps:

1. Launch OnCommand System Manager.

2. Click Applications & Tiers.

203



Dashboard

Applications & Tiers »

Storage »

Network »

3. Click Storage Tiers.
4. Click an aggregate.
5. Click Actions and select Attach Cloud Tier.

+ More Actions C A

Add Capacity

Mirror

Volume Move

Attach Cloud Tier

6. Select a cloud tier.

7. View and update the tiering policies for the volumes on the aggregate (optional). By default, the volume
tiering policy is set as Snapshot-Only.

8. Click Save.

ONTAP CLI

To attach a cloud tier to an aggregate by using the ONTAP CLI, run the following commands:

204



storage aggregate object-store attach
—aggregate <name>
-object-store-name <name>

Example:

storage aggregate object-store attach -aggregate aggrl -object-store-name
- aws_infra fp bk 1

Next: Set volume tiering policy.

Set volume tiering policy

By default, volumes use the None volume tiering policy. After volume creation, the volume
tiering policy can be changed by using OnCommand System Manager or the ONTAP CLI.

When used with FlexPod, FabricPool provides three volume tiering policies, Auto, Snapshot-Only, and None.

¢ Auto

> All cold blocks in the volume are moved to the cloud tier. Assuming that the aggregate is more than
50% utilized, it takes approximately 31 days for inactive blocks to become cold. The Auto cooling
period is adjustable between 2 days and 63 days by using the tiering-minimum-cooling-days
setting.

o When cold blocks in a volume with a tiering policy set to Auto are read randomly, they are made hot
and written to the performance tier.

> When cold blocks in a volume with a tiering policy set to Auto are read sequentially, they stay cold and
remain on the cloud tier. They are not written to the performance tier.

* Snapshot-Only

o Cold snapshot blocks in the volume that are not shared with the active file system are moved to the
cloud tier. Assuming that the aggregate is more than 50% utilized, it takes approximately 2 days for
inactive snapshot blocks to become cold. The Snapshot-Only cooling period is adjustable from 2 to 63
days by using the tiering-minimum-cooling-days setting.

> When cold blocks in a volume with a tiering policy set to Snapshot-Only are read, they are made hot
and written to the performance tier.

* None (Default)
> Volumes set to use None as their tiering policy do not tier cold data to the cloud tier.
o Setting the tiering policy to None prevents new tiering.

> Volume data that has previously been moved to the cloud tier remains in the cloud tier until it becomes
hot and is automatically moved back to the performance tier.

OnCommand System Manager

To change a volume’s tiering policy by using OnCommand System Manager, complete the following steps:

1. Launch OnCommand System Manager.
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2. Select a volume.

3. Click More Actions and select Change Tiering Policy.
4. Select the tiering policy to apply to the volume.

5. Click Save.

Select the tiering policy that you want to zpply for the selected volume.

Volume Name Tiering Policy

affa3..._fo_1 auto

Tiering Policy IE |V|
snapshot-only o and tiering policies.
none
auto
all

Save Cancel

ONTAP CLI

To change a volume’s tiering policy by using the ONTAP CLI, run the following command:

volume modify -vserver <svm name> -volume <volume name>
-tiering-policy <auto|snapshot-onlyl|all|none>

Next: Set volume tiering minimum cooling days.

Set volume tiering minimum cooling days

The tiering-minimum-cooling-days setting determines how many days must pass
before inactive data in a volume using the Auto or Snapshot-Only policy is considered
cold and eligible for tiering.

Auto

The default tiering-minimum-cooling-days setting for the Auto tiering policy is 31 days.

Because reads keep block temperatures hot, increasing this value might reduce the amount of data that is
eligible to be tiered and increase the amount of data kept on the performance tier.

If you would like to reduce this value from the default 31 days, be aware that data should no longer be active
before being marked as cold. For example, if a multiday workload is expected to perform a significant number
of writes on day 7, the volume’s tiering-minimum-cooling-days setting should be set no lower than 8
days.
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Object storage is not transactional like file or block storage. Making changes to files that are

@ stored as objects in volumes with overly aggressive minimum cooling days can result in the
creation of new objects, the fragmentation of existing objects, and the addition of storage
inefficiencies.

Snapshot-Only

The default tiering-minimum-cooling-days setting for the Snapshot-Only tiering policy is 2 days. A 2-
day minimum gives additional time for background processes to provide maximum storage efficiency and
prevents daily data-protection processes from having to read data from the cloud tier.

ONTAP CLI

To change a volume’s tiering-minimum-cooling-days setting by using the ONTAP CLI, run the following
command:

volume modify -vserver <svm name> -volume <volume name> -tiering-minimum
-cooling-days <2-63>

The advanced privilege level is required.

Changing the tiering policy between Auto and Snapshot-Only (or vice versa) resets the inactivity
@ period of blocks on the performance tier. For example, a volume using the Auto volume tiering

policy with data on the performance tier that has been inactive for 20 days will have the

performance tier data inactivity reset to 0 days if the tiering policy is set to Snapshot-Only.

Performance considerations

Size the performance tier

When considering sizing, keep in mind that the performance tier should be capable of the following tasks:

« Supporting hot data
« Supporting cold data until the tiering scan moves the data to the cloud tier
» Supporting cloud tier data that becomes hot and is written back to the performance tier
» Supporting WAFL metadata associated with the attached cloud tier
For most environments, a 1:10 performance-to-capacity ratio on FabricPool aggregates is extremely

conservative, while providing significant storage savings. For example, if the intent is to tier 200TB to the cloud
tier, then the performance tier aggregate should be 20TB at a minimum.

@ Writes from the cloud tier to the performance tier are disabled if performance tier capacity is
greater than 70%. If this occurs, blocks are read directly from the cloud tier.

Size the cloud tier

When considering sizing, the object store acting as the cloud tier should be capable of the following tasks:

» Supporting reads of existing cold data
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« Supporting writes of new cold data

» Supporting object deletion and defragmentation

Cost of ownership

The FabricPool Economic Calculator is available through the independent IT analyst firm
Evaluator Group to help project the cost savings between on premises and the cloud for
cold data storage. The calculator provides a simple interface to determine the cost of
storing infrequently accessed data on a performance tier versus sending it to a cloud tier
for the remainder of the data lifecycle. Based on a 5-year calculation, the four key
factors—source capacity, data growth, snapshot capacity, and the percentage of cold
data—are used to determine storage costs over the time period.

Conclusion

The journey to the cloud varies between organizations, between business units, and even
between business units within organizations. Some choose a fast adoption, while others
take a more conservative approach. FabricPool fits into the cloud strategy of
organizations no matter their size and regardless of their cloud adoption speed, further
demonstrating the efficiency and scalability benefits of a FlexPod infrastructure.

Where to find additional information

To learn more about the information that is described in this document, review the
following documents and/or websites:

» FabricPool Best Practices
www.netapp.com/us/media/tr-4598.pdf

* NetApp Product Documentation
https://docs.netapp.com

* TR-4036: FlexPod Datacenter Technical Specification

https://www.netapp.com/us/media/tr-4036.pdf

FlexPod Datacenter for Hybrid Cloud with Cisco
CloudCenter and NetApp private storage - Design

Haseeb Niazi, Cisco
David Arnette, NetApp

Cisco Validated Designs (CVDs) deliver systems and solutions that are designed, tested,
and documented to facilitate and improve customer deployments. These designs
incorporate a wide range of technologies and products into a portfolio of solutions that
have been developed to address the business needs of the customers and to guide them
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https://docs.netapp.com/us-en/flexpod/fp-def/dc-tech-spec_solution_overview.html

from design to deployment.
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