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The key to making a digital transformation is simply doing more with data. Hospitals
generate and require large amounts of data to run their organization and serve their
patients effectively. Information is collected and processed when treating patients and
managing staff schedules and medical resources.

The ever-increasing size of healthcare data and the valuable insights that this data can provide make
healthcare data services and data protection both critical and challenging. First, healthcare data must be both
available and protected to meet data recovery, medical business continuity, or compliance requirements.

Second, healthcare data must be made readily available for analysis. Often this analysis uses artificial
intelligence (Al)- and machine learning (ML)-based approaches to help medical businesses improve their
solutions and create business values.

Third, the data service infrastructures and the data protection methodologies must accommodate the growth of
healthcare data as a medical business grows. In addition, data mobility is increasingly becoming critical due to
the need to move data from the edge where it is created to the core and cloud to use resources available there
for data analysis or archival purposes.

NetApp offers a single data management solution for enterprise applications, including healthcare, and we are
able to guide hospitals through their journey toward digital transformation. NetApp Cloud Volumes ONTAP
delivers a solution for healthcare data management in which data can be efficiently replicated from a FlexPod
Datacenter to Cloud Volumes ONTAP deployed on a public cloud like AWS.

By leveraging cost-effective and secure public cloud resources, Cloud Volumes ONTAP enhances cloud-based
disaster recovery (DR) with highly efficient data replication, built-in storage efficiencies, and simple DR testing.
These systems are managed with unified control and drag-and-drop simplicity, which provides cost-effective
and bullet-proof protection against any kind of error, failure, or disaster. Cloud Volumes ONTAP provides
NetApp SnapMirror technology as a solution for block-level data replication that keeps the destination up to
date through incremental updates.



Audience

This document is intended for NetApp and partner solutions engineers (SEs) and professional services
personnel. NetApp assumes that the reader has the following background knowledge:

» A solid understanding of SAN and NAS concepts
 Technical familiarity with NetApp ONTAP storage systems

 Technical familiarity with the configuration and administration of ONTAP software

Solution benefits

FlexPod Datacenter integrated with NetApp Cloud Volumes ONTAP offers the following benefits to healthcare
workloads:

» Customized protection. Cloud Volumes ONTAP provides block-level data replication from ONTAP to the
cloud that keeps the destination up to date through incremental updates. Users can specify a
synchronization schedule to determine when changes at the source are transferred over. This provides
customized protection for all sorts of healthcare data.

 Failover and Failback. When a disaster occurs, storage administrators can quickly set failover to the cloud
volumes. When the primary site is recovered, the new data created in the DR environment is synchronized
back to the source volumes enabling the secondary data replication to be re-established. In this way,
healthcare data can be easily recovered without disruption.

« Efficiency. The storage space and costs for the secondary cloud copy are optimized using data
compression, thin provisioning, and deduplication. Healthcare data is transferred at the block-level in a
compressed and deduplicated form, improving the speed of the transfers. Data is also automatically tiered
to low-cost object storage and only brought back to high-performance storage when accessed, such as in a
DR scenario. This significantly reduces ongoing storage costs.

* Ransomware Protection. NetApp BlueXP ransomware protection scans data sources across on-premises
and cloud environments, detects security vulnerabilities, and provides their current security status and risk



scoring. It then provides actionable recommendations that you can further investigate and follow to
remediate. In this way, you can protect your critical healthcare data from ransomware attacks.

Solution topology

This section describes the logical topology of the solution. The following figure represents the solution topology
composed of the FlexPod on-premises environment, NetApp Cloud Volumes ONTAP (CVO) running on
Amazon Web Services (AWS), and the NetApp BlueXP SaasS platform.
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The control planes and data planes are clearly indicated between the endpoints. The data plane runs between
the ONTAP instance running on all-flash FAS in FlexPod and the NetApp CVO instance in AWS by leveraging
a secure site-to-site VPN connection. The replication of healthcare workload data from the on-premises
FlexPod Datacenter to NetApp Cloud Volumes ONTAP is handled by NetApp SnapMirror replication. An
optional backup and tiering of the cold data residing in the NetApp CVO instance to AWS S3 is also supported
with this solution.

Next: Solution components.

Solution components

Previous: Solution Overview.

FlexPod

FlexPod is a defined set of hardware and software that forms an integrated foundation for both virtualized and
non-virtualized solutions. FlexPod includes NetApp ONTAP storage, Cisco Nexus networking, Cisco MDS
storage networking, and the Cisco Unified Computing System (Cisco UCS).

Healthcare organizations are looking for a solution to ease their digital transformation and improve patient



experiences and outcomes. With FlexPod, you get a secure, scalable platform that drives efficiency and
empowers your staff to make more informed decisions faster so that they can provide better patient care.

FlexPod is the ideal platform for healthcare workload needs because it provides the following benefits:

» Optimization of operations to get faster insights and better patient outcomes.
« Streamlining imaging apps with scalable, reliable infrastructure.

» Deploying quickly and efficiently with a proven approach for healthcare-specific apps such as EHR.

EHR

Electronic Health Records (EHRs) makes software for midsize and large medical groups, hospitals, and
integrated healthcare organizations. Customers also include community hospitals, academic facilities,
children’s organizations, safety net providers, and multi-hospital systems. EHR-integrated software spans
clinical, access, and revenue functions and extends into the home.

Healthcare provider organizations remain under pressure to maximize the benefits of their substantial
investments in industry-leading EHRs. When customers design their data centers for EHR solutions and
mission-critical applications, they often identify the following goals for their data center architecture:

+ High availability of the EHR applications

* High performance

« Ease of implementing EHR in the data center

 Agility and scalability to enable growth with new EHR releases or applications

 Cost effectiveness

* Manageability, stability, and ease of support

* Robust data protection, backup, recovery, and business continuance
FlexPod is EHR validated and supports a platform containing Cisco Cisco UCS with Intel Xeon processors,
Red Hat Enterprise Linux (RHEL), and virtualization with VMware ESXi. This platform, coupled with EHR’s
High Comfort Level ranking for NetApp storage running ONTAP, gives customers the confidence to run their

healthcare applications in a fully managed private cloud through FlexPod that can also be connected to any of
the public cloud providers.

NetApp BlueXP

BlueXP (formerly NetApp Cloud Manager) is an enterprise-class, SaaS-based management platform that
enables IT experts and cloud architects to centrally manage their hybrid multi-cloud infrastructure using
NetApp cloud solutions. It provides a centralized system for viewing and managing your on-premises and cloud
storage, supporting hybrid, multiple cloud providers and accounts. For more information, see BlueXP.

Connector

A Connector instance enables BlueXP to manage resources and processes within a public cloud environment.
Connector is required for many of the features provided by BlueXP, and it can be deployed in the cloud or in
the on-premises network.

Connector is supported in the following locations:

* Amazon Web Services

* Microsoft Azure


https://docs.netapp.com/us-en/cloud-manager-family/index.html

* Google Cloud

* On premises

To learn more about Connector, see the Connector page.

NetApp Cloud Volumes ONTAP

NetApp Cloud Volumes ONTAP is a software-defined storage offering that runs ONTAP data management
software in the cloud to deliver advanced data management for file and block workloads. With Cloud Volumes
ONTAP, you can optimize your cloud storage costs and increase application performance while enhancing data
protection, security, and compliance.

Key benefits include the following:

« Storage efficiencies. Leverage built-in data deduplication, data compression, thin provisioning, and
instantaneous cloning to minimize storage costs.

» High availability. Provide enterprise reliability and continuous operations in case of failures in your cloud
environment.

» Data protection. Cloud Volumes ONTAP uses SnapMirror, the industry-leading NetApp replication
technology, to replicate on-premises data to the cloud so that it is easy to have secondary copies available
for multiple use cases. Cloud Volumes ONTAP also integrates with Cloud Backup to deliver backup and
restore capabilities for protection, and long-term archiving of your cloud data.

 Data tiering. Switch between high- and low-performance storage pools on-demand without taking
applications offline.

« Application consistency. Provide the consistency of NetApp Snapshot copies using NetApp SnapCenter
technology.

» Data security. Cloud Volumes ONTAP supports data encryption and provides protection against viruses
and ransomware.

* Privacy compliance controls. Integration with Cloud Data Sense helps you understand data context and
identify sensitive data.

For more detailed information, see Cloud Volumes ONTAP.

NetApp Active IQ Unified Manager

NetApp Active IQ Unified Manager allows the monitoring of your ONTAP storage clusters from a single,
redesigned, and intuitive interface that delivers intelligence from community wisdom and Al analytics. It
provides comprehensive operational, performant, and proactive insights into the storage environment and the
virtual machines running on it. When an issue occurs with the storage infrastructure, Unified Manager can
notify you about the details of the issue to help identify the root cause. The virtual machine dashboard gives
you a view into the performance statistics for the VM so that you can investigate the entire I/O path from the
vSphere host down through the network and finally to the storage.

Some events also provide remedial actions that can be taken to rectify the issue. You can configure custom
alerts for events so that when issues occur, you are notified through email and SNMP traps. Active IQ Unified
Manager allows you to plan for the storage requirements of your users by forecasting capacity and usage
trends so that you can act before issues arise, preventing reactive short-term decisions that can lead to
additional problems in the long term.

For more information, see Active IQ Unified Manager.


https://docs.netapp.com/us-en/cloud-manager-setup-admin/concept-connectors.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/
https://docs.netapp.com/us-en/active-iq-unified-manager/

Cisco Intersight

Cisco Intersight is a SaaS platform that delivers intelligent automation, observability, and optimization for
traditional and cloud-native applications and infrastructure. The platform helps to drive change with IT teams
and delivers an operating model designed for hybrid cloud. Cisco Intersight provides the following benefits:

 Faster delivery. Intersight is delivered as a service from the cloud or in the customer’s data center with
frequent updates and continued innovation, due to an agile-based software development model. In this
way, the customer can focus on supporting critical business needs.

Simplified operations. Intersight simplifies operations by using a single, secure SaaS-delivered tool with
common inventory, authentication, and APIs to work across the full stack and all locations, eliminating silos
across teams. This allows you to manage physical servers and hypervisors on-premises, to VMs, K8s,
serverless, automation, optimization, and cost control both on-premises and in public clouds.

» Continuous optimization. You can continuously optimize your environment by using intelligence provided
by Cisco Intersight across every layer, as well as by Cisco TAC. This intelligence is converted into
recommended and automatable actions so that you can adapt in real-time to any changes: from moving
workloads and monitoring the health of physical servers to cost reduction recommendations for the public
clouds that you work with.

There are two modes of management operations possible with Cisco Intersight: UCSM Managed Mode (UMM)
and Intersight Managed Mode (IMM). You can select the native UCSM Managed Mode (UMM) or Intersight
Managed Mode (IMM) for fabric-attached Cisco UCS systems during the initial setup of the fabric
Interconnects. In this solution, native IMM is used. The following figure shows the Cisco Intersight Dashboard.
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VMware vSphere 7.0

VMware vSphere is a virtualization platform for holistically managing large collections of infrastructure
(including CPUs, storage, and networking) as a seamless, versatile, and dynamic operating environment.
Unlike traditional operating systems that manage an individual machine, VMware vSphere aggregates the
infrastructure of an entire datacenter to create a single powerhouse with resources that can be allocated
quickly and dynamically to any application in need.

For more information about VMware vSphere and its components, see VMware vSphere.


https://www.vmware.com/products/vsphere.html

VMware vCenter Server

VMware vCenter Server provides unified management of all hosts and VMs from a single console and
aggregates performance monitoring of clusters, hosts, and VMs. VMware vCenter Server gives administrators
a deep insight into the status and configuration of compute clusters, hosts, VMs, storage, the guest OS, and
other critical components of a virtual infrastructure. VMware vCenter manages the rich set of features available
in a VMware vSphere environment.

For detailed information, see VMware vCenter.

Hardware and software revisions

This hybrid cloud solution can be extended to any FlexPod environment that is running supported versions of
software, firmware, and hardware as defined in the NetApp Interoperability Matrix Tool, UCS Hardware and
Software Compatibility, and VMware Compatibility Guide.

The following table shows the on-premises FlexPod hardware and software revisions.

Component Product Version
Compute Cisco UCS X210c M6 5.0(1b)
Cisco UCS Fabric Interconnects 4.2(2a)
6454
Network Cisco Nexus 9336C-FX2 NX-OS 9.3(9)
Storage NetApp AFF A400 ONTAP 9.11.1P2
NetApp ONTAP Tools for VMware  9.11
vSphere
NetApp NFS Plug-in for VMware 2.0
VAAI
NetApp Active IQ Unified Manager 9.11P1
Software VMware vSphere 7.0(U3)

VMware ESXi nenic Ethernet Driver 1.0.35.0

VMware vCenter Appliance 7.0.3
Cisco Intersight Assist Virtual 1.0.9-342
Appliance

The following table shows the NetApp BlueXP and Cloud Volumes ONTAP versions.

Vendor Product Version
NetApp BlueXP 3.9.24
Cloud Volumes ONTAP ONTAP 9.11

Next: Installation and configuration.

Installation and configuration

Previous: Solution components.


https://www.vmware.com/products/vcenter.html
http://support.netapp.com/matrix/
https://ucshcltool.cloudapps.cisco.com/public/
https://ucshcltool.cloudapps.cisco.com/public/
https://www.vmware.com/resources/compatibility/search.php

NetApp Cloud Volumes ONTAP deployment

Complete the following steps to configure your Cloud Volumes ONTAP instance:

1.

Prepare the public cloud service provider environment.

You must capture the environment details of your public cloud service provider for the solution
configuration. For example, for Amazon Web Services (AWS) environment preparation, you need the AWS
access key, the AWS secret key, and other network details like region, VPC, subnet, and so on.

. Configure the VPC endpoint gateway.

A VPC endpoint gateway is required to enable the connection between the VPC and the AWS S3 service.
This is used to enable the backup on CVO, an endpoint with the Gateway type.

. Access NetApp BlueXP.

To access the NetApp BlueXP and other cloud services, you need to sign up on NetApp BlueXP. For
setting up workspaces and users in the BlueXP account, click here. You need an account that has
permission to deploy the Connector in your cloud provider directly from BlueXP. You can download the
BlueXP policy from here.

. Deploy Connector.

Before adding a Cloud Volume ONTAP working environment, you must deploy Connector. BlueXP prompts
you if you try to create your first Cloud Volumes ONTAP working environment without Connector in place.
To deploy Connector in AWS from BlueXP, see this link.

. Launch Cloud Volumes ONTAP in AWS.

You can launch Cloud Volumes ONTAP in a single-system configuration or as an HA pair in AWS. Read
the step-by-step instructions.

For detailed information about these steps, see the Quick start guide for Cloud Volumes ONTAP in AWS.

In this solution, we have deployed a single-node Cloud Volumes ONTAP system in AWS. The following
figure depicts the NetApp BlueXP Dashboard with single-node CVO instance.


https://cloudmanager.netapp.com/
https://docs.netapp.com/us-en/cloud-manager-setup-admin/task-setting-up-netapp-accounts.html
https://docs.netapp.com/us-en/cloud-manager-setup-admin/reference-permissions.html
https://docs.netapp.com/us-en/cloud-manager-setup-admin/task-creating-connectors-aws.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-deploying-otc-aws.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-deploying-otc-aws.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-getting-started-aws.html
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On-premises FlexPod Deployment

To understand FlexPod with UCS X-Series, VMware, and NetApp ONTAP design details, see the FlexPod
Datacenter with Cisco UCS X-Series design guide. This document provides design guidance for incorporating
the Cisco Intersight-managed UCS X-Series platform within the FlexPod Datacenter infrastructure.

For deploying the on-premises FlexPod instance, see this deployment guide.

This document provides deployment guidance for incorporating the Cisco Intersight-managed UCS X-Series
platform within a FlexPod Datacenter infrastructure. The document covers both configurations and best
practices for a successful deployment.

FlexPod can be deployed in both UCS Managed Mode and Cisco Intersight Managed Mode (IMM). If you are
deploying FlexPod in UCS Managed Mode, see this design guide and this deployment guide.

FlexPod deployment can be automated with Infrastructure as code using Ansible. Below are the links to the
GitHub repositories for End-to-End FlexPod deployment:

» Ansible configuration of FlexPod with Cisco UCS in UCS Managed Mode, NetApp ONTAP, and VMware
vSphere can be seen here.

* Ansible configuration of FlexPod with Cisco UCS in IMM, NetApp ONTAP, and VMware vSphere can be
seen here.

On-premises ONTAP storage configuration

This section describes some of the important ONTAP configuration steps that are specific to this solution.

1. Configure an SVM with the iSCSI service running.


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_design.html
https://netapp-https:/www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_vmware_7u2.htmlmy.sharepoint.com/personal/dorianh_netapp_com/Documents/Projects/Github%20Conversions/FlexPod/TR-4960/TR-4960%20FlexPod%20hybrid%20cloud%20with%20CVO%20for%20Epic%20latest-Feb14.docx
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2.html
https://github.com/ucs-compute-solutions/FlexPod-UCSM-M6
https://github.com/ucs-compute-solutions/FlexPod-IMM-4.2.2

1. vserver create -vserver Healthcare SVM -rootvolume
Healthcare SVM root —-aggregate aggrl A400 G0312 01 -rootvolume-security-
style unix

2. vserver add-protocols -vserver Healthcare SVM -protocols iscsi

3. vserver iscsi create -vserver Healthcare SVM

To verify:

A400-G0312::> vserver iscsi show -vserver Healthcare SVM
Vserver: Healthcare SVM

Target Name:
ign.1992-08.com.netapp:sn.1fbf00f438cl111ed866cd039ea91fb56:vs.3
Target Alias: Healthcare SVM

Administrative Status: up

If the iISCSI license was not installed during cluster configuration, make sure to install the license before
creating the iSCSI service.

2. Create a FlexVol volume.

1. volume create -vserver Healthcare SVM -volume hc iscsi vol -aggregate
aggrl A400 GO0312 01 -size 500GB -state online -policy default -space

guarantee none

3. Add interfaces for iSCSI access.

1. network interface create -vserver Healthcare SVM -1if iscsi-1if-0la
-service-policy default-data-iscsi -home-node <st-node0l> -home-port
ala-<infra-iscsi-a-vlan-id> -address <st-nodeOl-infra-iscsi-a-ip>
-netmask <infra-iscsi-a-mask> -status-admin up

2. network interface create -vserver Healthcare SVM -1if iscsi-1if-01b
-service-policy default-data-iscsi -home-node <st-node(Ol> -home-port
ala-<infra-iscsi-b-vlan-id> -address <st-nodeOl-infra-iscsi-b-ip>
-netmask <infra-iscsi-b-mask> —-status—-admin up

3. network interface create -vserver Healthcare SVM -1lif iscsi-1if-02a
-service-policy default-data-iscsi -home-node <st-node(02> -home-port
ala-<infra-iscsi-a-vlan-id> -address <st-nodelO2-infra-iscsi-a-ip>
-netmask <infra-iscsi-a-mask> —-status-admin up

4. network interface create -vserver Healthcare SVM -1if iscsi-1if-02b
-service-policy default-data-iscsi -home-node <st-node(02> -home-port
ala-<infra-iscsi-b-vlan-id> -address <st-nodeO2-infra-iscsi-b-ip>
-netmask <infra-iscsi-b-mask> —-status-admin up

In this solution, we created four iISCSI logical interfaces (LIFs), two on each node.
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After the FlexPod instance is up and running with vCenter deployed and all ESXi hosts added to it, we
need to deploy a Linux VM that acts as a server that connects to and accesses the NetApp ONTAP
storage. In this solution, we have installed a CentOS 8 instance in vCenter.

4. Create a LUN.

1. lun create -vserver Healthcare SVM -path /vol/hc iscsi vol/iscsi lunl

-size 200GB -ostype linux -space-reserve disabled

For an EHR operational database (ODB), a journal, and application workloads, EHR recommends

presenting storage to servers as iSCSI LUNs. NetApp also supports using FCP and NVMe/FC if you have
versions of AIX and the RHEL operating systems that are capable, which enhances performance. FCP and

NVMe/FC can coexist on the same fabric.

5. Create an igroup.

1. igroup create -vserver Healthcare SVM -igroup ehr —-protocol iscsi
—ostype linux —-initiator ign.1994-05.com.redhat:8e91e9769336

Igroups are used to allow server access to LUNs. For Linux host, the server IQN can be found in the file
/etc/iscsi/initiatorname.iscsi.

6. Map the LUN to the igroup.

1. lun mapping create —-vserver Healthcare SVM -path
/vol/hc _iscsi vol/iscsi lunl —-igroup ehr -lun-id 0

Add on-premises FlexPod storage to BlueXP

Complete the following steps to add your FlexPod storage to the working environment using NetApp BlueXP.

1. From the navigation menu, select Storage > Canvas.
2. On the Canvas page, click Add Working Environment and select On-Premises.
3. Select On-Premises ONTAP. Click Next.

11
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4. On the ONTAP Cluster Details page, enter the cluster management IP address and the password for the
admin user account. Then click Add.

M NetApp BlueXP
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Provide a few details about your ONTAP cluster so BlueXP can discover it.
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5. On the Details and Credentials page, enter a name and description for the working environment, and then
click Go.

BlueXP discovers the ONTAP cluster and adds it as a working environment on the Canvas.
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For detailed information, see the page Discover on-premises ONTAP clusters.

Next: SAN configuration.

SAN configuration

Previous: Installation and configuration.

This section describes the host-side configuration required by EHR to enable the
software to best integrate with NetApp storage. In this segment, we specifically discuss
the host integration for Linux operating systems. Use the NetApp Interoperability Matrix
Tool (IMT) to validate all versions of software and firmware.

@ The following configuration steps are specific to the CentOS 8 host that was used in this
solution.

NetApp Host Utility Kit

NetApp recommends installing the NetApp Host Utility Kit (Host Utilities) on the operating systems of hosts that
are connected to and accessing NetApp storage systems. Native Microsoft Multipath 1/0 (MPIO) is supported.
The OS must be asymmetric logical unit access (ALUA)-capable for multipathing. Installing the Host Utilities
configures the host bus adapter (HBA) settings for NetApp storage.

NetApp Host Utilities can be downloaded here. In this solution, we have installed Linux Host Utilities 7.1 on the
host.

[root@hc-cloud-secure-1 ~1# rpm -ivh netapp linux unified host utilities-
7-1.x86_64.rpm

13


https://docs.netapp.com/us-en/cloud-manager-ontap-onprem/task-discovering-ontap.html
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab

Discover ONTAP storage

Make sure the iISCSI service is running when the log-ins are supposed to occur. To set the log-in mode for a
specific portal on a target or for all the portals on a target, use the iscsiadm command.

[root@hc-cloud-secure-1 ~]# rescan-scsi-bus.sh
[root@hc-cloud-secure-1 ~]# iscsiadm -m discovery -t sendtargets -p
<iscsi-lif-ip>

[root@hc-cloud-secure-1 ~]# iscsiadm -m node -L all

Now you can use sanlun to display information about the LUNs connected to the host. Make sure that you are
logged in as root on the host.

[root@hc-cloud-secure-1 ~]# sanlun lun show
controller (7mode/E-Series) /

device host lun
vserver (cDOT/FlashRay) lun-pathname filename adapter protocol size

product
Healthcare SVM /dev/sdb host33 iSCSI 200g
cDOT

/vol/hc iscsi vol/iscsi lunl
Healthcare SVM /dev/sdc host34 iSCSI 200g
cDOT

/vol/hc_iscsi vol/iscsi lunl

Configure multipathing

Device Mapper Multipathing (DM-Multipath) is a native multipathing utility in Linux. It can be used for
redundancy and to improve performance. It aggregates or combines the multiple 1/0 paths between servers
and storage, so it creates a single device at the OS Level.

1. Before setting up DM-Multipath on your system, make sure that that your system has been updated and
includes the device-mapper-multipath package.

[root@hc-cloud-secure-1 ~]# rpm -galgrep multipath
device-mapper-multipath-1ibs-0.8.4-31.e18.x86 64
device-mapper-multipath-0.8.4-31.e18.x86 64

2. The configuration file is the /etc/multipath.conf file. Update the configuration file as shown below.
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[root@hc-cloud-secure-1 ~]# cat /etc/multipath.conf

defaults {
path checker readsector(
no path retry fail

}

devices {

device {
vendor "NETAPP "
product "LUN.*"
no_path retry queue
path checker tur

3. Enable and start the multipath services.

[root@hc-cloud-secure-1 ~]# systemctl enable multipathd.service
[root@hc-cloud-secure-1 ~]# systemctl start multipathd.service

4. Add the loadable kernel module dm-multipath and restart the multipath service. Finally, check the
multipathing status.

[root@hc-cloud-secure-1 ~]# modprobe -v dm-multipath
insmod /lib/modules/4.18.0-408.el18.x86 64/kernel/drivers/md/dm-
multipath.ko.xz

[root@hc-cloud-secure-1 ~]# systemctl restart multipathd.service

[root@hc-cloud-secure-1 ~]# multipath -11
3600a09803831494c372b545a4d786278 dm-2 NETAPP,LUN C-Mode

size=200G features='3 queue if no path pg init retries 50' hwhandler='1l
alua' wp=rw

| -+- policy='service-time 0' prio=50 status=active

| "= 33:0:0:0 sdb 8:16 active ready running

‘—+- policy='service-time 0' prio=10 status=enabled

"= 34:0:0:0 sdc 8:32 active ready running

@ For detailed information about these steps, see here.

Create physical volume

Use the pvcreate command to initialize a block device to be used as a physical volume. Initialization is
analogous to formatting a file system.
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[root@hc-cloud-secure-1 ~]# pvcreate /dev/sdb
Physical volume "/dev/sdb" successfully created.

Create volume group
To create a volume group fr