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Installation and configuration

FlexPod for OpenShift Container Platform 4 bare-metal
installation

Previous: Solution components.

To understand FlexPod for OpenShift Container Platform 4 bare-metal design,
deployment details, and the NetApp Astra Trident installation and configuration, see
FlexPod with OpenShift Cisco Validated Design and Deployment guide (CVD). This CVD
covers FlexPod and OpenShift Container Platform deployment using Ansible. The CVD
also provide detailed information about preparing worker nodes, Astra Trident installation,
storage backend, and storage class configurations, which are the few prerequisites for
deploying and configuring Astra Control Center.

The following figure illustrates the OpenShift Container Platform 4 Bare Metal on FlexPod.
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FlexPod for OpenShift Container Platform 4 on VMware installation

For more information about deploying Red Hat OpenShift Container Platform 4 on FlexPod running VMware
vSphere, see FlexPod Datacenter for OpenShift Container Platform 4.


https://docs.netapp.com/us-en/flexpod/hybrid-cloud/flexpod-rho-cvo-solution-components.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_iac_redhat_openshift.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_openshift_platform_4.html

The following figure illustrates FlexPod for OpenShift Container Platform 4 on vSphere.

' et —Sndeube—beulaies-~Consngiont-<tont ot = -~ loning tes Sttt ~ gngisie g~ Bosiniinagt-- e it~ oty et
: :
I
| !
I I
' TTINITL '
| 1
:»\ me }'
[ ESXi ESXi ESXi ESXi K
I I
 EER, L, e :
| UCSB200M5 UCSB200M5 UCS B200 M5 UCS B200 M5
¥ FlexPod Infrastructure -

Next: Red Hat OpenShift on AWS.

Red Hat OpenShift on AWS

Previous: FlexPod for OpenShift Container Platform 4 bare-metal installation.

A separate self-managed OpenShift Container Platform 4 cluster is deployed on AWS as
a DR site. The master and worker nodes span across three availability zones for high

availability.
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[ec2-user@ip-172-30-164-92 ~]$ oc get nodes

NAME STATUS ROLES AGE VERSION
ip-172-30-164-128.ec2.internal Ready worker 29m v1.22.8+f34b40c
ip-172-30-164-209.ec2.internal Ready master 36m v1.22.8+£34b40c
ip-172-30-165-160.ec2.internal Ready master 33m v1.22.8+£34b40c
ip-172-30-165-93.ec2.internal Ready worker 30m v1.22.8+f34b40c
ip-172-30-166-162.ec2.internal Ready master 36m v1.22.8+£34b40c
ip-172-30-166-51.ec2.internal Ready worker 28m v1.22.8+£34b40c

OpenShift is deployed as a private cluster into an existing VPC on AWS. A private OpenShift Container
Platform cluster does not expose external endpoints and is accessible from only an internal network and is not
visible to the internet. A single-node NetApp Cloud Volumes ONTAP is deployed using NetApp Cloud Manager,
which provides a storage backend to Astra Trident.

For more information about installing OpenShift on AWS, see OpenShift documentation.

Next: NetApp Cloud Volumes ONTAP.

NetApp Cloud Volumes ONTAP

Previous: Red Hat OpenShift on AWS.

The NetApp Cloud Volumes ONTAP instance is deployed on AWS, and it serves as
backend storage to Astra Trident. Before adding a Cloud Volumes ONTAP working
environment, a Connector must be deployed. The Cloud Manager prompts you if you try
to create your first Cloud Volumes ONTAP working environment without a Connector in
place. To deploy a Connector in AWS, see Create a Connector.

To deploy Cloud Volumes ONTAP on AWS, see Quick Start for AWS.

After Cloud Volumes ONTAP is deployed, you can install Astra Trident and configure the storage backend and
snapshot class on the OpenShift Container Platform cluster.

Next: Astra Control Center installation on OpenShift Container Platform.

Astra Control Center installation on OpenShift Container
Platform

Previous: NetApp Cloud Volumes ONTAP.

You can install Astra Control Center either on OpenShift cluster running on FlexPod or on
AWS with a Cloud Volumes ONTAP storage backend. In this solution, Astra Control
Center is deployed on the OpenShift bare-metal cluster.

Astra Control Center can be installed using the standard process described here or from the Red Hat
OpenShift OperatorHub. Astra Control Operator is a Red Hat certified operator. In this solution, Astra Control
Center is installed using the Red Hat OperatorHub.


https://docs.openshift.com/container-platform/4.8/installing/installing_aws/installing-aws-private.html
https://docs.openshift.com/container-platform/4.8/installing/installing_aws/installing-aws-vpc.html
https://docs.netapp.com/us-en/cloud-manager-setup-admin/task-creating-connectors-aws.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-getting-started-aws.html
https://docs.netapp.com/us-en/astra-control-center/get-started/install_acc.html

Environment requirements

 Astra Control Center supports multiple Kubernetes distributions; for Red Hat OpenShift, the supported
versions include Red Hat OpenShift Container Platform 4.8 or 4.9.

+ Astra Control Center requires the following resources in addition to the environment’s and the end-user’s
application resource requirements:

Components Requirement

Storage backend capacity At least 500GB available

Worker nodes At least 3 worker nodes, with 4 CPU cores and 12GB
RAM each

Fully qualified domain name (FQDN) address An FQDN address for Astra Control Center

Astra Trident Astra Trident 21.04 or newer installed and configured

Ingress controller or Configure the ingress controller to expose Astra

load balancer Control Center with a URL or load balancer to provide

IP address which will resolve to the FQDN

* You must have an existing private image registry to which you can push the Astra Control Center build
images. You need to provide the URL of the image registry where you upload the images.

@ Some images are pulled while executing certain workflows, and containers are created and
destroyed when necessary.

« Astra Control Center requires that a storage class be created and set as the default storage class. Astra
Control Center supports the following ONTAP drivers provided by Astra Trident:

o ontap-nas
o ontap-nas-flexgroup
o ontap-san

o ontap-san-economy

@ We assume that the deployed OpenShift clusters have Astra Trident installed and configured
with an ONTAP backend, and a default storage class is also defined.

* For application cloning in OpenShift environments, Astra Control Center needs to allow OpenShift to mount
volumes and change the ownership of files. To modify the ONTAP export policy to allow these operations,
run the following commands:

export-policy rule modify -vserver <storage virtual machine name>
-policyname <policy name> -ruleindex 1 -superuser sysS
export-policy rule modify -vserver <storage virtual machine name>
-policyname <policy name> -ruleindex 1 -anon 65534

To add a second OpenShift operational environment as a managed compute resource, make
sure that the Astra Trident Volume snapshot feature is enabled. To enable and test volume
snapshots with Astra Trident, see the official Astra Trident instructions.


https://docs.netapp.com/us-en/trident/trident-use/vol-snapshots.html

* A VolumeSnapClass should be configured on all Kubernetes clusters from where the applications is
managed. This could also include the K8s cluster on which Astra Control Center is installed. Astra Control
Center can manage applications on the K8s cluster on which it is running.

Application management requirements

* Licensing. To manage applications using Astra Control Center, you need an Astra Control Center license.

» Namespaces. A namespace is the largest entity that can be managed as an application by Astra Control
Center. You can choose to filter out components based on the application labels and custom labels in an
existing namespace and manage a subset of resources as an application.

» StorageClass. If you install an application with a StorageClass explicitly set and you need to clone the
application, the target cluster for the clone operation must have the originally specified StorageClass.
Cloning an application with an explicitly set StorageClass to a cluster that does not have the same
StorageClass fails.

» Kubernetes resources. Applications that use Kubernetes resources not captured by Astra Control might
not have full application data management capabilities. Astra Control can capture the following Kubernetes
resources:

Kubernetes resources

ClusterRole ClusterRoleBinding ConfigMap
CustomResourceDefinition CustomResource CronJob

DaemonSet HorizontalPodAutoscaler Ingress
DeploymentConfig MutatingWebhook PersistentVolumeClaim
Pod PodDisruptionBudget PodTemplate
NetworkPolicy ReplicaSet Role

RoleBinding Route Secret

Validating\Webhook

Install Astra Control Center using OpenShift OperatorHub

The following procedure installs Astra Control Center using Red Hat OperatorHub. In this solution, Astra
Control Center is installed on a bare-metal OpenShift cluster running on FlexPod.

1. Download the Astra Control Center bundle (astra-control-center-[version].tar.gz) from the
NetApp Support site.

2. Download the .zip file for the Astra Control Center certificates and keys from the NetApp Support site.

3. Verify the signature of the bundle.

openssl dgst -sha256 -verify astra-control-center|[version] .pub
-signature <astra-control-center[version].sig astra-control-

center[version].tar.gz

4. Extract the Astra images.


https://docs.netapp.com/us-en/trident/trident-use/vol-snapshots.html
https://mysupport.netapp.com/site/products/all/details/astra-control-center/downloads-tab
https://mysupport.netapp.com/site/products/all/details/astra-control-center/downloads-tab

tar -vxzf astra-control-center-[version].tar.gz

5. Change to the Astra directory.

cd astra-control-center-[version]

6. Add the images to your local registry.

For Docker:
docker login [your registry path]OR
For Podman:

podman login [your registry path]

7. Use the appropriate script to load the images, tag the images, and push them to your local registry.

For Docker:

export REGISTRY=[Docker registry path]
for astralImageFile in $(ls images/*.tar) ; do

# Load to local cache. And store the name of the loaded image trimming
the 'Loaded images: '

astralImage=$ (docker load --input S${astralmageFile} | sed 's/Loaded
image: //'")

astraImage=$ (echo ${astraImage} | sed 's!localhost/!!")

# Tag with local image repo.

docker tag ${astralImage} S${REGISTRY}/${astralmage}

# Push to the local repo.

docker push ${REGISTRY}/S${astralmage}
done

For Podman:



export REGISTRY=[Registry path]
for astralImageFile in $(ls images/*.tar) ; do
# Load to local cache. And store the name of the loaded image trimming

the 'Loaded images:

astralmage=$ (podman load --input ${astralmageFile} | sed 's/Loaded
image(s): //")
astraImage=$ (echo S${astraImage} | sed 's!localhost/!!")

# Tag with local image repo.

podman tag S${astralmage} ${REGISTRY}/S$S{astralmage}
# Push to the local repo.

podman push ${REGISTRY}/${astralmage}

done

8. Log into the bare-metal OpenShift cluster web console. From the side menu, select Operators >
OperatorHub. Enter astra to list the netapp-acc-operator.
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@ netapp-acc-operator is a certified Red Hat OpenShift Operator and is listed under the
OperatorHub catalogue.

9. Select netapp-acc-operator and click Install.



netapp-acc-operator x

22 4 3 prowded by NeLADD

Latest version Astra Controd is an application-aware data management solution that Manages. protects and moves data-
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STV Upgrads
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Refer 1o Installation Procedure to deploy Astra Control Center uting the Operator
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Source
Certified Refer to Astra Control Center Documentatron to complete the setup and start managing applicabons
MNOTE: The version listed under Larest verzion on this page might not reflect the actual version of NetApp
Provider
Astra Control Center you are installing. The version in the file name of the Astra Control Center bundle that
MatiApp

you download from the NetApp Support Site is the version of Astra Control Center that will be installed

10. Select the appropriate options and click Install.
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11. Approve the installation and wait for the operator to be installed.




@ netapp-acc-operator A
Z22.4.3 provided by NetApp

Manual approval required

Review the manual install plan for operators acc-operatorv22.4.3. Once approved, the
following resources will be created in order to satisfy the reguirements for the
components specified in the plan. Click the rescurce name to view the rescurce in detail.

View installed Operators in Mamespace netapp-acc-operator

12. At this stage, the operator is installed successfully and ready for use. Click View Operator to start the
installation of Astra Control Center.

@ netapp-acc-operator Q
22.4.3 provided by NetApp

Installed operator - ready for use

View Operator View installed Operators in Namespace netapp-acc-operator

13. Before installing Astra Control Center, create the pull secret to download Astra images from the Docker
registry that you pushed earlier.



o8 Admimnistrator

@ netapp-acc-operator

Search
AP Expllorer Provided APls

Events

(= Astra Control Canter
Crperatons

Operatoriub

Irestnlled Operaton

C
Warkloads
Description

Pods
Deployments ’ ™
DeploymentConfigs i X v |
StatefulSets i » ent le y* i hck UL
Secrets How to deploy Astra Control
ConfigMaps aler T 1 Procedure to deploy Axtia trod Cente

14. To pull the Astra Control Center images from your Docker private repo, create a secret in the netapp-
acc-operator namespace. This secret name is provided in the Astra Control Center YAML manifest in a

later step.

10



Project netapp-acc-operator =

Create image pull secret

Image pull secrets let you authenticate against 3 private image registry,

Secret name *

astra-reglstry-cred

Unigue name of the new secret,
Authentication type
Image registry cradenuals -

Registry server address *

For sxample quay.io of dockerio

Username *

Email

abhinavd@netapp.com

© Add credentials

15. From the side menu, select Operators > Installed Operators and click Create Instance under the provided
APls section.
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OperatorHub

installed Operators

% Administrator

Operators

OperatorHub
Installed Operators

Workloads

Networking

Storage

Builds

Observe

Compute

User Management

Admintstration

Provided APIs

=% Astra Control Center

3"E-.ér‘. netapp-acc-operator
Create AstraControlCenter

Configure via  ® Form view YAML view

) Note: Some fields may not be represented in this form view. Please sefect "YAML view” for full control.

Name *

acc

Labels

Aurto Support * »

Astra Address *

Astra Version *

Under Astra Address, provide the FQDN address for Astra Control Center. This address is
@ used to access the Astra Control Center Web console. The FQDN should also resolve to a
reachable IP network and should be configured in the DNS.

17. Enter an account name, email address, administrator last name, and retain the default volume reclaim
policy. If you are using a load balancer, set the Ingress Type to AccTraefik. Otherwise, select Generic for

12



Ingress.Controller. Under Image Registry, enter the container image registry path and secret.

& Administrator oject netapp-acc-operator =

Account Namae *

Operators
Email *
OperatorHub i at
Installed Operators
Last Name

Workloads

Violume Reclaim Policy

Storage

Builds Ingress Type

Compute Astra Kube Config Secret
User Management
Image Registry

Administration

Mame

Secret

In this solution, the Metallb load balancer is used. Therefore, the ingress type is AccTraefik.
@ This exposes the Astra Control Center traefik gateway as a Kubernetes service of type
LoadBalancer.

18. Enter the admin first name, configure the resource scaling, and provide the storage class. Click Create.
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@

19. Verify that all system components have been installed successfully and that all pods are running.

14

root@abhinav-ansible# oc get pods -n netapp-acc-operator

NAME READY
RESTARTS AGE

acc-helm-repo-77745b49b5-7zg2v 1/1
10m

acc-operator-controller-manager-5c656c44c6-tgnmn 2/2
13m

activity-589c6d59f4-x2sfs 1/1

STATUS

Running 0
Running 0
Running 0
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9m5s

cert-manager-cainjector-75959db744-415p5

9mo6s

cert-manager-webhook-765556b869-gowdf

9m6s
cloud-extension-5d595f85f-txrfl
5m27s

cloud-insights-service-674649567b-5s4wd

5m49s
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omlls
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Tm20s
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6m20s
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5m26s

fluent-bit-ds-278pg

3m35s

fluent-bit-ds-5pgc6

3m35s
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3m35s

fluent-bit-ds-9gbft

3m35s
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16

3m20s
identity-5d4f4c87c9-wjz6c
6m27s

influxdb2-0

9m33s

krakend-657d44bf54-8cb56

3m21ls

license-594bbdc-rghdg

6m28s
login-ui-6c65fbbbd4-jg8wz
3ml7s

loki-0

9m30s
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10m
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9m43s
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9m22s
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9ml18s
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9ml18s
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2m53s
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5m27s
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Tm37s

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

17



@ Each pod should have a status of Running. It might take several minutes before the system
pods are deployed.

20. When all pods are running, run the following command to retrieve the one-time password. In the YAML
version of the output, check the status.deploymentState field for the deployed value, and then copy
the status.uuid value. The password is AcC- followed by the UUID value. (ACC-[UUID]).

root@abhinav-ansible# oc get acc -o yaml -n netapp-acc-operator

21. In a browser, navigate to the URL by using the FQDN that you had provided.

22. Log in using the default user name, which is the email address provided during the installation and the one-
time password ACC-[UUID].

[ Nty deta x4+ = R

- (o] & Notsscure | mips/sococp fegpodinetappcomyiog

N NetApp M Astra Control Center

Log In to NetApp Astra Control Center Ma nage, protect, a nd

abhinay Hgnitapp cam

e I migrate your Kubernetes
[ £ T applications with just a few

clicks!

@ If you enter an incorrect password three times, then the administrator account is locked for
15 minutes.

23. Change the password and proceed.

18



M NetApp M Astra Control Center

Welcome to NetApp Astra Control Center Manage, protect, and

migrate your Kubernetes

applications with just a few

clicks!

= Al l2as! ong s

UPDATE PASSWORD

For more information about the Astra Control Center installation, see the Astra Control Center Installation
overview page.

Set up Astra Control Center

After you install Astra Control Center, log into the Ul, upload the license, add clusters, manage storage, and
add buckets.

1. On the home page under Account, go to the License tab and select Add License to upload the Astra

license.
.l' An Astra Controd Center hoense was not found, Your Astra Control Center functionality i limiied More information (2
- L o
- °°F +
B Dashbsoard
,ﬂ, Account
i) Applications Users Cradentials Motifications License Packages Connactions
¥l Chusters
= ASTRA CONTROL CENTER LICENSE OVERVIEW
You have no active Astra Contrel Center license
= Backends
o g 1 A antr n m Ahen you receive your Ticense, select Add license

0 suckets

m Haue e Ilcense‘
Select Add lcense to manually upload your evaluation lcense fite. More information [
[E] Activity Add Bo

T} Suppart

Astra Data Store licenses

+  Manually add lioense

2. Before adding the OpenShift cluster, create an Astra Trident Volume snapshot class from the OpenShift
web console. The Volume snapshot class is configured with the csi.trident.netapp.io driver.
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S SOtDIGE RO Create VolumeSnapshotClass

Operators

Workloads

Networking

Storage
PersistentVolumes
PersistentVolumeClaims
StorageClasses
VolumeSnapshots

VolumeSnapshotClasses

VolumeSnapshotContents

3. To add the Kubernetes cluster, go to Clusters on the home page and click Add Kubernetes Cluster. Then
upload the kubeconfig file for the cluster and provide a credential name. Click Next.

ffl Add Kubernetes cluster FTER A EAL CRER TN o

CREDENTIALS

Upload file Paste from clipboard

kubeconfig-noingress ) onprem-ocp-bm
3 J

4. The existing storage classes are discovered automatically. Select the default storage class, click Next, and
then click Add cluster.
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1 Add cluster

ETORAGE

sot defaislt  Storage class

- oEpnAsaC-gold

Storage provisianer Foctairn palicy Hinding mode Wigitsla

cELTganLnatapp. o Delnte trrTed Lt

STEP 3/3: STORAGE =

-

5. The cluster is added in few minutes. To add additional OpenShift Container Platform clusters, repeat steps

1-4.

@ To add an additional OpenShift operational environment as a managed compute resource,
make sure that the Astra Trident VolumeSnapshotClass objects are defined.

6. To manage the storage, go to Backends, click the three dots under Actions against the backend that you
would like to manage. Click Manage.

5 Backends

+  Add
MName 4 State
€190-chister 1) Discovered
haalthvyitfy (L) Dincovered
singlecvoaws 1) Cscovered

Capacity

Mot available yet

Mot available yat

W Managed QL Discovered €)

Thraaghput Type Cluster Claud Actions
Mot available yet OMNTAFR S.11.1 Het applicable Mot applcable
Manage
Not available yet OMNTAR 2111 Mot applicabla ot applcabilo
- - Aemave
AR 1 Mot applicable Not applicabile

HNot avallable yet

7. Provide the ONTAP credentials and click Next. Review the information and click Managed. The backends
should look like the following example.
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= Backends

<+ Add = Search % Managed () Discovered
13 of 3 or
Mame 4 State Capacity Throughput Type Cluster Cloud Actions
©190-chuster <) Available = 0.4/10.54 Tifk: 3.8% hot available yet ONTAP 9.11.1 not applicable Mot applicable H
healthylife (=) Availakle _ 3.16/106.42 Tig: 4.5% Not available yet ONTAP 5.11.1 Mot applicabies Mot applicable H
singlecvoaws (=) Available - 0,07/0.62 Tl 11.9% Not available yet ONTAP 9.91.1 Not apphcable Mot applicable E

8. To add a bucket to Astra Control, select Buckets and click Add.

& astra

] oashboard

5 Buckets

MANAGE YOUR APPLICATIONS

(€ Applications

,@ Clusters

MANSA Youn & BACE Mame 4 Descriptiaon State Type

£33 Backends

£ Account

@ Activity

9. Select the bucket type and provide the bucket name, S3 server name, or IP address and S3 credential.
Click Update.

B edit bucket e

STOHAGE BUCKET

u EDITING STORAGE
BUCKETS

Edit the access detads of your exsting ohject more bocket

aee @ -bucket n replace

t bocket

= t o i g R Fass mare im Slarsae Buckes [
escription (optional et
rip o 21 useant- Lamazonawe.com

Rake this bucket the default bucket for this cloud ’

SELECT CREDEMTIALS

astra Control reguires S5 access credentials with the rokes necessany to lacilitate Kubernatés application data mansgement.

Add  Use existing

Access (D Sucrel ey o

Covdoniial name
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@ In this solution, AWS S3 and ONTAP S3 buckets are both used. You can also use
StorageGRID.

The Bucket state should be Healthy.

[ Buckets

+  Add

Name 4 Description State Type Actions

acc-aws-bucket <) Henlthy 5 Genedic s3

=) Healthy FW nictapp ONTAR 53

As a part of Kubernetes cluster registration with Astra Control Center for application-aware data management,
Astra Control automatically creates role bindings and a NetApp monitoring namespace to collect metrics and

logs from the application pods and worker nodes. Make one of the supported ONTAP-based storage classes
the default.

After you add a cluster to Astra Control management, you can install apps on the cluster (outside of Astra
Control) and then go to the Apps page in Astra Control to manage the apps and their resources. For more

information about managing apps with Astra, see the App management requirements.

Next: Solution validation overview.
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