NetApp Cloud Insights for FlexPod
FlexPod

NetApp
February 12, 2024

This PDF was generated from https://docs.netapp.com/us-en/flexpod/hybrid-cloud/cloud-
insights_netapp_cloud_insights_for_flexpod.html on February 12, 2024. Always check docs.netapp.com

for the latest.



Table of Contents

NetApp Cloud Insights for FlexPod
TR-4868: NetApp Cloud Insights for FlexPod
Use cases
Architecture
Design considerations
Deploy Cloud Insights for FlexPod
Use cases
Videos and demos
Additional information

A BEA N =2 2

16
24
24



NetApp Cloud Insights for FlexPod
TR-4868: NetApp Cloud Insights for FlexPod

Alan Cowles, NetApp

In partnership with:

tlllnl'lt
CISCO

The solution detailed in this technical report is the configuration of the NetApp Cloud
Insights service to monitor the NetApp AFF A800 storage system running NetApp
ONTAP, which is deployed as a part of a FlexPod Datacenter solution.

Customer value

The solution detailed here provides value to customers who are interested in a fully-featured monitoring
solution for their hybrid cloud environments, where ONTAP is deployed as the primary storage system. This
includes FlexPod environments that use NetApp AFF and FAS storage systems.

Use cases
This solution applies to the following use cases:
» Organizations that want to monitor various resources and utilization in their ONTAP storage system

deployed as part of a FlexPod solution.

« Organizations that want to troubleshoot issues and shorten resolution time for incidents that occur in their
FlexPod solution with their AFF or FAS systems.

» Organizations interested in cost optimization projections, including customized dashboards to provide
detailed information about wasted resources, and where cost savings can be realized in their FlexPod
environment, including ONTAP.

Target audience
The target audience for the solution includes the following groups:

* IT executives and those concerned with cost optimization and business continuity.
 Solutions architects with an interest in data center or hybrid cloud design and management.

 Technical support engineers responsible for troubleshooting and incident resolution.

You can configure Cloud Insights to provide several useful types of data that you can use to assist with
planning, troubleshooting, maintenance, and ensuring business continuity. By monitoring the FlexPod
Datacenter solution with Cloud Insights and presenting the aggregated data in easily digestible customized
dashboards; it is not only possible to predict when resources in a deployment might need to be scaled to meet
demands, but also to identify specific applications or storage volumes that are causing problems within the
system. This helps to ensure that the infrastructure being monitored is predictable and performs according to
expectations, allowing an organization to deliver on defined SLA’'s and to scale infrastructure as needed,



eliminating waste and additional costs.

Architecture

In this section, we review the architecture of a FlexPod Datacenter converged
infrastructure, including a NetApp AFF A800 system that is monitored by Cloud Insights.

Solution technology

A FlexPod Datacenter solution consists of the following minimum components to provide a highly available,
easily scalable, validated, and supported converged infrastructure environment.

» Two NetApp ONTAP storage nodes (one HA pair)

» Two Cisco Nexus data center network switches

* Two Cisco MDS fabric switches (optional for FC deployments)

» Two Cisco UCS fabric interconnects

* One Cisco UCS blade chassis with two Cisco UCS B-series blade servers
Or
* Two Cisco UCS C-Series rackmount servers

For Cloud Insights to collect data, an organization must deploy an Acquisition Unit as a virtual or physical
machine either within their FlexPod Datacenter environment, or in a location where it can contact the
components from which it is collecting data. You can install the Acquisition Unit software on a system running
several supported Windows or Linux operating systems. The following table lists solution components for this
software.

Operating system Version

Microsoft Windows 10

Microsoft Windows Server 2012, 2012 R2, 2016, 2019
Red Hat Enterprise Linux 7.2-7.6

CentOS 72-76

Oracle Enterprise Linux 7.5

Debian 9

Ubuntu 18.04 LTS

Architectural diagram

The following figure shows the solution architecture.
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The following table lists the hardware components that are required to implement the solution. The hardware
components that are used in any particular implementation of the solution might vary based on customer

requirements.

Hardware

Cisco Nexus 9336C-FX2

Cisco UCS 6454 Fabric Interconnect
Cisco UCS 5108 Blade Chassis
Cisco UCS 2408 Fabric Extenders
Cisco UCS B200 M5 Blades

NetApp AFF A800

Software requirements

Quantity
2
2

N NN

The following table lists the software components that are required to implement the solution. The software
components that are used in any particular implementation of the solution might vary based on customer

requirements.



Software Version

Cisco Nexus Firmware 9.3(5)

Cisco UCS Version 4.1(2a)

NetApp ONTAP Version 9.7

NetApp Cloud Insights Version September 2020, Basic
Red Hat Enterprise Linux 7.6

VMware vSphere 6.7U3

Use case details

This solution applies to the following use cases:
* Analyzing the environment with data provided to NetApp Active 1Q digital advisor for assessment of storage
system risks and recommendations for storage optimization.

 Troubleshooting problems in the ONTAP storage system deployed in a FlexPod Datacenter solution by
examining system statistics in real-time.

* Generating customized dashboards to easily monitor specific points of interest for ONTAP storage systems
deployed in a FlexPod Datacenter converged infrastructure.

Design considerations

The FlexPod Datacenter solution is a converged infrastructure designed by Cisco and
NetApp to provide a dynamic, highly available, and scalable data center environment for
the running of enterprise workloads. Compute and networking resources in the solution
are provided by Cisco UCS and Nexus products, and the storage resources are provided
by the ONTAP storage system. The solution design is enhanced on a regular basis, when
updated hardware models or software and firmware versions become available. These
details, along with best practices for solution design and deployment, are captured in
Cisco Validated Design (CVD) or NetApp Verified Architecture (NVA) documents and
published regularly.

The latest CVD document detailing the FlexPod Datacenter solution design is available here.

Deploy Cloud Insights for FlexPod
To deploy the solution, you must complete the following tasks:

1. Sign up for the Cloud Insights service

2. Create a VMware virtual machine (VM) to configure as an Acquisition Unit

3. Install the Red Hat Enterprise Linux (RHEL) host

4. Create an Acquisition Unit instance in the Cloud Insights Portal and install the software

5. Add the monitored storage system from the FlexPod Datacenter to Cloud Insights.


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_vmware_vs_7_design.html

Sign up for the NetApp Cloud Insights service

To sign up for the NetApp Cloud Insights Service, complete the following steps:

1. Go to https://cloud.netapp.com/cloud-insights

2. Click the button in the center of the screen to start the 14-day free trial, or the link in the upper right corner
to sign up or log in with an existing NetApp Cloud Central account.

Create a VMware virtual machine to configure as an acquisition unit
To create a VMware VM to configure as an acquisition unit, complete the following steps:

1. Launch a web browser and log in to VMware vSphere and select the cluster you want to host a VM.
2. Right-click that cluster and select Create A Virtual Machine from the menu.
1] Add Hosts._
19 New Virtual Machine...
¥ New Resource Pool...
13 Deploy OVF Template...
EE New vApp...
Storage >
Host Profiles >
Edit Default WM Compatibility...
G+ Assign License._.

Settings

3. In the New Virtual Machine wizard, click Next.
4. Specify the name of the VM and select the data center that you want to install it to, then click Next.

5. On the following page, select the cluster, nodes, or resource group you would like to install the VM to, then
click Next.

6. Select the shared datastore that hosts your VMs and click Next.
7. Confirm the compatibility mode for the VM is setto ESXi 6.7 or later and click Next.

8. Select Guest OS Family Linux, Guest OS Version: Red Hat Enterprise Linux 7 (64-bit).


https://cloud.netapp.com/cloud-insights

Select a guest OS5

Choose the guest OS5 that will be installed on the virtual machine

Identifying the guest operating system here allows the wizard to provide the appropriate

defaults for the operating system installation.

Guest O5 Family: ILinle j

Guest OS Version: | Red Hat Enterprise Linux 7 (64-bit)

Compatibility: ESXi 6.7 and later (VM version 14)

CANCEL BACK NEXT

9. The next page allows for the customization of hardware resources on the VM. The Cloud Insights
Acquisition Unit requires the following resources. After the resources are selected, click Next:

3]

a. Two CPUs
b.

8GB of RAM
100GB of hard disk space

A network that can reach resources in the FlexPod Datacenter and the Cloud Insights server through
an SSL connection on port 443.

An ISO image of the chosen Linux distribution (Red Hat Enterprise Linux) to boot from.



Customize hardware

Configure the virtual machine hardware

Virtual Hardware VM Options

» CPUT

Memory *

New Hard disk *

New 5CS5/ controller *

New Network *

New CD/DVD Drive *

» Videocard ®

VMCI device

’ ADD NEW DEVICE I

2 (¥ ﬂ N—
8 j GB
100 GE -

YWMware Paravirtual

WM_Metwork - v Connect...

¥ connect. .
Datastore 150 File

Specify custom settings

Device on the virtual machine PCI bus that
provides suppart for the virtual machine

communication interface [w |

Compatibility: ESXi 6.7 and later (%YM version 14)

CANCEL BACK NEXT

10. To create the VM, on the Ready to Complete page, review the settings and click Finish.

Install Red Hat Enterprise Linux

To install Red Hat Enterprise Linux, complete the following steps:

1. Power on the VM, click the window to launch the virtual console, and then select the option to Install Red

Hat Enterprise Linux 7.6.



Red Hat Enterprise Linux 7.6

Install Red Hat Enterprise Linux 7.6
Test this media & install Red Hat Enterprise Linux 7.6

Troubleshoot ing

2. Select the preferred language and click Continue.

The next page is Installation Summary. The default settings should be acceptable for most of these
options.
3. You must customize the storage layout by performing the following options:
a. To customize the partitioning for the server, click Installation Destination.

b. Confirm that the VMware Virtual Disk of 100GiB is selected with a black check mark and select the |
Will Configure Partitioning radio button.



Device Selection

Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's
"Begin Installation" button.

Local Standard Disks

100 GiB

@

VMware Virtual disk
sda / 100 GiB free

Disks left unselected here will not be touched.
Specialized & Network Disks

| @
Add a disk...
Disks left unselected here will not be touched.
Other Storage Options
Partitioning
() Automatically configure partitioning.  (®) | will configure partitioning.

| would like to make additional space available

Full disk summary and boot loader... 1 disk selected; 100 GiB capacity; 100 GiB free Refresh...

c. Click Done.

A new menu displays enabling you to customize the partition table. Dedicate 25 GB each to
/opt/netapp and /var/log/netapp. You can automatically allocate the rest of the storage to the
system.



MANUAL PARTITIONING

Done

- New Red Hat Enterprise Linux 7.6
Installation

/var/log/netapp 25 GiB
rhel-var_log_netapp
/boot 1024 MiB
sdal
/ 40 GiB
rhel-root
swap 8064 MiB
rhel-swap

+ - c

TOTAL SPACE

AVAILABLE SPACE
1140.97 MiB | 100 GiB

1 storage device selected

d. To return to Installation Summary, click Done.

4. Click Network and Host Name.

10

a. Enter a host name for the server.

RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

rhel-opt_netapp

Mount Paint:
/opt/netapp

Desired Capacity:
25 GiB

Device Type:
LVM v | Encrypt
File System:

xfs - v Re

Label:

Device(s):

VMware Virtual disk (sda)

Volume Group

rhel 4096 KiB free

Modify...

Name:

opt_netapp

Reset All

b. Turn on the network adapter by clicking the slider button. If Dynamic Host Configuration Protocol

(DHCP) is configured on your network, you will receive an IP address. If it is not, click Configure, and

manually assign an address.




NETWORK & HOST NAME RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

=

P Ethernet (ens192)

" VMware VMXNET3 Ethemet Controlier / | Ethernet (ens192) n:]

g-'__‘_;,.-, Connected
Hardware Address 00:50:56:AD:13:69
Speed 10000 Mb/s
IP Address 10.63.172.12
Subnet Mask 255.255.255.0
Default Route 10.63.172.1

DNS 10.61.184.251 10.61.184.252

+ _ Configure...

Host name: Netapp~AUi Apply Current host name: localhost

c. . Click Done to return to Installation Summary.
5. On the Installation Summary page, click Begin Installation.

6. On the Installation Progress page, you can set the root password or create a local user account. When the
installation finishes, click Reboot to restart the server.

11



CONFIGURATION RED HAT ENTERPRISE LINUX 7.6 INSTALLATION
B3 us Helpl!

4 redhat

Red Hat Enterprise Linux is now successfully installed and ready for you to use!
Go ahead and reboot to start using it!

Reboot

7. After the system has rebooted, log in to your server and register it with Red Hat Subscription Manager.

[root@Netapp-AU ~]# subscription-manager register

Registering to: subscription.rhsm.redhat.com:443/subscription
Username: alan.cowles@netapp.com

Password:

The system has been registered with ID: a47f2e7b

The registered system name is: Netapp-AU

[root@Netapp-AU ~]#

8. Attach an available subscription for Red Hat Enterprise Linux.

boabgoe
d Support ( ckets, NFR, Partner Only)

Create an acquisition unit instance in the Cloud Insights portal and install the
software

To create an acquisition unit instance in the Cloud Insights portal and install the software, complete the

12



following steps:

1. From the home page of Cloud Insights, hover over the Admin entry in the main menu to the left and select
Data Collectors from the menu.

{& ADMIN Subscription

User Management
CLOUD SECURE

Data Collectors
© HELP Notifications

Audit

APl Access

F R LR

2. In the top center of the Data Collectors page, click the link for Acquisition Units.

Data Collectors [LF) Acquisition Units

3. To create a new Acquisition Unit, click the button on the right.

-+ Acquisition Unit Filter...

4. Select the operating system that you want to use to host your Acquisition Unit and follow the steps to copy

the installation script from the web page.

In this example, it is a Linux server, which provides a snippet and a token to paste into the CLI on our host.

The web page waits for the Acquisition Unit to connect.

13



Install Acquisition Unit
Cloud Insights collects device data via one or more Acquisition Units installed on local servers. Each Acquisition Unit can host multiple Data
Collectors, which send device metrics to Cloud Insights for analysis.

What Operating System or Platform Are You Using?

i) Linux v Linux Versions Supported @  Production Best Practices €@

Installation Instructions Need Help?

o Copy Installer Snippet
This snippet has a unique key valid for 24 hours for this Acquisition Unit only.

[=] Reveal Installer Snippet

o Paste the snippet into a bash shell to run the installer.

e Please ensure you have copied and pasted the snippetinto the bash shell.

5. Paste the snippet into the CLI of the Red Hat Enterprise Linux machine that was provisioned and click
Enter.

)-abef-

h && cu r1

) ) / tstrap
PRO H_SCHEME=$proxy_auth_
LLER_URL=%$domainU

The installation program downloads a compressed package and begins the installation. When the
installation is complete, you receive a message stating that the Acquisition Unit has been registered with
NetApp Cloud Insights.

14



> fvar/log/netapp/cloudinsights

To control the C
sudo cloudinsi
To unin 11:

sudo c

[root@Netapp-AU ~]

Add the monitored storage system from the FlexPod Datacenter to Cloud Insights

To add the ONTAP storage system from a FlexPod deployment, complete the following steps:

1. Return to the Acquisition Units page on Cloud Insights portal and find the listed newly registered unit. To
display a summary of the unit, click the unit.

NetApp-AU Restart -
Summary
Name P Status Last Reported Note
NetApp-AU 10.1.156.115 OK 9 minutes ago

2. To start a wizard to add the storage system, on the Summary page, click the button for creating a data
collector. The first page displays all the systems from which data can be collected. Use the search bar to
search for ONTAP.

15



NetApp PCS Sa... [/ Admin / Data Collectors / Add Data Collector

Choose a Data Collector to Monitor

V' Ontap ®
Il NetApp I NetApp I NetApp I NetApp
Cloud Volumes ONTAP Data ONTAP7-Mode ~ ONTAP Data Management ONTAP Select

Software

3. Select ONTAP Data Management Software.

A page displays that enables you to name your deployment and select the Acquisition Unit that you want to
use. You can provide the connectivity information and credentials for the ONTAP system and test the
connection to confirm.

M

Select a Data Collector Configure Data Collector

I NetApp Configure Collector

ONTAP Data Management Software

Add credentials and required settings Need Help?

Y Cenfiguration: Successfully pinged 192.168.156.50.
Cenfiguration: Successfully executed test command on device.

Name € Acquisition Unit

FlexPod Datacenter NetApp-AU -
NetApp Management IP Address User Name

192.168.156.50 admin
Password

Complete Setup Test Connection

Advanced Configuration

4. Click Complete Setup.

The portal returns to the Data Collectors page and the Data Collector begins its first poll to collect data
from the ONTAP storage system in the FlexPod Datacenter.

FlexPod Datacenter All stand-by NetApp ONTAP Data NetApp-AU 192.168.156.50 {)polling...
Management Software

Use cases

With Cloud Insights set up and configured to monitor your FlexPod Datacenter solution,

16



we can explore some of the tasks that you can perform on the dashboard to assess and
monitor your environment. In this section, we highlight five primary use cases for Cloud
Insights:

 Active 1Q integration

* Exploring real-time dashboards

 Creating custom dashboards

» Advanced troubleshooting

» Storage optimization
Active 1Q integration
Cloud Insights is fully integrated into the Active IQ storage monitoring platform. An ONTAP system, deployed
as a part of a FlexPod Datacenter solution, is automatically configured to send information back to NetApp
through the AutoSupport function, which is built into each system. These reports are generated on a scheduled

basis, or dynamically whenever a fault is detected in the system. The data communicated through AutoSupport
is aggregated and displayed in easily accessible dashboards under the Active IQ menu in Cloud Insights.

Access Active 1Q information through the Cloud Insights dashboard

To access the Active 1Q information through the Cloud Insights dashboard, complete the following steps:

1. Click the Data Collector option under the Admin menu on the left.

{&} ADMIN Subscription

User Management
CLOUD SECURE

Data Collectors
© HEL Notifications

Audit

APl Access

F CH e LR

2. Filter for the specific Data Collector in your environment. In this example, we filter by the term FlexPod.

NetApp PCSSa... / Admin / Data Collectors

Data Collectors (X0 Acquisition Units O ;]

Data Collectors (1) FlexPod ®

0O Name Status Type Acquisition Unit P Impact Last
— Acquired

FlexPod Datacenter All successful NetApp ONTAP Data NetApp-AU 192.168.156.50 10 minutes ago
Management Software

17



3. Click the Data Collector to get a summary of the environment and devices that are being monitored by that

18

collector.
NetApp PCS Sa. / Admin / Data Collectors / Installed / FlexPod Datacenter 2/ Edit -
Summary
Name Type Types of Data Collected Performance Recent Status Note
FlexPod Datacenter NetApp ONTAP Data Inventory, Performance Success
Management Software
Acquisition Unit Inventory Recent Status
NetApp-AU Success 4

Event Timeline (Last 3 Weeks)

Inventory
Performance

3 Weeks Ago

Inventory 10/15/2020 1:51:42 PM - 10/19/2020 11:42:15 AM

Devices Reported by This Collector (1)

Device T
‘E Storage

2 Weeks Ago 1 Week Ago

Name IP

2ald-ag800 [ 192.168.156.50

Under the device list near the bottom, click on the name of the ONTAP storage system being monitored.
This displays a dashboard of information collected about the system, including the following details:

o Model
o Family
ONTAP Version

o

o Raw Capacity
> Average IOPS
> Average Latency

> Average Throughput

NetApp PCS Sa... / @ aal4-ag00

(© Last2Hours - o 2 Edit

Acquired 13 minutes ago, 12:51 PM

Storage Summary < 5m User Data
Model: 1P: I10PS - Total: Performance Policies: Note
AFF-A800 192.168.156.50 4,972.7010/s Testing annotations
Risks: ,
Vendor: Microcode Version: Throughput - Total: @ 35 risks detected Testing riles
NetApp 9.7.0P1 clustered Data ONTAP 7.98 MB/s by G} ActivelQ [£
Family: Raw Capacity: Management:
AFF 43,594.6 GB HTTPS://192.168.156.50:443
Serial Number: Latency - Total: FC Fabrics Connected:
1-80-000011 0.05 ms o
Expert View Display Metrics + » Hide Resources
Lat Total (ms) Resource
atency - Total (ms)
6 [ | [E] aal4-ag00
Monday 10/19/2020 10:36:38 AM
2a14-a800: 0.04 ms.
® Top Correlated
O @ aal4-ag00-2 79%
0
10:30 AM 11:00 AM 1:30 AM 12:00 PM 12:30 PM 1:00 PM O Jm A 239%

Also, on this page under the Performance Policies section, you can find a link to NetApp Active Q.



= 5m

Performance Policies:

Risks:
© 35 risks detected
by (1) ActivelQ [£

4. To open a new browser tab and take you to the risk mitigation page, which shows which nodes are
affected, how critical the risks are, and what the appropriate action is that needs to be taken to correct the

identified issues, click the link for Active 1Q.

D
Active 1Q Digital Advisor

Discovery Dashboard

“ Active IQ

Asset Insights

Q

{2} Set a default view

[ Home > Cisco SystemsInc. > CISCO SYSTEMS - RTP- BUILDING 9 > aai4-ag800
~” Health Security Vulnerability Proactive Remediation Best Practices
Q High Medium Low
L] Ack Node % SerialNo % ImpactLevel % Public 4 Category %
=
a214-a800-2 941834000459 High No ONTAP
-—
=
o a214-a800-2 941834000459 High Yes FAS Hardware
o 2214-2800-2 941834000459 High Yes ONTAP
o] 3314-3800-2 941834000459 High Yes ONTAP
3314-3800-1 941834000183 High No ONTAP

1-17 of 17 results

Explore real-time dashboards

Performance

System Health

Risk +

Anetwork interface (LIF) using a port on a X111
6A, X1146A or X91146A NIC might not fail over t
oanalternate port.

On AFF A800 systems an erroneeus 'Critical Hig
h' sensor reading can result in a system shutdo
wn.

AFF systems running an unfixed version of ONT
AP with data compaction enabled and host ser
vices over FCP,iSCSI or NVMe can experience a
disruption in service due to BUG 1273955

ONTAP 9.7 running on an All-Flash FAS (AFF) sy
stem having SAN workload might cause a contr
oller disruption.

Anetwork interface (LIF) using a port on a X111
6A. X1146A or X91146A NIC might not fail overt

1

Storage Virtual Machine Health

Health Trending

Details %

A previously operational port on a X1116A, X1146A or X31146A NI

€ that encounters a fatal error with no preceding "link down” eve
ntwill still report the link status as "up" instead of reporting link s
tatus as "down”.

Potential Impact: Any network interface (LIF) using the port does
not fail over to an alternate port in the event of failure.

This AFF-AB00 system is running BMC firmware 10.3 which is susc
eptible to bug 1279964,

Potential Impact: System disruption caused by an erroneous ‘Criti
cal High' sensor reading.
This system is running ONTAP 9.7P1 and is utilizing FCP, iSCSl or

NVMe protocols and has compaction enabled and therefore is exp
osed to BUG 1273955.

Potential Impact: The system may experience performance degra
dation and possible panic.

ONTAP 9.7 running on an All-Flash FAS (AFF) system having SAN w

orkload with inline combined with ci lume inli

mp
ne deduplication might cause a storage controller disruption.

Potential Impact: The system may experience a disruption.

Apreviously operational port on a X1116A, X1146A or X91146A NI

C that encounters a fatal error with no preceding "link down" eve
ntwill still report the link status 25 "up”, instead of reporting link
tatus as "down".

The Risk Acknowledgment feature has been migrated to Active 1Q Digital Advisor. Click here to view and acknowledge risks.

Corrective Action

Bug ID: 1322372

Bug ID: 1279964

Bug ID: 1273955

KB ID: SU426

Bug |D: 1322372

Cloud Insights can display real-time dashboards of the information that has been polled from the ONTAP
storage system deployed in a FlexPod Datacenter solution. The Cloud Insights Acquisition Unit collects data in

regular intervals and populates the default storage system dashboard with the information collected.
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Access real-time graphs through the Cloud Insights dashboard

From the storage system dashboard, you can see the last time that the Data Collector updated the information.
An example of this is shown in the figure below.

Acquired 3 minutes ago, 1:21 PM

Data Collector Status Last Acquired
FlexPod Datacenter All 3 minutes ago, 1:21
successful PM

By default, the storage system dashboard displays several interactive graphs that show system-wide metrics
from the storage system being polled, or from each individual node, including: Latency, IOPS, and Throughput,
in the Expert View section. Examples of these default graphs are shown in the figure below.

Expert View Display Metrics » Hide Resources
Resource
Latency - Total {ms)

02 B Bl 2142800

04 Top Correlated
] Y| 2a14-as00-2 91%

0
11:00 AM 11:30 AM 12:00 PM 12:30 PM 1.00 PM 1:30 PM ‘:l m 3a14-3800-1 39%

10PS - Total (10/s)

Top Contributors
10k

] B4 aa14-a800-...800-2:volo 55%
5k /——.~‘__M—/\ m
] | sa14-a800:...800-1:volo 36%
0 Additional Resources
11:00 AM 1:30 AM 12:00 PM 1230 PM 100 PM 130 PM & S
Search Assets

Throughput - Total (MB/s)

10
11:00 AM 11:30 AM 12:00 PM 12:30 PM 100 PM 1:30 PM

By default, the graphs show information from the last three hours, but you can set this to a number of differing
values or a custom value from the dropdown list near the top right of the storage system dashboard. This is
shown in the figure below.

20



Netapp PCs Sa... / [l aa14-as00 @ Last7Days + @ 2 cdit
Last 15 Minutes -
Expert View Display Metrics + Last Hour 2 Resources

Rest Last3 Hours
Latency - Total (ms)

5 =] Last 24 Hours
Last 3 Days
Top
O Last 7 Days 99%
o Last 30 Days
13. Oct 14. Oct 15. Oct 16. Oct 17. Oct 18. Oct 19. Oct ‘7‘ 99%

Custom

JOPS - Total (10/s)

Top Contributors
500k

[ [El nxtomsvm.._z2/rcp 1 2 21%
l 1 [El nxtomsvm..._1/rcp 2.1 15%
0 B, Additional Resources
13. Oct 14. Oct 15. Oct 16. Oct 17. Oct 18. Oct 19. Oct O\ P A

Throughput - Total (MB/s)
50k

B

13 Oct 14. Oct 15 Oct 16. Oct 17 Oct 18. Oct 19. Oct

Create custom dashboards

In addition to making use of the default dashboards that display system-wide information, you can use Cloud
Insights to create fully customized dashboards that enable you to focus on resource use for specific storage
volumes in the FlexPod Datacenter solution, and thus the applications deployed in the converged infrastructure
that depend on those volumes to run effectively. Doing so can help you to create a better visualization of
specific applications and the resources they consume in the data center environment.

Create a customized dashboard to assess storage resources

To create a customized dashboard to assess storage resources, complete the following steps:

1. To create a customized dashboard, hover over Dashboards on the Cloud Insights main menu and click +
New Dashboard in the dropdown list.

21



IONITOR & OPTIMIZE NetApp PCS Sa... [/ Admin [/ Da

A HOME Summary

@ DASHEOARDS Show All Dashboards (1835)
+ New Dashboard

©, QUERIES
Kubernetes Explorer

# ALerTs

The New Dashboard window opens.

2. Name the dashboard and select the type of widget used to display the data. You can select from a number
of graph types or even notes or table types to present the collected data.

NetApp PCS Sa... / Dashboards /  New Dashboard ©® Last7Days v @ Addvariable ~ Add Widget
Choose Widget Type: X
o 1 e ] b Ed
Line Chart Spl hart Area Chart Stacked Area Chart Box Plot Scatter Plot
P =31
Single Value Solid Gauge Bullet Gauge Bar Chart Column Chart Pie Chart
Note Table Violations Table

3. Choose customized variables from the Add Variable menu.

This enables the data presented to be focused to display more specific or specialized factors.
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NetApp PCS Sa... / Dashboards / New Dashboard (© Last7Days + @ sddvariable ~

Search

Number
Add widgets to customize this view
Boolean
Date
aa to be decom

Admin

Aggregate Service Level

4. To create a custom dashboard, select the widget type you would like to use, for example, a pie chart to
display storage utilization by volume:

a. Select the Pie Chart widget from the Add Widget dropdown list.
b. Name the widget with a descriptive identifier, such as Capacity Used.

c. Select the object you want to display. For example, you can search by the key term volume and select
volume.performance.capacity.used.

o

. To filter by storage systems, use the filter and type in the name of the storage system in the FlexPod
Datacenter solution.

e. Customize the information to be displayed. By default, this selection shows ONTAP data volumes and
lists the top 10.

f. To save the customized dashboard, click the Save.

l Capacity Used I || ©verride Dashboard Time ( X

Volume performance.capacity.used v
FilterBy - Storage | aald-aB00 | X

Group - Sum ¥ by Volume v Show Top + 10 [] Include others More Options

Display: ~ PieChart ¥  Units Displayed In:  Aute Format +

@ iSCSI_1_1/isCSI_1_1

@ iSCSI_2_1/iscsi_2_1

® FCP_1_1/FCP_1_1

® FCP_2_1/FCP_2_1

@ FCP_1_2/FCP_1_2

@ FCP_2_2/FCP_2_2

®1SCSI_2_2/iSCsl 2 2
isCSI_1_2/iscs_1_2

= Cseries_boot_AI_ML/
C220-AIML-01

Cseries_boot_AI_ML/
C480-AFML-01

Cancel m

After saving the custom widget, the browser returns to the New Dashboard page where it displays the
newly created widget and allows for interactive action to be taken, such as modifying the data polling
period.
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NetApp PCS Sa... / Dashboards / New Dashboard @© Last Hour v @ Addvaisble v AddWidget v IR

RERORTS @ @iSCSI_1_1iSCSI_1_ @ iSCS|_2_1/iSCSI_2_ @ FCP_1_1FCP_1_1

FCP_2 1/FCP_21  @FCP_1_2FCP_1_2  @FCP_2 2FCP_2 2
MANAGE

A HOME
Capacity Used Sim
© DASHBOARDS
@, QUERES "
B ALErTS l‘ v
]
X

®iSCSI_2_2iSCS_2_ @ iSCSI_1_2iiSCS_1_ ALLM

Cseries_boot_Al_|

C220-Al-ML-01
Gseries_boot_AL_LM

{s} ADMIN C480-Al-ML-01

CLOUD SECURE

Advanced troubleshooting

Cloud Insights enables advanced troubleshooting methods to be applied to any storage environment in a
FlexPod Datacenter converged infrastructure. Using components of each of the features mentioned above:
Active 1Q integration, default dashboards with real-time statistics, and customized dashboards, issues that
might arise are detected early and solved rapidly. Using the list of risks in Active 1Q, a customer can find
reported configuration errors that could lead to issue or discover bugs that have been reported and patched
versions of code that can remedy them. Observing the real-time dashboards on the Cloud Insights home page
can help to discover patterns in system performance that could be an early indicator of a problem on the rise
and help to resolve it expediently. Lastly, being able to create customized dashboards enables customers to
focus on the most important assets in their infrastructure and monitor those directly to ensure that they can
meet their business continuity objectives.

Storage optimization

In addition to troubleshooting, it is possible to use the data collected by Cloud Insights to optimize the ONTAP
storage system deployed in a FlexPod Datacenter converged infrastructure solution. If a volume shows a high
latency, perhaps because several VMs with high performance demands are sharing the same datastore, that
information is displayed on the Cloud Insights dashboard. With this information, a storage administrator can
choose to migrate one or more VMs either to other volumes, migrate storage volumes between tiers of
aggregates, or between nodes in the ONTAP storage system, resulting in a performance optimized
environment. The information gleaned from the Active 1Q integration with Cloud Insights can highlight
configuration issues that lead to poorer than expected performance, and provide the recommended corrective
action that if implemented, can remediate any issues, and ensure an optimally tuned storage system.

Videos and demos

You can see a video demonstration of using NetApp Cloud Insights to assess the
resources in an on-premises environment here.

You can see a video demonstration of using NetApp Cloud Insights to monitor infrastructure and set alert
thresholds for infrastructure here.

You can see a video demonstration of using NetApp Cloud Insights to asses individual applications in the
environment here.

Additional information

To learn more about the information that is described in this document, review the
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https://netapp.hubs.vidyard.com/watch/1ycNWx4hzFsaV1dQHFyxY2?
https://netapp.hubs.vidyard.com/watch/DgUxcxES3Ujdqe1JhhkfAW
https://netapp.hubs.vidyard.com/watch/vcC4RGoD54DPp8Th9hyhu3

following websites:

» Cisco Product Documentation
https://www.cisco.com/c/en/us/support/index.html

» FlexPod Datacenter
https://www.flexpod.com

* NetApp Cloud Insights
https://cloud.netapp.com/cloud-insights

* NetApp Product Documentation

https://docs.netapp.com
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