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Solution validation

Overview

Previous: Astra Control Center installation on OpenShift Container Platform.

In this section, we revisit the solution with some use cases:

» Restoring a stateful application from a remote backup to another OpenShift cluster running in the cloud.
* Restoring a stateful application to the same namespace in the OpenShift cluster.

 Application mobility by cloning from one FlexPod system (OpenShift Container Platform Bare Metal) to
another FlexPod system (OpenShift Container Platform on VMware).

Notably, only a few use cases are validated in this solution. This validation does not in any way represent the
entire functionality of Astra Control Center.

Next: Application recovery with remote backups.

Application recovery with remote backups

Previous: Solution validation overview.

With Astra, you can take a full application-consistent backup that can be used to restore
your application with its data to a different Kubernetes cluster running in an on-premises
data center or in a public cloud.

To validate a successful application recovery, simulate an on-premises failure of an application running on the
FlexPod system and restore the application to a K8s cluster running in the cloud by using a remote backup.

The sample application is a pricelist application that uses MySQL for the database. To automate the
deployment, we used the Argo CD tool. Argo CD is a declarative, GitOps, continuous delivery tool for
Kubernetes.

1. Log into the on-premises OpenShift cluster and create a new project with the name argocd.

Create Project

MName * La 2]

argocd

Display name

hybrid cioud demo

Description



https://docs.netapp.com/us-en/flexpod/hybrid-cloud/flexpod-rho-cvo-astra-control-center-installation-on-openshift-container-platform.html
https://argo-cd.readthedocs.io/en/stable/

2. In the OperatorHub, search for argocd and select Argo CD operator.
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3. Install the operator in the argocd namespace.
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4. Go to the operator and click Create ArgoCD.




Project argocd

Installed Operators
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ArgoCD
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5. To deploy the Argo CD instance in the argocd project, provide a name and click Create.

Project argocd w
Ao D » Create ArgoCl

Create ArgoCD

Con‘f-gu'o via ' Eorm view YAML view

O Note: Some fields may not be represented in this form view, Please select *YAML view” for full control.

z ArgoCD
orovided by CD Community
ArgoCD 13 the Schema for the argocds AP
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6. To log in to Argo CD, the default user is admin and the password is in a secret file with the name argocd-
netapp-cluster.
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7. From the side menu, select Routes > Location and click the URL for the argocd routes. Enter the user
name and password.

+ 2 & Notsecure | Rbtpsy/srgocd-netapp-sanver-angocdappi.oop fepod nelapp.com| applications Lo S | ° ( pdate i

Appie ations APPLICATIONS TILES
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Log out

No applications yet
Create new application to start managing resources in your cluster

CREATE APPLICATION

8. Add the on-premises OpenShift cluster to Argo CD through the CLI.



####Login to Argo CD####

abhinav3@abhinav-ansible$ argocd-linux-amdé64 login argocd-netapp-server-—

argocd.apps.ocp.flexpod.netapp.com --insecure

Username: admin

Password:

'admin:login' logged in successfully

Context'argocd-netapp-server—-argocd.apps.ocp.flexpod.netapp.com' updated

####List the On-Premises OpenShift cluster####

abhinav3@abhinav-ansible$ argocd-linux-amd64 cluster add

ERRO[0000] Choose a context name from:

CURRENT NAME

CLUSTER SERVER

w default/api-ocp-flexpod-netapp-com:6443/abhinav3

api-ocp-flexpod-netapp-com: 6443

https://api.ocp.flexpod.netapp.com: 6443
default/api-ocpl-flexpod-netapp-com:6443/abhinav3

api-ocpl-flexpod-netapp-com: 6443

https://api.ocpl.flexpod.netapp.com:6443

####Add On-Premises OpenShift cluster###

abhinav3@abhinav-ansible$ argocd-linux-amdé64 cluster add default/api-

ocpl-flexpod-netapp-com:6443/abhinav3

WARNING: This will create a service account “argocd-manager  on the

cluster referenced by context ‘default/api-ocpl-flexpod-netapp-

com:6443/abhinav3” with full cluster level admin privileges. Do you want

to continue [y/N]? y

INFO[0002] ServiceAccount "argocd-manager" already exists in namespace

"kube-system"

INFO[0002] ClusterRole "argocd-manager-role" updated

INFO[0002] ClusterRoleBinding "argocd-manager-role-binding" updated

Cluster 'https://api.ocpl.flexpod.netapp.com:6443' added

9. In the ArgoCD UlI, click NEW APP and enter the details about the app name and code repository.
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10. Enter the OpenShift cluster where the app will be deployed along with the namespace.

DESTINATION
hitps./apiocp) fexpod nelapp.com:6443

JAL =

pricelist

11. To deploy the app on the on-premises OpenShift cluster, click SYNC.
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12. In the OpenShift Container Platform console, go to Project Pricelist, and, under Storage, verify the name
and size of the PVC.

Create PersstentVolum

Name | Status Persistent\Vioksmes Capacity Used StorageClazs

@ orcasstarp @ Bound @D ore-2emas0 2018 [sC]

PersstentVohumeClams

13. Log into System Manager and verify the PVC.

Volume
DASHBOARD u 5
1
STORAGE + Add trident_pve_B4ef51a3 x| ®
SPCH N Namé - Storage VM Status Capacity 1oPs Latency
v trident_pwc_6defS1a3_ifd fra_SVM & online 1 L1t G 0 o
320 68 uaed 0554 68 availabie
stency Groups

14. After the Pods are running, select Networking > Routes from the side menu, and click the URL under
Location.
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15. The Pricelist app homepage is displayed.
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16. Create a few

records on the web page.

& & C A Notsewre | pricefist-route-pricefist.apps.ocp 1.fiexpod netapp.com/read.php

Read Record
i MAME n @® Delete Selected + Create Recon

B Name Description Price Category

Action
[ Sneaker Shoe $150.00 Fashion m
O Mentor Uttra HD $250.00 Electronics @Em m

17. The app is discovered in Astra Control Center. To manage the app, go to Applications > Discovered, select
the Pricelist app, and click Manage Applications under Actions.

@ Applications
Actions + Defing @ Allclusters = = pricelist x % Managed (] Discovered o @ ignored
Manage applica C  +iof1entries
Ignore application/s
[+ Name State Cluster Group Discovered 4 Actions
B ¢ prieist 2) Healthy £ onprem-ocp-vmware - pricelist 2022/06/14 1231 UTC




18. Click the Pricelist app and select Data Protection. At this point, there should be no snapshots or backups.
Click Create Snapshot to create an on-demand snapshot.

@ pricelist [ =] Actiam -

“fe- APPLICATION STATUS o OAPPFLICATION PROTICTION STATUS

=1 Meaithy

Drinsitxiond = riceting £33 onprem ap-vmmanm
A7 dmb et ——
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0-0 it €
Matrye Lrate On - Sehedule [ On: Oetrated Croatod  * Artians
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@ NetApp Astra Control Center supports both on-demand and scheduled snapshots and
backups.

19. After the snapshot is created and the State is healthy, create a remote backup using that snapshot. This
backup is stored in the S3 bucket.

@ pricelist c Actions ~
= APPLICATION STATUS & APPLICATION PROTECTION STATUS
<) Healthy (i) partially protected
Mmages Protection shedule Croup 1
quaryofredhatworkshopa/pricel ntilatest Disabiled = pricelist o COPrEM-GCp- VItWANe

reglitryacoereredhat.com/rhsclfmysgl: 58-rhelTilatest

Dverview Data protection Storage Resources Execution hooks Activity

Actlons ¥ @ Configure protection pakicy = Search 03 srapshots 2 sackups
Name State On-Schedule f On-Demand Created T Actions
pricelist-snapshot-20220614123756 () Healthy @ On:-Demand 2022/06/14 1238 UTC @

Backup
Restore application

Dedete snapshot

20. Select the AWS S3 bucket and initiate the backup operation.



B3 Back up namespace application SR, R/ O e x
BACKUP DETAILS
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Application bad kg
i dist-k k 2022069412 3837 Arxt = x
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21. The backup operation should create a folder with multiple objects in the AWS S3 bucket.

Amazan 53 Buckets acc-aws-buckat 04330cch-F130-deef-852-755F56aa 3a 31/

04330ccb-f13e-4eef-8f52-755f56aa3a3f/ Rl il

Object Properties

Objects (5

the funds . d i Amatan 55 Vou co5 ude Amazon 53 imventory [ 1o get s list of 5 sbjects i your Bugket For others 10 SEeess your objects you'll seed 1o eeplicitly grant thes
». Learn more [

| c , Actions ¥ || Create folder

Q 1 @
MName Y Type - Last modified v Size Storage clags -
O config - Jure 14, 2022, 05:39:19 (UTC-07.00) 15508 Standard
O data/ Folder
0 ind Folder
[ keys/ Falder
03 snapshors/ Folder

22. When the remote backup is complete, simulate a disaster on the on-premises by stopping the storage
virtual machine (SVM) that hosts the backing volume for the PV.

= n ONTAP System Manager Search actions, objects, and pages

Storage VMs

DASHBOARD

STORAGE + Add Infra X
Overview Name State Subtype Configured Protocols IPspace
Volumes

infra_svh stopped default Default

LUNs

G ency Groups
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23. Refresh the webpage to confirm the outage. The webpage is unavailable.

< C A Notsecure | pricelist-route-pricelist.apps.ocp1.flexpod.netapp.com/read.php

S04 Gateway Time-out

The server didn't respond 1n time.

As expected, the website is down, so let’s quickly recover the app from the remote backup by using Astra
to the OpenShift cluster running in AWS.

24. In Astra Control Center, click the Pricelist app and select Data Protection > Backups. Select the backup,
and click Restore Application under Action.

@ pl’i{ elist o Actions -
i
A= APPLICATION STATUS ) APPLICATION PROTECTION STATUS
<) Healthy 7) Partially protected
hinagge Frotection schedule Grouy it
quay i/ redhatwarkshaps pricelntlates Diabled ™ pricebint £33 ooprem-ocp-vrmuare
Feglstry sccesindhat com/thacl fmiuil- 56 chell dateat
Crvarviow [Data protection Storage Resources Execution hooks Activity
Actions = @ Configurs protection policy ) snapshots B Backups
PP
Namae State On-Schedule / On- Demand Bucket Created + Actions
pricelist-backup- 2023061812 3837 =1 Haadthy @ Cn-Demand acc-aws-bucket 20614 1238 UTT ‘{’j
Rstoire application
Delete backup

25. Select ocp-aws as the destination cluster and give a name to the namespace. Click the on-demand
backup, Next, and then Restore.

11



STEF 1/2: DETAILS o
—

':) Restore namespace application

RESTORE DETAILS

RESTORING

APFLICATIONS

£3 ocpraws pricelist- s
RESTORE 5O0URCE
= t B2 snapshots B Backups
Wl Namespace application
Application backup State Qn-SchedulerOn- Demand Created T prcokst
[0 Namespace
- pricelist-backup- 302 20674123837 - Healthy & on-Demand 2022708714 1338 UTE pricebist

[ =
arprem-Sop-vr—ste

26. A new app with the name pricelist-app is provisoned on the OpenShift cluster running in AWS.

@ Applications

Actions ~ + Define @ Allclusters = pricelist I x % Managed (O Discovered € @ ignored

Mame State Protection Cluster Group Diwcoversd 4 Actions

pricelist-aws ) Frovisioning A, Unprotected W pricelict-aws 2022/06/14 12:42 LTC
pricelist (%) Healthy @ Fartially protected 0 ONPIem-Ocp-VIwarg = picelist 2022/06/14 12:31 UTC
27. Verify the same in the OpenShift web console.

Projects

Mame «  pricelst m

Name  priceles X Clear all filers

Name 1 Status Requester Memory CPU Created

@ rrcsist-aw ® Active No requaster 2 ‘ @ Justnow i

28. After all the pods under the pricelist-aws project are running, go to Routes and click the URL to launch
the web page.

12




< Cc A Mot secure | pricelist-route-prcelist-aws.appaacpawafexpodnelapp com/read.phi
Read Record
=l =

Name Description Price Category Action
Sneaker Shoe $150.00 Fashion
Monitor Utra HD $250.00 Ekctronics

This process validates that the pricelist application has been successfully restored and that data integrity has
been maintained on the OpenShift cluster running seamlessly on AWS with the help of Astra Control Center.

Data protection with Snapshot copies and application mobility for DevTest

This use case consists of two parts, as described the following sections.

Part 1

With Astra Control Center, you can take application-aware snapshots for local data protection. If you
accidentally delete or corrupt your data, you can revert your applications and associated data to a known good
state using a previously recorded snapshot.

In this scenario, a development and testing (DevTest) team deploys a sample stateful application (blog site)
that is a Ghost blog application, adds some content, and upgrades the app to the latest version available. The
Ghost application uses SQLite for the database. Before upgrading the application, a snapshot (on-demand) is
taken using Astra Control Center for data protection. The detailed steps are as follows:

1. Deploy the sample blogging app and sync it from ArgoCD.

Applications

o i 5 =

Y FLTERS
| FAVORITES ONLY
4> myblog o
Project default
SV NC - Labels
Status W Health Synced
| uUnknown 8] PR i
- ARepositony htips:/github com/netapp-abhinav/demo
[] & Synced 2 Target Revisi e

= Path host/
(] © ouoisync 0 e et

Destinalion defoult/aplocp-flexpod-netapp-com: 6343 /abhinav3

Namespace bLlog

- D D €5

2. Log into the first OpenShift cluster, go to Project, and enter Blog in the search bar.

13



Projects
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Ovaplary rarne Stat CIe—— Miammony =1 Created

Routes
T £ -
Status Location Sarvice
@ - (5
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5. Go to Astra Control Center. First manage the app from the Discovered tab and then take a Snapshot copy.

;5 astra ° i
B oasboa R
& Applications
m stom * + Deem @ Mt - * Mansged O Owoend @ @
(1) Custers ;
..... 1 wwet
3 Sackend
s g =
Backip
Actur e
- Ty
£
Aim
s

@ You can also protect your apps by creating snapshots, backups, or both at a defined
schedule. For more information, see Protect apps with snapshots and backups.

6. After the On-Demand snapshot is created successfully, upgrade the app to the latest version. The current

image version is ghost: 3.6-alpine and the target version is ghost:latest. To upgrade the app,
make changes directly to the Git repository and sync them to Argo CD.

spec:
containers:
- name: myblec
imagePullpPelicy: Always
ports:
- containerpPort: 2368

7. You can see that the direct upgrade to the latest version is not supported due to the blog site being down
and the entire application being corrupted.

15



https://docs.netapp.com/us-en/astra-control-center/use/protect-apps.html

~| IEMINFO-| 30m
«[ 3EmINFO=-] 35m
[ TEmINFO-[ 359m
~[ 3GmINF

@ Mmyblog-5f899f7b76-zv7TrqQ © crastiesssackort

Creatin

Database backup written
Running migrations.
Rolling back: Unable to

t fwar/lib/ghost/content/data/astra.gh 11-12-54-85.j

run migrations.

[ 36mIMNF llback was successful.

[ 31mERROR~] 39m Unable to run migrations
to run migrationss[39m

m"You must be on the 1 ma jor wers rdates ™ [ 39m

update v3® - w th the latest.

1999 [ 30m

[omInternal
at Jvar/lib/
at up (
at
at

s shutting down

ha=z zhut down
our site iz now offline
Ghost was running for a few =

8. To confirm the unavailability of the blog site, refresh the URL.

myblog-route-blog.apps.ocp.flexpod.netapp.com

Application is not available

it have baon staried or is still starting

5is al this andpoind. 1 may

The application is currer ing regu

o Possible reasons you are seeing this page

s The host deesn’t exist. Make Sure e ROSIAEME WS WyPed OOMEEly AN NN & FoUte m:

+ The host existy, but doesn't have 3 m nig path. Cras

« Route and path matches, but 3l pods are down,. Make s

9. Restore the app from the snapshot.

16



4D blog

o Actions ~

“le= AFPLICATION STATUS o APPLICATION FROTICTION STATUS 1

= sttty (1) aruially proteciied

. o ——

Orvot e Data protection Storage Resourcos Execution hooks Activity
Actions O configuis pistectian oy = Bl saspihati BB Meckups
11 of 1 anivives
reame Stats on-Schedule / On-Demand Created + Actions
blog-anapehol- T0 20671125244 =) simakthy &) v Deman

1REE UTE |

Hackug

Bastoi spgslation

Diwhete wnapshat

10. The app is restored on the same OpenShift cluster.

D Restore namespace application STEP 2/2: SUMMARY

[ — x
REVIEW RESTORE INFORMATION

All existing resources associated with this namespace application will be deleted and replaced with the source snapshot "blog-snapshot-202206111252447 taken on
& 20227/06/11 12:52 UTC. Persstent volumes will be deleted and recreated. External resources with dependsncies on this namespace application might be impacted

We recommend taking a snapshot or a backup of your namespace application befare proceeding.

[E] swHapsHOT
blog-snapshot- 202 2061125244

&3 RESTORE
blog

DRIGINAL GROUP
- ey

@

DESTINATION GROUP
-y

ORIGINAL CLUSTER

&

DESTINATION CLUSTER

angrem-ocp-bim onprem-aop-bim

0% RESOURCE LABELS 000 RESOURCE LABELS

Chaster Roles Chusier Holes

kubernetes ko /bootutrapping: rhac-defauits =1 lubernetesiofbootatrapping: thac-defauits <1

Chustor Role Bindmnas ¥ Cluster Robe Hinckings !

Are you sure you want to restore the namespace application “blog”™?

Type restore below to confirm

restore

11. The app restore process starts immediately.

© Applications

Actions  * + Define B Abcusters = = blod M * Managed Q1 Discovered o @ Ignored
c
Mame State Protection Cluster Group Discovered 4 Actions
blog U Restoring £ onprem-ocp-bm ™ blog 2022/06/11 1234 UTC :

12. In few minutes, the app is restored successfully from the available snapshot.

17




@ Applications

13. To see whether the webpage is available, refresh the URL.

—

Astra Control

With the help of Astra Control Center, a DevTest team can successfully recover a blog site app and its
associated data using the snapshot.

Part 2

With Astra Control Center, you can move an entire application along with its data from one Kubernetes cluster
to another, no matter where the clusters are located (on-premises or in the cloud).

1. The DevTest team initially upgrades the app to the supported version (ghost-4.6-alpine) before
upgrading to the final version (ghost-1latest) to make it production ready. They then post an upgrade
the app that is cloned to the production OpenShift cluster running on a different FlexPod system.

2. At this point, the app is upgraded to the latest version and ready to be cloned to the production cluster.

18



> Pod details

@ Mmyblog-55ffdofeS8-tkbfq o running

Details

Metrics YAML Environment Logs Events Terminal

Astra Control

Abhinav Singh

Astra Control is an application-aware data protection and mobility selution that
manages, protects and moves data-rich Kubernetes workloads in both publie
clouds and on-premises. Astra Control enables data protection, disaster recovery,
and migration for your Kubernetes workloads leveraging NetApp's industry-

leading technology for snapshots, backups, replication, and cloning.

Sign up for more like this.

4. From Astra Control Center, clone the app to the other production OpenShift cluster running on VMware
vSphere.

19



Clone namespace application

HAMELPACT APPLICATION

€0 omGINAL GROUP

[ ORIGINAL CLUSTER

MEVIEW CLOME

STEP 273 SUMMARY

47

INFORMATION

cLoME

DESTINATION G

a0

5 DESTIMATION CL

A new application clone is now provisioned in the production OpenShift cluster.

© Applications

Actions. + Define
Name State
blog-prod \) Pravisioning
blog H

Protection

& Al clusters v

Cluster

Group

W blog-prod

= hiog

* Managed

Q Discovered €) @ Ignored

Discovered 4 Actions

Draplay name

6. From the side menu, select Networking > Routes and click the URL under Location. The same homepage

20

with the content is displayed.




& 3 A Nobsscure  myblog-route-blog-prodappsocp flexpod.netappicom/astrs-control -2/ =% 0O &

ov 23

Astra Control

Abhinav Singh

Astra Control is an application-aware data protection and mobility solution that
manages, protects and moves data-rich Kubernetes workloads in both public
clouds and on-premises. Astra Control enables data protection, disaster recovery,
and migration for vour Kubernetes workloads leveraging NetApp's industry-
leading technolagy for snapshots, backups, replication, and cloning.

Sign up for more like this.

This concludes the Astra Control Center solution validation. You can now clone an entire application and its
data from one Kubernetes cluster to another no matter where the Kubernetes cluster is located.

Next: Conclusion.
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