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Protect container apps using third-party tools

Data protection for Container Apps in OpenShift Container
Platform using OpenShift API for Data Protection (OADP)

This section of the reference document provides details for creating backups of Container
Apps using the OpenShift API for Data Protection (OADP) with Velero on NetApp ONTAP
S3 or NetApp StorageGRID S3. The backups of namespace scoped resources including
Persistent Volumes(PVs) of the app are created using CSI Trident Snapshots.

The persistent storage for container apps can be backed by ONTAP storage integrated to the OpenShift
Cluster using Trident CSI. In this section we use OpenShift API for Data Protection (OADP) to perform backup
of apps including its data volumes to

* ONTAP Object Storage

 StorageGrid

We then restore from the backup when needed. Please note that the app can be restored only to the cluster
from where the backup was created.

OADP enables backup, restore, and disaster recovery of applications on an OpenShift cluster. Data that can
be protected with OADP include Kubernetes resource objects, persistent volumes, and internal images.

& RedHat L8 OADP
OpenShift

Red Hat
OpenShift
Data Foundation
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Red Hat OpenShift has leveraged the solutions developed by the OpenSource communities for data
protection. VVelero is an open-source tool to safely backup and restore, perform disaster recovery, and migrate
Kubernetes cluster resources and persistent volumes. To use Velero easily, OpenShift has developed the
OADP operator and the Velero plugin to integrate with the CSI storage drivers. The core of the OADP APIs that
are exposed are based on the Velero APIs. After installing the OADP operator and configuring it, the


https://docs.netapp.com/us-en/trident/
https://docs.openshift.com/container-platform/4.14/backup_and_restore/application_backup_and_restore/installing/installing-oadp-ocs.html
https://velero.io/

backup/restore operations that can be performed are based on the operations exposed by the Velero API.
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OADP 1.3 is available from the operator hub of OpenShift cluster 4.12 and later. It has a built-in Data Mover
that can move CSI volume snapshots to a remote object store. This provides portability and durability by
moving snapshots to an object storage location during backup. The snapshots are then available for
restoration after disasters.

The following are the versions of the various components used for the examples in this section

* OpenShift Cluster 4.14
* OADP Operator 1.13 provided by Red Hat
» Velero CLI 1.13 for Linux
 Trident 24.02
* ONTAP 9.12
 postgresql installed using helm.
Trident CSI

OpenShift API for Data Protection (OADP)
Velero

Installation of OpenShift API for Data Protection (OADP)
Operator

This section outlines the installation of OpenShift API for Data Protection (OADP)
Operator.


https://docs.netapp.com/us-en/trident/
https://docs.openshift.com/container-platform/4.14/backup_and_restore/application_backup_and_restore/installing/installing-oadp-ocs.html
https://velero.io/

Prerequisites

* A Red Hat OpenShift cluster (later than version 4.12) installed on bare-metal infrastructure with RHCOS
worker nodes

* A NetApp ONTAP cluster integrated with the cluster using Trident

* A Trident backend configured with an SVM on ONTAP cluster

» A StorageClass configured on the OpenShift cluster with Trident as the provisioner

 Trident Snapshot class created on the cluster

* Cluster-admin access to Red Hat OpenShift cluster

« Admin access to NetApp ONTAP cluster

* An application eg. postgresql deployed on the cluster

« An admin workstation with tridentctl and oc tools installed and added to $PATH

Steps to install OADP Operator

1. Go to the Operator Hub of the cluster and select Red Hat OADP operator. In the Install page, use all the
default selections and click install. On the next page, again use all the defaults and click Install. The OADP
operator will be installed in the namespace openshift-adp.

Home
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Operators Discover Operators from the Kubernetes community and Red Hat partners, curated by Red Hat. You can purchase commercial software through Red Hat M4

optional add-ons and shared services to your developers. After installation, the Operator capabilities will appear in the Developer Catalog providing a self-s
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OADP Operator

1.3.0 provided by Red Hat

Install

Channel

stable-1.

OpenShift API for Data Protection (OADP) operator sets up and installs Velero on the OpenShift

platform, allowing users to backup and restore applications.

3 -

Version

130

- OADP backs up Kubernetes objects and internal images by saving them as an archive file on object

Capability level

@ Basic Install

I
@ Seamless Upgrades
I

(O Full Lifecycle
|

() Deep

Insights

|
(O Auto Pilot

Source

Red Hat

Provider

Red Hat

Infrastructure features

Disconnected

Backup and restore Kubernetes resources and internal images, at the granularity of a namespace,
using a version of Velero appropriate for the installed version of OADP.

storage. OADP backs up persistent volumes (PVs) by creating snapshots with the native cloud
snapshot API or with the Container Storage Interface (CSI). For cloud providers that do not support
snapshots, OADP backs up resources and PV data with Restic or Kopia.

o Installing OADP for application backup and restore

* Installing OADP on a ROSA cluster and using STS, please follow the Getting Started Steps 1-3
in order to obtain the role ARN needed for using the standardized STS configuration flow via

OoLM

* Frequently Asked Questions

Project: All

Projects =

Installed Operators

Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators documentation 3

Operator and ClusterServiceVersion using the Operator SDK&'

Name w

Search by name

Name

~

OpenShift Virtualization
414 4 provided by Red Hat

OADP Operator
1.3.0 provided by Red Hat

Package Server

0.01-snapshot provided by

Namespace

@ openshift-cnv

@ openshift-adp

@open5h\ft-operator-hfecyc\e-
manager

Managed Namespaces

@ openshift-cnv

@ openshift-adp

@ openshift-operator-lifecycle-
manager

Status

® Succeeded
Up to date

@ Succeeded
Up to date

@ Succeeded




Prerequisites for Velero configuration with Ontap S3 details

After the installation of the operator succeeds, configure the instance of Velero.
Velero can be configured to use S3 compatible Object Storage. Configure ONTAP S3 using the procedures
shown in the Object Storage Management section of ONTAP documentation. You will need the following
information from your ONTAP S3 configuration to integrate with Velero.

» ALogical Interface (LIF) that can be used to access S3

» User credentials to access S3 that includes the access key and the secret access key

* A bucket name in S3 for backups with access permissions for the user

* For secure access to the Object storage, TLS certificate should be installed on the Object Storage server.

Prerequisites for Velero configuration with StorageGrid S3 details

Velero can be configured to use S3 compatible Object Storage. You can configure StorageGrid S3 using the
procedures shown in the StorageGrid documentation. You will need the following information from your
StorageGrid S3 configuration to integrate with Velero.

» The endpoint that can be used to access S3
» User credentials to access S3 that includes the access key and the secret access key

* A bucket name in S3 for backups with access permissions for the user

* For secure access to the Object storage, TLS certificate should be installed on the Object Storage server.

Steps to configure Velero

* First, create a secret for an ONTAP S3 user credential or StorageGrid Tenant user credentials. This will be
used to configure Velero later. You can create a secret from the CLI or from the web console.
To create a secret from the web console, select Secrets, then click on Key/Value Secret. Provide the values
for the credential name, key and the value as shown. Be sure to use the Access Key Id and Secret Access
Key of your S3 user. Name the secret appropriately. In the sample below, a secret with ONTAP S3 user
credentials named ontap-s3-credentials is created.

Installed Operators Project: openshift-adp w
Pods Key/value secret
Filter Name 4 y €
Deployments v E = N Image pull secret
! f Sour et
DeploymentConfigs Nante Type s. Created Sour et
StatefulSets v
© builde e o/dockercfg 1 @ Aprin, 2024, 10:52 An  Web

Secrets

tes io/service-account-token 4 @ Apr 11,2024, 10:52 AN

ConfigMaps



https://docs.netapp.com/us-en/ontap/object-storage-management/index.html
https://docs.netapp.com/us-en/storagegrid-116/s3/configuring-tenant-accounts-and-connections.html

Project: openshift-adp =

Edit key/value secret

Key/value secrets let you inject sensitive data intc your application as files or environment

Secret name *

aue name of the new carrat
Unigue name of the new secret

Key *

ClouC

Value

Drag and drop file with your value here or browse to upload it
[default]
aus_access_key_idd | =
aws_secret_ac :ess_-cey:l

To create a secret named sg-s3-credentials from the CLI you can use the following command.

# oc create secret generic sg-s3-credentials --namespace openshift-adp --from-file
cloud=cloud-credentials.txt

Where credentials.txt file contains the Access Key Id and the Secret Access Key of the S3
user in the following format:

[default]
aws_access_key_id=< Access Key ID of S3 user>
aws_secret_access_key=<Secret Access key of S3 user>|

* Next, to configure Velero, select Installed Operators from the menu item under Operators, click on OADP
operator, and then select the DataProtectionApplication tab.



Home

Installed Operators

Operators

are represented by ClusterServiceVe within this Mamespace. For mare information, see the Understanding Operators documentation @' eate an Operator and ClusterServiceVe sing t

OperatorHub

Installed Operatars

Name =

Workloads
Name Managed Namespaces Status Last updated Provided APls

@ Apr 1), 2024, 10:53 AM BackupRepositary

Virtualization ‘ OADP Operator @ coenshift-ad LE

Networking

Click on Create DataProtectionApplication. In the form view, provide a name for the DataProtection Application
or use the default name.

Project: openshift-adp =

Actions =

ServerStatusRequest VolumeSnapshotLocation DataDownload

d Datallpload CloudStorage DataProtectionApplication

DataProtectionApplications

Now go to the YAML view and replace the spec information as shown in the yaml file examples below.

Sample yaml file for configuring Velero with ONTAP S3 as the backupLocation



spec:
backupLocations:
- velero:
config:
insecureSkipTLSVerify: 'false' ->use this for https
communication with ONTAP S3
profile: default
region: us-east-1
s3ForcePathStyle: 'true' ->This allows use of IP in s3URL
s3Url: 'https://10.61.181.161"' ->Ensure TLS certificate for S3
is configured
credential:
key: cloud
name: ontap-s3-credentials -> previously created secret
default: true
objectStorage:
bucket: velero -> Your bucket name previously created in S3 for
backups
prefix: container-demo-backup ->The folder that will be created
in the bucket
caCert: <baseb64 encoded CA Certificate installed on ONTAP
Cluster with the SVM Scope where the bucker exists>
provider: aws
configuration:
nodeAgent:
enable: true
uploaderType: kopia
#default Data Mover uses Kopia to move snapshots to Object Storage
velero:
defaultPlugins:
- ¢csi ->This plugin to use CSI snapshots
- openshift
- aws
- kubevirt -> This plugin to use Velero with OIpenShift
Virtualization

Sample yaml file for configuring Velero with StorageGrid S3 as the backupLocation



spec:
backupLocations:
- velero:
config:
insecureSkipTLSVerify: 'true'
profile: default
region: us-east-1 ->region of your StorageGrid system
s3ForcePathStyle: 'True'
s3Url: 'https://172.21.254.25:10443' ->the IP used to access S3
credential:
key: cloud
name: sg-s3-credentials ->secret created earlier
default: true
objectStorage:
bucket: velero
prefix: demobackup
provider: aws
configuration:
nodeAgent:
enable: true
uploaderType: kopia
velero:
defaultPlugins:
- csi
- openshift
- aws

- kubevirt

The spec section in the yaml file should be configured appropriately for the following parameters similar to the
example above

backupLocations
ONTAP S3 or StorageGrid S3 (with its credentials and other information as shown in the yaml) is configured as
the default BackupLocation for velero.

shapshotLocations

If you use Container Storage Interface (CSl) snapshots, you do not need to specify a snapshot location
because you will create a VolumeSnapshotClass CR to register the CSI driver. In our example, you use Trident
CSl and you have previously created VolumeSnapShotClass CR using the Trident CSI driver.

Enable CSI plugin

Add csi to the defaultPlugins for Velero to back up persistent volumes with CSI snapshots.

The Velero CSI plugins, to backup CSI backed PVCs, will choose the VolumeSnapshotClass in the cluster that
has velero.io/csi-volumesnapshot-class label set on it. For this

* You must have the trident VolumeSnapshotClass created.

* Edit the label of the trident-snapshotclass and set it to



velero.io/csi-volumesnapshot-class=true as shown below.

olumeSnapshotClasses » VolumeSnapshotClass details

¢E® trident-snapshotclass

Networking

Storage

tails M vents
PersistentVolumes Details YAML Event

PersistentVolumeClaims .
VolumeSnapshotClass details

StorageClasses

Name
VolumeSnapshots

trident-snapshotclass

VolumeSnapshotClasses

Labels

G’Gf_-rt‘l»:{.-’t:3!-‘.’05 umesnapshot-¢ Iae.e=t.x|e)

VolumeSnapshotContents

Ensure that the snapshots can persist even if the VolumeSnapshot objects are deleted. This can be done by
setting the deletionPolicy to Retain. If not, deleting a namespace will completely lose all PVCs ever backed up
in it.

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: trident-snapshotclass
driver: csi.trident.netapp.io
deletionPolicy: Retain

10



VolumeSpapshotClasses » VolumeSnapshotClass details

trident-snapshotclass
Datails YAML Events

VeolumeSnapshotClass details

Mame

trident-snapshotclass
Labels Edit #

velem io/csi-volumesnapshot-clsss=trus

Annotations

1 annotation &

Driver
cstndent netappio

Deletion poficy

Retain

Ensure that the DataProtectionApplication is created and is in condition:Reconciled.

nstalled Operators »  Operator details

OADP Operator
‘ 130 provided by Red Hat Actions =

ServerStatusRequest VolumeSnapshotLocation DataDownload Datalpload CloudStorage DataProtectionApplication

DataProtectionApplications Create DataProtectionApplication
Mame = Search by name
Mame Kind Status Labels
velero-demo DataFrotectionf&pplication Condition: Reconciled No labels k4

The OADP operator will create a corresponding BackupStorageLocation.This will be used when creating a
backup.

11



Project: openshift-adp

Installed Operators > Operator details

OADP Operator
‘ 1.3.0 provided by Red Hat Actions =

sitory Backup BackupStoragelocation DeleteBackupRequest DownloadRequest PodVolumeBackup PodVolumeR:

BackupStorageLocations

Name = Search by name
Name Kind Status Labels
@ velero-demo-1 BackupStoragelocation Phase: Available app.kubernetes.io/component=bs|

app.kubernetes.io/instance=velero-demo-1
app-kubernetes.io/manage... =oadp-oper...
app.kubernetes.io/n... =oadp-operator-ve...
openshiftio/oadp=True

openshiftio/cadp-registry=True

Creating on-demand backup for Apps in OpenShift
Container Platform

This section outlines how to create on-demand backup for VMs in OpenShift
Virtualization.

Steps to create a backup of an App

To create an on-demand backup of an app (app metadata and persistent volumes of the app), click on the
Backup tab to create a Backup Custom Resource (CR). A sample yaml is provided to create the Backup CR.
Using this yaml, the app and its persistent storage in the specified namespace will be backed up. Additional
parameters can be set as shown in the documentation.

A snapshot of the persistent volumes and the app resources in the namespace specified will be created by the

CSI. This snapshot will be stored in the backup location specified in the yaml. The backup will remain in the
system for 30 days as specified in the ttl.

12
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spec:
10mOs
defaultVolumesToFsBackup:

csiSnapshotTimeout:
false
includedNamespaces:

- postgresgl ->namespace of the app

4h0OmOs
false

itemOperationTimeout:
snapshotMoveData:
storagelLocation:

velero-container-backup-ontap-1 -->this is the

backupStoragelLocation previously created when Velero is configured.

ttl: 720hOmOs

Once the backup completes, its Phase will show as completed.

Project: openshift-adp =
Installed Operators > Operator details

‘ OADP Operator

1.3.0 provided by Red Hat

Details  YAML  Subscription Events  Allinstances
Backups
Name = Search by name

Name Kind

@ backupl Backup

BackupRepository

Backup

Actions =

BackupStoragelLocation

Status

Phase: & Completed

Create Backup

Labels

velero.io/storage-location=velero-deme-1

DeleteB3

You can inspect the backup in the Object storage with the help of an S3 browser application. The path of the
backup shows up in the configured bucket with the prefix name (velero/container-demo-backup). You can see

the contents of the backup includes the volume snapshots, logs, and other metadata of the application.

®

view the backup objects.

In StorageGrid, you can also use the S3 console that is available from the Tenant Manager to

13



Path: / demobackup/ backups/ |backupl/

Name

“J|backup1.tar.gz
“Jvelero-backup json
“llbackup-resource-listjson.gz

"I backup1-itemoperations json.gz
_J|backupi-volumesnapshots json.gz

“IIbackup1-podvolumebackups json.gz

I backupi-results.gz

“I|backupi-csi-volumesnapshotclasses json.gz
~|backup1 -csi-volumesnapshotcontents.json.gz

~I|backupl-csi-volumesnapshots.json
“I|backupi-logs.gz

Size Type Last Modified
230.36 KB GZFile 4/15/2024 10:26:29 PM
3.35KB JSON File 4/15/2024 10:26:29 PM
1.12KB GZFile 4/15/2024 10:26:29 PM
600 bytes GZFile 4/15/2024 10:26:28 PM
29 bytes GZFile 4/15/2024 10:26:28 PM
29 bytes GZFile 4/15/2024 10:26:28 PM
49 bytes GZFile 4/15/2024 10:26:28 PM
426 bytes GZFile 4/15/2024 10:26:28 PM
143KB GZFile 4/15/2024 10:26:28 PM
.gz 1.34KB GZFile 4/15/2024 10:26:28 PM
1349KB GZFile 4/15/2024 10:26:28 PM

Storage Class

STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD

Creating scheduled backups for Apps

To create backups on a schedule, you need to create a Schedule CR.

The schedule is simply a Cron expression allowing you to specify the time at which you want to create the

backup. A sample yaml to create a Schedule CR is shown below.

apiVersion:
kind: Schedule
metadata:
name: schedulel
namespace:
spec:
schedule: 0 7 * * *

template:

velero.io/vl

openshift-adp

includedNamespaces:

- postgresqgl
storagelLocation:

velero-container-backup-ontap-1

The Cron expression 0 7 * * * means a backup will be created at 7:00 every day.
The namespaces to be included in the backup and the storage location for the backup are also specified. So
instead of a Backup CR, Schedule CR is used to create a backup at the specified time and frequency.

Once the schedule is created, it will be Enabled.

14




Project: openshift-adp =«

» Operator details

stalled Operators

‘ OADP Operator

1.3.0 provided by Red Hat

toragel ocation DeleteBackupRequest DownloadRequest PodVolumeBackup PodVolumeRestore

L]
Schedules
Mame w Searcl
Name Kind Status Labeis
© schedulel Schedule Phase: & Enabled MNo labels

Backups will be created according to this schedule, and can be viewed from the Backup tab.

Schedul

astore

A
I

Project: openshift-adp =

» Operator details

Installed Operators

‘ OADP Operator

130 provided by Red Hat

Events Allinstances BackupRepository Backup BackupStoragelocation DeleteBackupRequest
4
Backups
Mame w Search by name=
MName Kind Status Labels
@ chedulel-20240415 o Backup Phase: InProgress velerpag/schedule-name=schedulel

veleroio/storaga-location=velero-demo-1

Ar-tin
ACTIONS b

DownloadRequest

Create Backup

Migrate an App from one cluster to another

Velero’s backup and restore capabilities make it a valuable tool for migrating your data
between clusters. This section describes how to migrate apps(s) from one cluster to
another by creating a backup of the app in Object storage from one cluster and then

restoring the app from the same object storage to another cluster. .
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Backup from first cluster

Prerequisites on Cluster 1

« Trident must be installed on the cluster.
» Atrident backend and Storage class must be created.
* OADP operator must be installed on the cluster.

* The DataProtectionApplication should be configured.

Use the following spec to configure the DataProtectionApplication object.

spec:
backupLocations:
- velero:
config:
insecureSkipTLSVerify: 'false'
profile: default
region: us-east-1
s3ForcePathStyle: 'true'
s3Url: 'https://10.61.181.161"
credential:
key: cloud
name: ontap-s3-credentials
default: true
objectStorage:
bucket: velero
caCert: <base-64 encoded tls certificate>
prefix: container-backup
provider: aws
configuration:
nodeAgent:
enable: true
uploaderType: kopia
velero:
defaultPlugins:
- csi
- openshift
- aws

- kubevirt

* Create an application on the cluster and take a backup of this application.
As an example, install a postgres application.

16



sqifdFta \postgrasglve ontap-nas

» Use the following spec for the backup CR:

spec:
csiSnapshotTimeout: 10mOs
defaultVolumesToFsBackup: false
includedNamespaces:

- postgresqgl
itemOperationTimeout: 4hOmOs
snapshotMoveData: true
storagelLocation: velero-sample-1
ttl: 720hOmOs

Project: openshift-adp

led Operators Operator details

‘ OADP Operator
14.0 provided by Red Hat Actions =

Repository Backup BackupStoragel ti tel kupRe

Backups

Name

Name Kind Status

® § Backup Phase: @ Completed

You can click on the All instances tab to see the different objects being created and moving through
different phases to finally come to the backup completed phase.

A backup of the resources in the namespace postgresql will be stored in the Object Storage location
(ONTAP S3) specified in the backupLocation in the OADP spec.



Restore to a second cluster

18

Prerequisites on Cluster 2

¢ Trident must be installed on cluster 2.

The postgresql app must NOT be already installed in the postgresql namespace.

OADP operator must be installed on cluster 2, and the BackupStorage Location must be pointing to
the same object storage location where the backup was stored from the first cluster.

The Backup CR must be visible from the second cluster.

[root@localhost ~]# oc get pods -n trident

INAME READY  STATUS AGE
rident-controller-6799cfb77f-8rzvk 6/6 Running 2d7h
rident-node-linux-/wvjz 2/2 Running 2d7h
trident-node-linux-8vvm2 2/2 Running 2d7h
rident-node-linux-bgs6f 2/2 Running 2d7h
rident-node-linux-njwb8 2/2 Running 2d7h
rident-node-linux-scqjl 2/2 Running 2d7h
trident-node-linux-swr69 2/2 Running 2d7h
rident-operator-b88b86fc8-7tk68 1/1 Running 2d7h
[root@localhost ~]# _

o

P NSO NON

CLASS REASON AGE
11m

2d7

Project: openshift-adp

led Operat Operator details

‘ OADP Operator
14.0 provided by Red Hat Actions =

kuy BackupStoragel.ocation

BackupStoragelLocations

Name Kind Status

tainer-demo- BackupStoragelLocation Phase: Available




nstalled Operators > Operator details

QADP Operator
‘ 14,0 provided by Red Hat

Actions

Details YAML Subscription

m

All instances

Name = Search by name.
Name Kind Status Labels Last updated
@ backup Backup Phase: @ Completed velero @ Jul 25,2024, 839 PM

Backup BackupStoragelocation DeleteBackupRequest DownloadReques

Backups

Restore the app on this cluster from the backup. Use the following yaml to create the Restore CR.

apiVersion: velero.io/vl
kind: Restore
apiVersion: velero.io/vl
metadata:

name: restore

namespace: openshift-adp
spec:

backupName: backup

restorePVs: true

When the restore is completed, you will see that the postgresql app is running on this cluster and is

associated with the pvc and a corresponding pv. The state of the app is the same as when the backup
was taken.

Project: openshift-adp
Installed Operators > Operator details

OADP Operator
‘ 14.0 provided by Red Hat

Actions =

elocation DeleteBackupRequest DownloadRequest

4

Name Kind Status

G restore Restors

Phase: @& Completed

=y

Restore Schedule Server

»

19



Restore an App from a backup

This section describes how to restore apps(s) from a backup.

Prerequisites

To restore from a backup, let us assume that the namespace where the app existed got accidentally deleted.

| root@localhost ~|# oc get pods -n postgresql
NAME READY  STATUS RESTARTS AGE
postgresql-© 1/1 Running © 102s
[ root@localhost ~]# oc delete ns postgresql
namespace "postgresql” deleted

[ root@localhost ~]#
[ root@localhost ~]#
[ root@localhost ~]# oc get pods -n postgresql
No resources found in postgresql namespace.

[ root@localhost ~]#

20



Restore to the same namespace

To restore from the backup that we just created, we need to create a Restore Custom Resource (CR). We
need to provide it a name, provide the name of the backup that we want to restore from and set the
restorePVs to true. Additional parameters can be set as shown in the documentation. Click on Create
button.

Project: openshift-adp +

Installed Operators » Operator details
OADP Operator
‘ 1.3.0 provided by Red Hat Actions =
lest DownloadRequest PodVolumeBackup PodVolumeRestore Restore Schedule ServerStatusRequest VolumeSnar

3

apiVersion: velero.io/vl
kind: Restore
apiVersion: velero.io/vl
metadata:
name: restore
namespace: openshift-adp
spec:
backupName: backup-postgresgl-ontaps3
restorePVs: true

When the phase shows completed, you can see that the app has been restored to the state when the
snapshot was taken. The app is restored to the same namespace.

Project: openshift-adp +

Operators > Operator details

QADP Operator
‘ 1.3.0 provided by Red Hat Actions =

est DownloadRequest PodVolumeBackup PodVolumeRestore Restore Schedule ServerStatusRequest VolumeSi

Restores

Name w e ame
Name Kind Status Labels
@ restorel Restore Phase: @ Completed No labels H
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lo resources found in postgresql namespace.

[ root@localhost ~|# oc get pods -n postgresql

NAME READY  STATUS RESTARTS AGE
postgresql-0 a/1 ContainerCreating 0 16s
[root@localhost ~]# oc get pods -n postgresql

NAME READY  STATUS RESTARTS AGE

postgresgl-8 0/1 Running © 22s
[root@localhost ~]# oc get pods -n postgresql
NAME READY  STATUS RESTARTS AGE
postgresql-@ /1 Running © 29s
[root@localhost ~]# oc get pods -n postgresql
NAME READY  STATUS RESTARTS AGE

postgresql-@ 1/1 Running © 37
[root@localhost ~]#




Restore to a different namespace

To restore the App to a different namespace, you can provide a namespaceMapping in the yaml definition

of the Restore CR.

The following sample yaml file creates a Restore CR to restore an App and its persistent storage from the

postgresql namespace, to the new namespace postgresql-restored.

apiVersion: velero.io/vl
kind: Restore
metadata:
name: restore-to-different-ns
namespace: openshift-adp
spec:

backupName: backup-postgresgl-ontaps3

restorePVs: true
includedNamespaces:
- postgresqgl
namespaceMapping:
postgresqgl: postgresgl-restored

When the phase shows completed, you can see that the app has been restored to the state when the
snapshot was taken. The App is restored to a different namespace as specified in the yaml.

©
I N,
I Project: virtual-machines = I
VirtualMachines
i [
Y Fiter = Name =  Searchbyname. / m 1-1of1
Mame T Status Conditions MNode
@ rhels-demao-vm2 &3 Funning ® acp-workert
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Restore to a different storage class

Velero provides a generic ability to modify the resources during restore by specifying json patches. The
json patches are applied to the resources before they are restored. The json patches are specified in a
configmap and the configmap is referenced in the restore command. This feature enables you to restore

using different storage class.

In the example below, the app, during deployment uses ontap-nas as the storage class for its persistent
volumes. A backup of the app named backup-postgresql-ontaps3 is created.

Project: virtual-machines-demo +

VirtualMachines > VirtualMachine details

7D rhel9-demo-vm1 & ruang

0 YAML  Actions w

Overview Details Metrics YAML Configuration Events Console Snapshots Diagnostics
Disks ®
Disk:
Add disk
|
Y Filter ~ [ Mount Windows drivers disk
9
Name 1 Source Size Drive Interface Storage class
cloudini = Dis
d @@ e 75GiB Dis ap-na
@D e 3175 GiB Disk ntap-na:
Project: openshift-adp
stalled Operators » Operator details
OADP Operator
‘ 1.31provided by Red Hat Actions
Details YAML Subscription Events All instances BackupRepository Backup BackupStoragelocation DeleteBackt
)
BaCkUpS Create Backup
Name = Search by nam
Name Kind Status
@ backup! Backup Phase: @ Completed

Simulate a loss of the app by uninstalling the app.

To restore the VM using a different storage class, for example, ontap-nas-eco storage class, you need to

do the following two steps:

Step 1

Create a config map (console) in the openshift-adp namespace as follows:

Fill in the details as shown in the screenshot:
Select namespace : openshift-adp
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Name: change-ontap-sc (can be any name)
Key: change-ontap-sc-config.yaml:
Value:

version: vl
resourceModifierRules:
- conditions:
groupResource: persistentvolumeclaims
resourceNameRegex: "data-postgresgl*"
namespaces:
- postgresqgl
patches:
- operation:
path:

value:

replace
"/spec/storageClassName"
"ontap-nas-eco"

Pods Project: openshift-adp +
Deployments
DeploymentConfigs Edlt ConflgMap
Config maps hold key-value pairs that can be usedinp ead apy ncer
StatefulSets
Secrets Configurevia: @® Form view YAML view
ConfigMaps
Name *
CronJobs e-storage
A unigue name the Cor the e
Jobs
DaemonSets
| table, if set to true, ensures that data stored in the figMap cannot be upda
ReplicaSets
Data
ReplicationControllers
Dat tains the configuration data that is in UTF-8 range

HorizontalPodAutoscalers

PodDisruptionBudgets Key *

change-storage-class-configyam

Virtualization
Value
Overview
Catalog Drag and drop file with your value here or browse to upload it
) version: vl
VirtualMachines resourceModifierRules:
- conditions:

Templates

monualiaraacss asesictantuslonselsias

InstanceTypes

The resulting config map object should look like this (CLI):
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# kubectl describe cm/change-storage-class-config -n openshift-
adp

Name : change-storage-class—-config
Namespace: openshift-adp
Labels: velero.io/change-storage-class=RestoreltemAction

velero.io/plugin-config=
Annotations: <none>

Data

change-storage-class-config.yaml:
version: vl
resourceModifierRules:
— conditions:
groupResource: persistentvolumeclaims
resourceNameRegex: "“rhel*"
namespaces:
- virtual-machines-demo
patches:
- operation: replace

path: "/spec/storageClassName"
value: "ontap-nas-eco"

BinarxData

Events: <none>

This config map will apply the resource modifier rule when the restore is created. A patch will be applied
to replace the storage class name to ontap-nas-eco for all persistent volume claims starting with rhel.

Step 2
To restore the VM use the following command from the Velero CLI:

#velero restore create restorel --from-backup backupl --resource
-modifier-configmap change-storage-class-config -n openshift-adp

The app is restored in the same namespace with the persistent volume claims created using the storage
class ontap-nas-eco.



Project: virtual-machines-demo ~

Disks ®

Add disk
Y Filter = Mount Windows drivers disk

Name 1 Source Size Drive Interface Storage c...

oudinitdisk ther - Dish

Jisk PVC IE 3175 GiB Disk virtio ontap-nas-ece

@ el9- 31.75 GiB Disk virtic ontap-nas-ecco

Deleting backups and restores in using Velero

This section outlines how to delete backups and restores of Apps in OpenShift container
platform using Velero.

List all backups

You can list all Backup CRs by using the OC CLI tool or the Velero CLI tool.
Download the Velero CLI as given in the instructions in the Velero documentation.

Deleting a backup

You can delete a Backup CR without deleting the Object Storage data by using the OC CLI tool. The backup
will be removed from the CLI/Console output. However, since the corresponding backup is not removed from
the object storage, it will re-appear in the CLI/console output.
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root@localhost ~|# oc delete backup backup2 -n openshift-adp
backup.velero.io "backup2" deleted
[root@localhost ~]# oc get backups -n openshift-adp
NAME AGE
backup-postgresqgl-ontaps3 23h
schedulel-20240717070005 6h49m

[root@localhost ~]# oc get backups -n openshift-adp
NAME AGE
backup-postgresql-ontaps3 23h

backup?2 24s
schedulel-20240717070005 6h50m

[root@localhost ~]# _

If you want to delete the Backup CR AND the associated object storage data, you can do so by using
the Velero CLI tool.

Deleting the Restore

You can delete the Restore CR Object by using either the OC CLI or the Velero CLI
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