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Hybrid cloud with provider-managed
components

NetApp Solution with Managed Red Hat OpenShift
Container platform workloads

Customers may be "born in the cloud" or may be at a point in their modernization journey
when they are ready to move some select workloads or all workloads from their data
centers to the cloud. They may choose to use provider-managed OpenShift containers
and provider-managed NetApp storage in the cloud for running their workloads. They
should plan and deploy the Managed Red Hat OpenShift container clusters in the cloud
for a successful production-ready environment for their container workloads. NetApp
provides fully managed storage offerings for Managed Red Hat solutions in all three
leading public clouds.

Amazon FSx for NetApp ONTAP (FSx ONTAP)

FSx ONTAP delivers data protection, reliability, and flexibility for container deployments in AWS. Trident serves
as the dynamic storage provisioner to consume the persistent FSx ONTAP storage for customers' stateful
applications.

As ROSA can be deployed in HA mode with control plane nodes spread across multiple availability zones, FSx
ONTAP can also be provisioned with Multi-AZ option which provides high availability and protect against AZ
failures.

Google Cloud NetApp Volumes

Red Hat OpenShift Dedicated is a fully managed application platform that enables you to quickly build, deploy,
and scale applications across the hybrid cloud. Google Cloud NetApp Volumes provides persistent volumes
bringing the full suite of ONTAP’s enterprise data management capabilities to OpenShift deployments in
Google Cloud.

Deploy and configure the Managed Red Hat OpenShift
Container platform on AWS

This section describes a high-level workflow of setting up the Managed Red Hat
OpenShift clusters on AWS(ROSA). It shows the use of managed Amazon FSx for
NetApp ONTAP (FSx ONTAP) as the storage backend by Trident to provide persistent
volumes. Details are provided about the deployment of FSx ONTAP on AWS using
BlueXP. Also, details are provided about the use of BlueXP and OpenShift GitOps (Argo
CD) to perform data protection and migration activities for the stateful applications on
ROSA clusters.

Here is a diagram that depicts the ROSA clusters deployed on AWS and using FSx ONTAP as the backend
storage.
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This solution was verified by using two ROSA clusters in two VPCs in AWS. Each ROSA cluster
was integrated with FSx ONTAP using Trident. There are several ways of deploying ROSA

@ clusters and FSx ONTAP in AWS. This high-level description of the setup provides
documentation links for the specific method that was used. You can refer to the other methods in
the relevant links provided in the resources section.

The setup process can be broken down into the following steps:

Install ROSA clusters
* Create two VPCs and set up VPC peering connectivity between the VPCs.

» Refer here for instructions to install ROSA clusters.

Install FSx ONTAP

* Install FSx ONTAP on the VPCs from BlueXP.
Refer here for BlueXP account creation and to get started.
Refer here for installing FSx ONTAP.
Refer here for creating a connector in AWS to manage the FSx ONTAP.

* Deploy FSx ONTAP using AWS.
Refer here for deployment using AWS console.

Install Trident on ROSA clusters (using Helm chart)

* Use Helm chart to install Trident on ROSA clusters.
Refer to the documentation xref:./openshift/ here.

Integration of FSx ONTAP with Trident for ROSA clusters

@ OpenShift GitOps can be utilized to deploy Trident CSI to all managed clusters as they get
registered to ArgoCD using ApplicationSet.


https://docs.netapp.com/us-en/netapp-solutions-cloud/openshift/os-solutions-resources.html
https://docs.openshift.com/rosa/welcome/index.html
https://docs.netapp.com/us-en/cloud-manager-setup-admin/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-setup-admin/index.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/getting-started-step1.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-helm.html
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=621ae20d-7567-4bbf-809d-b01200fa7a68

apiVersion: argoproj.io/vlalphal
kind: ApplicationSet
metadata:

name: trident-operator

g rators:
= clusters: {}

template:
metadatas:
name: '{{nameNormalized}}-trident'
spec:
destination:
namesp : trident
server: '{{server}}’
sources:
repoURL: “https://netapp.github.io/trident-helm-chart’
targetRevision: 23.04.8
chart: trident-operator
project: default
sync
syncOptions:
= CreateNamespace=true

Create backend and storage classes using Trident (for FSx ONTAP)
» Refer here for details about creating backend and storage class.

* Make the storage class created for FsxN with Trident CSI as default from OpenShift Console.
See screenshot below:
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Deploy an application using OpenShift GitOps (Argo CD)
« Install OpenShift GitOps operator on the cluster. Refer to instructions here.

» SetUp a new Argo CD instance for the cluster. Refer to instructions here.

Open the console of Argo CD and deploy an app.


https://docs.netapp.com/us-en/trident/trident-use/backends.html
https://docs.openshift.com/container-platform/4.10/cicd/gitops/installing-openshift-gitops.html
https://docs.openshift.com/container-platform/4.10/cicd/gitops/setting-up-argocd-instance.html

As an example, you can deploy a Jenkins App using Argo CD with a Helm Chart.
When creating the application, the following details were provided:

Project: default

cluster: 'https://kubernetes.default.svc' (without the quotes)

Namespace: Jenkins

The url for the Helm Chart: 'https://charts.bitnami.com/bitnami' (without the quotes)

Helm Parameters:
global.storageClass: fsxn-nas

Deploy and configure OpenShift Dedicated on Google Cloud
with Google Cloud NetApp Volumes

This section describes a high-level workflow of setting up OpenShift Dedicated (OSD)
clusters on the Google Cloud platform. It shows NetApp Trident using Google Cloud
NetApp Volumes as the storage backend to provide persistent volumes for stateful
applications running with Kubernetes.

Here is a diagram that depicts an OSD cluster deployed on Google Cloud and using NetApp Volumes as the
backend storage.
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The setup process can be broken down into the following steps:

Install OSD clusters in Google Cloud

« If you wish to use an existing VPC for the cluster, you must create the VPC, two subnets, a cloud router,
and two GCP cloud NATs for the OSD cluster. Refer here for instructions.

» Refer here for instructions to install OSD clusters on GCP using the Customer Cloud Subscription (CCS)
billing model. OSD is also included on Google Cloud Marketplace. A video showing how to install OSD
using the Google Cloud Marketplace solution is located here.

Enable Google Cloud NetApp Volumes

* Refer here for information on setting up access to Google Cloud NetApp Volumes. Follow all the steps up
to and including

 Create a storage pool. Refer here for information on how to set up a storage pool on Google Cloud NetApp
Volumes. Volumes for the stateful Kubernetes applications running on OSD will be created within the
storage pool.


https://cloud.redhat.com/experts/gcp/osd_preexisting_vpc/
https://docs.openshift.com/dedicated/osd_install_access_delete_cluster/creating-a-gcp-cluster.html#osd-create-gcp-cluster-ccs_osd-creating-a-cluster-on-gcp
https://www.youtube.com/watch?v=p9KBFvMDQJM
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/workflow
https://cloud.google.com/netapp/volumes/docs/get-started/quickstarts/create-storage-pool#create_a_storage_pool

Install Trident on OSD clusters (using Helm chart)

» Use a Helm chart to install Trident on OSD clusters. Refer here for instructions on how to install the Helm
Chart. The helm chart may be found here.

Integration of NetApp Volumes with NetApp Trident for OSD clusters
Create backend and storage classes using Trident (for Google Cloud NetApp Volumes)

* Refer here for details about creating backend.

« If any of the current storage classes in kubernetes are marked as default, remove that annotation by editing
the storage class.

» Create at least one storage class for NetApp volumes with the Trident CSI provisioner. Make exactly one of
the storage classes the default using an annotation. This will allow a PVC to use this storage class when it
is not explicitly called out in the PVC manifest. An example with the annotation is shown below.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-standard-k8s
annotations:
storageclass.kubernetes.io/is-default-class: "true"
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "nfs"
allowVolumeExpansion: true

Deploy an application using OpenShift GitOps (Argo CD)
* Install OpenShift GitOps operator on the cluster. Refer to instructions here.

» SetUp a new Argo CD instance for the cluster. Refer to instructions here.

Open the console of Argo CD and deploy an app.

As an example, you can deploy a Jenkins App using Argo CD with a Helm Chart.
When creating the application, the following details were provided:

Project: default

cluster: 'https://kubernetes.default.svc' (without the quotes)

Namespace: Jenkins

The url for the Helm Chart: 'https://charts.bitnami.com/bitnami' (without the quotes)

Data protection

This page shows the data protection options for Managed Red Hat OpenShift on AWS
(ROSA) clusters using Astra Control Service. Astra Control Service (ACS) provides an
easy-to-use graphical user-interface with which you can add clusters, define applications
running on them, and perform application aware data management activities. ACS
functions can also be accessed using an API that allows for automation of workflows.

Powering Astra Control (ACS or ACC) is NetApp Trident. Trident integrates several types of Kubernetes


https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-helm.html#critical-information-about-astra-trident-24-06
https://github.com/NetApp/trident/tree/master/helm/trident-operator
https://docs.openshift.com/gitops/1.13/installing_gitops/installing-openshift-gitops.html
https://docs.openshift.com/gitops/1.13/argocd_instance/setting-up-argocd-instance.html

clusters such as Red Hat OpenShift, EKS, AKS, SUSE Rancher, Anthos etc., with various flavors of NetApp
ONTAP storage such as FAS/AFF, ONTAP Select, CVO, Google Google Cloud NetApp Volumes, Azure
NetApp Files and Amazon FSx ONTAP.

This section provides details for the following data protection options using ACS:
+ Avideo showing Backup and Restore of a ROSA application running in one region and restoring to another
region.
* Avideo showing Snapshot and Restore of a ROSA application.

» Step-by-step details of installing a ROSA cluster, Amazon FSx ONTAP, using NetApp Trident to integrate
with storage backend, installing a postgresql application on ROSA cluster, using ACS to create a snapshot
of the application and restoring the application from it.

* A blog showing step-by-step details of creating and restoring from a snapshot for a mysql application on a
ROSA cluster with FSx ONTAP using ACS.

Backup/Restore from Backup

The following video shows the backup of a ROSA application running in one region and restoring to another
region.

FSx NetApp ONTAP for Red Hat OpenShift Service on AWS

Snapshot/Restore from snapshot

The following video shows taking a snapshot of a ROSA application and restoring from the snapshot after.

Snapshot/Restore for Applications on Red Hat OpenShift Service on AWS (ROSA)clusters with Amazon FSx
ONTAP storage

Blog

+ Using Astra Control Service for data management of apps on ROSA clusters with Amazon FSx storage

Step-by-Step Details to create snapshot and restore from it

Prerequisite setup

* AWS account

* Red Hat OpenShift account

* IAM user with appropriate permissions to create and access ROSA cluster
« AWS CLI

*+ ROSACLI

* OpenShift CLI(oc)

* VPC with subnets and appropriate gateways and routes

ROSA Cluster installed into the VPC

» Amazon FSx ONTAP created in the same VPC

» Access to the ROSA cluster from OpenShift Hybrid Cloud Console


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=01dd455e-7f5a-421c-b501-b01200fa91fd
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=36ecf505-5d1d-4e99-a6f8-b11c00341793
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=36ecf505-5d1d-4e99-a6f8-b11c00341793
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Using-Astra-Control-Service-for-data-management-of-apps-on-ROSA-clusters-with/ba-p/450903
https://signin.aws.amazon.com/signin?redirect_uri=https://portal.aws.amazon.com/billing/signup/resume&client_id=signup
https://console.redhat.com/
https://www.rosaworkshop.io/rosa/1-account_setup/
https://aws.amazon.com/cli/
https://console.redhat.com/openshift/downloads
https://console.redhat.com/openshift/downloads
https://docs.openshift.com/rosa/rosa_install_access_delete_clusters/rosa_getting_started_iam/rosa-installing-rosa.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/getting-started-step1.html
https://console.redhat.com/openshift/overview
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. Create an admin user and login to the cluster.

. Create a kubeconfig file for the cluster.

. Install Trident on the cluster.

. Create a backend, storage class and snapshot class configuration using the Trident CSI provisioner.
. Deploy a postgresql application on the cluster.

. Create a database and add a record.

Add the cluster into ACS.
Define the application in ACS.
Create a snapshot using ACS.

Delete the database in the postgresql application.

. Restore from a snapshot using ACS.
12.

Verify your app has been restored form the snapshot.

1. Create an admin user and login to the cluster

Access the ROSA cluster by creating an admin user with the following command : (You need to create an
admin user only if you did not create one at the time of installation)

rosa create admin --cluster=<cluster-name>

The command will provide an output that will look like the following. Login to the cluster using the oc login
command provided in the output.

W: It is recommended to add an identity provider to login to this cluster.
See 'rosa create idp --help' for more information.

I: Admin account has been added to cluster 'my-rosa-cluster'. It may take up
to a minute for the account to become active.

I: To login, run the following command:

oc login https://api.my-rosa-cluster.abcd.pl.openshiftapps.com:6443 \
--username cluster-admin \

--password FWGYL-2mkJI-00000-00000

You can also login to the cluster using a token. If you already created an admin-user at the time
of cluster creation, you can login to the cluster from the Red Hat OpenShift Hybrid Cloud

@ console with the admin-user credentials. Then by clicking on the top right corner where it
displays the name of the logged in user, you can obtain the oc 1ogin command (token login)
for the command line.

2. Create a kubeconfig file for the cluster

Follow the procedures here to create a kubeconfig file for the ROSA cluster. This kubeconfig file will be used
later when you add the cluster into ACS.


https://docs.netapp.com/us-en/astra-control-service/get-started/create-kubeconfig.html#create-a-kubeconfig-file-for-red-hat-openshift-service-on-aws-rosa-clusters

3. Install Trident on the cluster

Install Trident (latest version) on the ROSA cluster. To do this, you can follow any one of the procedures given
here. To install Trident using helm from the console of the cluster, first create a project called Trident.

RedHat £ A2 © ©

cluster-admin =

OpenShift Service on AWS

Projects

Y Filter = ame w ['.l dent :| m
b4
MName Dizplay name Status Requester Created
@D trident trident @ Active psaadmir @ Feb 12,2024, 954 PM

Then from the Developer view, create a Helm chart repository. For the URL field use
'https://netapp.github.io/trident-helm-chart'. Then create a helm release for Trident operator.


https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html

Create Helm Chart Repository

Add helm chart repository

Configurevia: % Form view YAML view

Scope type

MNamespaced scoped (ProjectHelmChartReg

®  Clyster scoped (HelmChartRepository

MName *

trident

A uricue name ¥ tha Haln iT e Loy
Display name

Astra Tndent
A w [ ¥ ' r M@ for the Helr mar &0 gt

Description
MNetApp Astra Trident

A descriphion for the Helm Chart repository

Disable usage of the repo in the sveloper catalog

URL *

https://natapp github io/trident-halm --::har:|
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Project; trident ~

Developer Catalog > Helm Charts

Helm Charts

Browse for charts that help manage complex installations and upgrades. Cluster administrators can custs

catalog. Alternatively, developers can try t« figure their ow stom He

I All item All items

Q. Filter by keyv AZ w

Chart Repositories Helm Charts

Astra Tndent (| TRDaNT
OpenShift Heim Trident Operator

Charts (87

A Heln art for deploying
Source MNetApp's Tndent CSl storage

Community (33)

Partner (42)

Red Hat (12

Verify all trident pods are running by going back to the Administrator view on the console and selecting pods in
the trident project.

11



— RedHat
- OpenShift Service on AWS

Project: trident +
#2 Administrator

Home POdS
Operators Y Fiter - Name - = m
Workloads Name 1 Status Ready Restarts Owner Mem:
Pods @ trice e TR e
Deployments - =
@ tride CR 2/2 @ tride e
DeploymentConfigs 4
StatefulSets Q@ vide SR 2/2 @ o -
Secrets -
ConfigMaps 0 ; _‘_ N S @ : :
CronJobs & " . CF D o E
Jobs
@ o+ @
DaemonSets giS
ReplicaSets @ tride e SR 2/2 @D vide e
ReplicationControllers :
HorizontalPodAutoscalers G _ = SR @ o =
PodDisruptionBudgets Q el - or ' @ ik
Networking @ ide o or (RS RUEE

4. Create a backend, storage class and snapshot class configuration using the Trident CSI provisioner

Use the yaml files shown below to create a trident backend object, storage class object and the
Volumesnapshot object. Be sure to provide the credentials to your Amazon FSx ONTAP file system you
created, the management LIF and the vserver name of your file system in the configuration yaml for the
backend. To get those details, go to the AWS console for Amazon FSx and select the file system, navigate to
the Administration tab. Also, click on update to set the password for the fsxadmin user.

@ You can use the command line to create the objects or create them with the yaml files from the
hybrid cloud console.

12



FSx » Filesystems 3 fs-049f9a23aac951429
fsx-for-rosa (fs-049f9a23aac951429)

¥ Summary

File system 1D

f5-049f9a23aac951429 (F

ycle state
@ Available

File system type
ONTAP

Deplayment type
Single-AZ

SSD storage capacity
1024 GiB

Throughput capacity
128 MB/s

Provisioned 10PS
3072

Number of HA pairs
1

Availability Zones

us-west-2b (§

Creation time
2024-02-12720:15:23-05:00

Network & security Monitoring & performance Administration

ONTAP administration

Management endpoint - DNS name

management.fs-04919a2322c951429 fsx.us-west-2 amazonaws.com (J

Inter-cluster endpoint - DNS name

Storage virtual machines Volumes

Management endpoint - IP address

10.49.9.135 (3

Inter-cluster endpoint - IP address

ONTAP administrator usemame
fsxadmin (9

ONTAP administrator password

intercluster f5-049f93233ac951429. fsx.us-west-2.amazonaws.com (J 10.49.9.49 (P s ||
o ) F= 10.49.9.251 (9 | e
Trident Backend Configuration
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-nas-secret

type: Opaque
stringData:
username: fsxadmin

password: <password>

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig
metadata:

name: ontap-nas
spec:

version: 1

storageDriverName: ontap-nas

managementLIF: <management 1if>

backendName: ontap-nas
svm: fsx

credentials:

name: backend-tbc-ontap-nas-secret

Storage Class




apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-nas
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"

allowVolumeExpansion: true

shapshot class

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:
name: trident-snapshotclass
driver: csi.trident.netapp.io

deletionPolicy: Delete

Verify that the backend, storage class and the trident-snapshotclass objects are created by issuing the
commands shown below.

At this time, an important modification you need to make is to set ontap-nas as the default storage class
instead of gp3 so that the postgresql app you deploy later can use the default storage class. In the Openshift
console of your cluster, under Storage select StorageClasses. Edit the annotation of the current default class to
be false and add the annotation storageclass.kubernetes.io/is-default-class set to true for the ontap-nas
storage class.

14



Edit annotations

Key Value

storageclass kubernetes io/is- [ fals]

© Add more

StorageClasses

Name w Search by name

Name Provisioner Reclaim policy

@ gp2 kubernetes.io/aws-ebs Delete

@ gp2-csi ebs.csi.aws.com Delete H
[SCTE ebs.csi.aws.com Delete H
E® gp3-csi ebs.csiaws.com Delete H
@ ontap-nas - Default csitrident.netapp.io Delete H

5. Deploy a postgresql application on the cluster

You can deploy the application from the command line as follows:

helm install postgresqgl bitnami/postgresqgl -n postgresqgl --create-namespace

15



Fix the error by editing the runAsUser and fsGroup fields in

statefuleset.apps/postgresqgl object with the uid that is in the output of the oc get

project command as shown below.

[ec2-user@ip-10-49-11-132 astra]$ oc get project postgresql -o yaml grep uid-range
openshift.io/sa.scc. : 1081010000/10000

{[ec2-user@ip-10-49-11-132 astral]$ oc edit -n postgresql statefulset.apps/postgresql

statefulset.apps/postgresql edited

[ec2-user@ip-10-49-11-132 astral$ .

postgresql app should be running and using persistent volumes backed by Amazon FSx ONTAP storage.




[ec2-user@ip-10-49-11-132 astra]$ oc get pods -n postgresql
NAME READY  STATUS RESTARTS AGE
ostgresql-© 1/1 Running 2mdb6s
[ec2-user@ip-10-49-11-132 astral$ _

[ec2-user@ip-10-49-11-132 s

NAME S U VO CAPACITY ACCESS MODES STORAGECLAS
data-postgresql-@ Jound 9524

[ec2-user@ip-10-49-11-132 s

6. Create a database and add a record

7. Add the cluster into ACS

Log in to ACS. Select cluster and click on Add. Select other and upload or paste the kubeconfig file.

17



) Add cluster STEP 1/3: DETAILS

PROVIDER

BT Microsoft Azure &y Google Cloud Platform aws  Amazon Web Services ds Other

KUBECONFIG

@ Please ensure that the kubeconfig used for this cluster has a long-fived token associated with it.

Provide Astra Control access to your Kubernetes dusters by entening a kubeconfig credential Follow thesa instructions (5 on how to create
a dedicated admin-role kubeconfig,

Upload file Paste or type

Click Next and select ontap-nas as the default storage class for ACS. Click Next, review the details and Add
the cluster.

@ Add cluster STEP 2/3: STORAGE »

L ——
STORAGE

v Assign a new default storage class

The following storage classes are available on the cluster.

Set default Storage class Storage provisioner Reclaim policy Binding mode Eligibility
gp< KUDEITIEES.I0/dWs -80S veiele WAIlFOTFIrst onsumer AN \_ll(:.‘\_\glb\l:‘_
gp2-csi ebs.csi.aws.com Delete WaitForFirstConsumer (») Eligible
gp3 ebs.csi.aws.com Delete WaitForFirstConsumer & Eligible
gp3-csi ebs.csi.aws.com Delete WaitForFirstConsumer () Eligible

a ontap-nas Default csi.tndent.netapp.io Delete Immediate (&) Eligible
€« Back Next -

8. Define the application in ACS

Define the postgresql application in ACS. From the landing page, select Applications, Define and fill in the
appropriate details. Click Next a couple of times, Review the details and click Define. The application gets

18



added to ACS.

2 Add cluster

STORAGE

v Assign a new default storage class

Set default Storage class

gp<
gp2-csi
gp3
gp3-csi

° ontap-nas Default

The following storage classes are available on the cluster.

STEP 2/3: STORAGE X
—_—
Storage provisioner Reclaim policy Binding mode Eligibility
RKUDEIMEWES.I0/dWs-els veigle WAIlFOTFIrst onsumer ! _l_t_‘\_\ﬁ?i._“_‘_:
ebs.csi.aws.com Delete WaitForFirstConsumer (~) Eligible
ebs.csi.aws.com Delete WaitForFirstConsumer v) Eligible
ebs.csl.aws.com Delete WaitForFirstConsumer (v) Eligible
csi.tndent.netapp.io Delete Immediate (v) tligible
€« Back Next -

9. Create a snapshot using ACS

There are many ways to create a snapshot in ACS. You can select the application and create a snapshot from
the page that shows the details of the application. You can click on Create snapshot to create an on-demand
snapshot or configure a protection policy.

Create an on-demand snapshot by simply clicking on Create snapshot, providing a name, reviewing the
details, and clicking on Snapshot. The snapshot state changes to Healthy after the operation is completed.

3 Dashboard

\i_@ Applications

@ Clusters

) Cloud instances

B Buckets

8 Account

[

Activity

93‘ Support

Data protection

Actions ¥

Name

Storage Resources Execution hooks Activity Tasks
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You don’t have any snapshots

After vou have created a snapshot it will be listed here
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10. Delete the database in the postgresql application

Log back into postgresq|, list the available databases, delete the one you created previously and list again to
ensure that the database has been deleted.

ICU Locale |

11. Restore from a snapshot using ACS

To restore the application from a snapshot, go to ACS Ul landing page, select the application and select
Restore. You need to pick a snapshot or a backup from which to restore. (Typically, you would have multiple

20



created based on a policy that you have configured). Make appropriate choices in the next couple of screens
and then click on Restore. The application status moves from Restoring to Available after it has been restored

from the snapshot.
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<
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RESTORE SOURCE
Select a snapshot or backup to restore the application to a previous state.
Time range V = ' 3 snapshots & Backups
Application snapshot Snapshot state On-Schedule / On-Demand Created *
@ postgresql-snapshot-20240213164912 (¥) Healthy On-Demand 2024/02/13 16:50 UTC
Cancel Next -
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12. Verify your app has been restored from the snapshot

Login to the postgresql client and you should now see the table and the record in the table that you previously
had. That'’s it. Just by clicking a button, your application has been restored to a previous state. That is how
easy we make it for our customers with Astra Control.

Data migration

This page shows the data migration options for container workloads on Managed Red
Hat OpenShift clusters using FSx ONTAP for persistent storage.
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Data Migration

Red Hat OpenShift service on AWS as well as Amazon FSx for NetApp ONTAP (FSx ONTAP) are part of their
service portfolio by AWS. FSx ONTAP is available on Single AZ or Multi-AZ options.

Multi-Az option provides data protection from availability zone failure.

FSx ONTAP can be integrated with Trident to provide persistent storage for applications on ROSA clusters.

Integration of FSx ONTAP with Trident using Helm chart

ROSA Cluster Integration with Amazon FSx ONTAP
The migration of container applications involves:
* Persistent volumes: this can be accomplished using BlueXP.

Another option is to use Trident Protect to handle container application migrations from on-premises to the
cloud environment. Automation can be used for the same purpose.

» Application metadata: this can be accomplished using OpenShift GitOps (Argo CD).

Failover and Fail-back of applications on ROSA cluster using FSx ONTAP for persistent storage

The following video is a demonstration of application failover and fail-back scenarios using BlueXP and Argo
CD.

Failover and Fail-back of applications on ROSA cluster

Data protection and migration solution for OpenShift Container workloads
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=621ae20d-7567-4bbf-809d-b01200fa7a68
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=e9a07d79-42a1-4480-86be-b01200fa62f5

Additional NetApp Hybrid Multicloud solutions for Red Hat
OpenShift workloads

Additional solutions
Additional solutions are available in other sections as follows:
For Red Hat OpenShift Container solutions, see here.

For Red Hat OpenShift Virtualization solutions on premises, see here.
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https://docs.netapp.com/us-en/netapp-solutions-containers/openshift/os-solution-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-deployment-prerequisites.html
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