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Openshift for on-premises

NetApp Solution with Red Hat OpenShift Container platform
workloads on VMware

If customers have a need to run their modern containerized applications on infrastructure
in their private data centers, they can do so. They should plan and deploy the Red Hat
OpenShift container platform (OCP) for a successful production-ready environment for
deploying their container workloads. Their OCP clusters can be deployed on VMware or
bare metal.

NetApp ONTAP storage delivers data protection, reliability, and flexibility for container deployments. Trident
serves as the dynamic storage provisioner to consume persistent ONTAP storage for customers' stateful
applications. NetApp Trident Protect can be used for the many data management requirements of stateful
applications such as data protection, migration, and business continuity.

With VMware vSphere, NetApp ONTAP tools provides a vCenter Plugin which can be utilized to provision
datastores. Apply tags and use it with OpenShift for storing the node configuration and data. NVMe based
storage provides lower latency and high performance.

Data protection and migration solution for OpenShift Container workloads using
Trident Protect
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Deploy and configure the Red Hat OpenShift Container
platform on VMware

This section describes a high-level workflow of how to set up and manage OpenShift



clusters and manage stateful applications on them. It shows the use of NetApp ONTAP
storage arrays with the help of Trident to provide persistent volumes.

There are several ways of deploying Red Hat OpenShift Container platform clusters. This high-
level description of the setup provides documentation links for the specific method that was
used. You can refer to the other methods in the relevant links provided in the resources section.

Here is a diagram that depicts the clusters deployed on VMware in a data center.
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The setup process can be broken down into the following steps:

Deploy and configure a CentOS VM

* Itis deployed in the VMware vSphere environment.
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» This VM is used for deploying some components such as NetApp Trident and NetApp Trident Protect

for the solution.

* Aroot user is configured on this VM during installation.


https://docs.netapp.com/us-en/netapp-solutions-cloud/openshift/os-solutions-resources.html

Deploy and configure an OpenShift Container Platform cluster on VMware vSphere (Hub Cluster)

Refer to the instructions for the Assisted deployment method to deploy an OCP cluster.

Remember the following:

- Create ssh public and private key to provide to the installer. These keys will be used to
login to the master and worker nodes if needed.

- Download the installer program from the assisted installer. This program is used to boot
the VMs that you create in the VMware vSphere environment for the master and worker
nodes.

- VMs should have the minimum CPU, memory, and hard disk requirement. (Refer to the
vm create commands on this page for the master and the worker nodes which provide this
information)

- The diskUUID should be enabled on all VMs.

- Create a minimum of 3 nodes for master and 3 nodes for worker.

- Once they are discovered by the installer, turn on the VMware vSphere integration toggle
button.

Install Advanced Cluster Management on the Hub cluster

This is installed using the Advanced Cluster Management Operator on the Hub Cluster.
Refer to the instructions here.

Install two additional OCP clusters (Source and Destination)

» The additional clusters can be deployed using the ACM on the Hub Cluster.

» Refer to the instructions here.

Configure NetApp ONTAP storage

* Install an ONTAP cluster with connectivity to the OCP VMs in VMWare environment.
» Create an SVM.
» Configure NAS data lif to access the storage in SVM.

Install NetApp Trident on the OCP clusters

Install NetApp Trident on all three clusters: Hub, source, and destination clusters

Refer to the instructions here.

Create a storage backend for ontap-nas .

Create a storage class for ontap-nas.

» Refer to instructions here.


https://docs.openshift.com/container-platform/4.17/installing/installing_vsphere/installing-vsphere-assisted-installer.html
https://docs.redhat.com/en/documentation/assisted_installer_for_openshift_container_platform/2024/html/installing_openshift_container_platform_with_the_assisted_installer/installing-on-vsphere
https://access.redhat.com/documentation/en-us/red_hat_advanced_cluster_management_for_kubernetes/2.7/html/install/installing#doc-wrapper
https://access.redhat.com/documentation/en-us/red_hat_advanced_cluster_management_for_kubernetes/2.7/html/clusters/cluster_mce_overview#vsphere_prerequisites
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-operator.html
https://docs.netapp.com/us-en/trident/trident-use/create-stor-class.html

Deploy an Application on Source Cluster

Use OpenShift GitOps to deploy an application. (eg. Postgres, Ghost)

The next step is to use the Trident Protect for Data protection and Data migration from the source to the
destination cluster.
Refer here for instructions.

Data protection using Astra

This page shows the data protection options for Red Hat OpenShift Container based
applications running on VMware vSphere using Trident Protect (ACC).

As users take their journey of modernizing their applications with Red Hat OpenShift, a data protection strategy
should be in place to protect them from accidental deletion or any other human errors. Often a protection
strategy is also required for regulatory or compliance purposes to protect their data from a diaster.

The requirements of data protection varies from reverting back to a point in time copy to automatically failing
over to a different fault domain without any human intervention. Many customers pick ONTAP as their preferred
storage platform for their Kubernetes applications because of its rich features like multitenancy, multi-protocol,
high performance and capacity offerings, replication and caching for multi-site locations, security and flexibility.

Data protection in ONTAP can be achieved using ad-hoc or policy controlled
- Snapshot
- backup and restore

Both Snapshot copies and backups protect the following types of data:

- The application metadata that represents the state of the application
- Any persistent data volumes associated with the application

- Any resource artifacts belonging to the application

Snapshot with ACC

A point in time copy of data can be captured using Snapshot with ACC. Protection policy defines the number of
Snapshot copies to keep. Minimum schedule option available is hourly. Manual, on-demand Snapshot copies
can be taken at any time and at shorter intervals than scheduled Snapshot copies. Snapshot copies are stored
on the same provisioned volume as the app.

Configuring Snapshot with ACC


https://docs.netapp.com/us-en/netapp-solutions-cloud/openshift/os-dp-tp-solution.html
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Backup and Restore with ACC

A backup is based on a Snapshot. Trident Protect can take Snapshot copies using CSI and perform backup
using the point in time Snapshot copy. The backup is stored in an external object store (any s3 compatible
including ONTAP S3 at a different location). Protection policy can be configured for scheduled backups and the
number of backup versions to keep. The minimum RPO is one hour.

Restoring an application from a backup using ACC

ACC restores application from the S3 bucket where the backups are store.
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Application specific execution hooks

In addition, execution hooks can be configured to run in conjunction with a data protection operation of a
managed app. Even though storage array level data protection features are available, often additional steps
are needed to make backups and restores, application consistent. The app-specific additional steps could be:
- before or after a Snapshot copy is created.

- before or after a backup is created.

- after restoring from a Snapshot copy or backup.

Astra Control can execute these app-specific steps coded as custom scripts called execution hooks.
NetApp Verda GitHub project provides execution hooks for popular cloud-native applications to make

protecting applications straightforward, robust, and easy to orchestrate. Feel free to contribute to that project if
you have enough information for an application that is not in the repository.


https://github.com/NetApp/Verda

Sample execution hook for pre-Snapshot of a redis application.
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Replication with ACC

For regional protection or for a low RPO and RTO solution, an application can be replicated to another
Kubernetes instance running at a different site, preferably in another region. Trident Protect utilizes ONTAP
async SnapMirror with RPO as low as 5 minutes. Replication is done by replicating to ONTAP and then a fail
over creates the Kubernetes resources in the destination cluster.

Note that replication is different from the backup and restore where the backup goes to S3 and
restore is performed from S3. Refer xref:./openshift/ here to get additional details about the
differences between the two types of data protection.

Refer here for SnapMirror setup instructions.

SnapMirror with ACC


https://docs.netapp.com/us-en/astra-control-center/concepts/data-protection.html#replication-to-a-remote-cluster
https://docs.netapp.com/us-en/astra-control-center/use/replicate_snapmirror.html
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for additional details.

Demo video:

Demonstration video of disaster recovery with Trident Protect

Data protection with Trident Protect

Business Continuity with MetroCluster

Most of our hardware platform for ONTAP has high availability features to protect from device failures avoiding
the need to perform diaster recovery. But to protect from fire or any other disaster and to continue the business
with zero RPO and low RTO, often a MetroCluster solution is used.

Customers who currently have an ONTAP system can extend to MetroCluster by adding supported ONTAP
systems within the distance limitations for providing zone level disaster recovery.

Trident, the CSI (Container Storage Interface) supports NetApp ONTAP including MetroCluster configuration as
well as other options like Cloud Volumes ONTAP, Azure NetApp Files, AWS FSx ONTAP, etc. Trident provides
five storage driver options for ONTAP and all are supported for MetroCluster configuration. Refer here for
additional details about ONTAP storage drivers supported by Trident.

The MetroCluster solution requires layer 2 network extension or capability to access the same network address
from both fault domains. Once MetroCluster configuration is in place, the solution is transparent to application
owners as all the volumes in the MetroCluster svm are protected and get the benefits of SyncMirror (zero
RPO).


https://docs.netapp.com/us-en/astra-control-center/get-started/requirements.html#astra-trident-requirements
https://www.netapp.tv/details/29504?mcid=35609780286441704190790628065560989458
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=0cec0c90-4c6f-4018-9e4f-b09700eefb3a
https://docs.netapp.com/us-en/trident/trident-use/backends.html
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For Trident Backend Configuration (TBC), do not specify the dataLIF and SVM when using
MetroCluster configuration. Specify SVM management IP for managementLIF and use vsadmin
role credentials.

Details on Trident Protect Data Protection features are available here

Data migration using Trident Protect

This page shows the data migration options for container workloads on Red Hat
OpenShift clusters with Trident Protect.

Kubernetes Applications are often required to be moved from one environment to another. To migrate an
application along with its persistent data, NetApp Trident Protect can be utilized.

Data Migration between different Kubernetes environment

ACC supports various Kubernetes flavors including Google Anthos, Red Hat OpenShift, Tanzu Kubernetes
Grid, Rancher Kubernetes Engine, Upstream Kubernetes, etc. For additional details, refer here.

To migrate application from one cluster to another, you can use one of the following features of ACC:

* replication
* backup and restore

e clone


https://docs.netapp.com/us-en/astra-control-center/concepts/data-protection.html
https://docs.netapp.com/us-en/astra-control-center/get-started/requirements.html#supported-host-cluster-kubernetes-environments

Refer to the data protection section for the replication and backup and restore options.

Refer here for additional details about cloning.

Performing data replication using ACC
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https://docs.netapp.com/us-en/astra-control-center/use/clone-apps.html
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