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Red Hat OpenShift Service on AWS with FSxN
Red Hat OpenShift Service on AWS with NetApp ONTAP

Overview

In this section, we will show how to utilize FSx for ONTAP as a persistent storage layer for applications running
on ROSA. It will show the installation of the NetApp Trident CSI driver on a ROSA cluster, the provisioning of
an FSx for ONTAP file system, and the deployment of a sample stateful application. It will also show strategies
for backing up and restoring your application data. With this integrated solution, you can establish a shared
storage framework that effortlessly scales across AZs, simplifying the processes of scaling, protecting, and
restoring your data using the Trident CSlI driver.

Prerequisites

* AWS account

* A Red Hat account

* IAM user with appropriate permissions to create and access ROSA cluster

« AWS CLI

* ROSACLI

» OpenShift command-line interface (oc)

* Helm 3 documentation

+ AHCP ROSA cluster

» Access to Red Hat OpenShift web console
This diagram shows the ROSA cluster deployed in multiple AZs. ROSA cluster’s master nodes, infrastructure
nodes are in Red Hat’s VPC, while the worker nodes are in a VPC in the customer’s account . We'll create an

FSx for ONTAP file system within the same VPC and install the Trident driver in the ROSA cluster, allowing all
the subnets of this VPC to connect to the file system.


https://signin.aws.amazon.com/signin?redirect_uri=https://portal.aws.amazon.com/billing/signup/resume&client_id=signup
https://console.redhat.com/
https://www.rosaworkshop.io/rosa/1-account_setup/
https://aws.amazon.com/cli/
https://console.redhat.com/openshift/downloads
https://console.redhat.com/openshift/downloads
https://docs.aws.amazon.com/eks/latest/userguide/helm.html
https://docs.openshift.com/rosa/rosa_hcp/rosa-hcp-sts-creating-a-cluster-quickly.html
https://console.redhat.com/openshift/overview
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Initial Setup

1. Provision FSx for NetApp ONTAP

Create a multi-AZ FSx for NetApp ONTAP in the same VPC as the ROSA cluster. There are several ways to do
this. The details of creating FSxN using a CloudFormation Stack are provided

a.Clone the GitHub repository

$ git clone https://github.com/aws-samples/rosa-fsx-netapp-ontap.git

b.Run the CloudFormation Stack
Run the command below by replacing the parameter values with your own values:

$ cd rosa-fsx-netapp-ontap/fsx



$ aws cloudformation create-stack \
--stack-name ROSA-FSXONTAP \
-—template-body file://./FSxONTAP.yaml \
--region <region-name> \
-—-parameters \
ParameterKey=SubnetlID, ParameterValue=[subnetl ID] \
ParameterKey=Subnet2ID, ParameterValue=[subnet2 ID] \
ParameterKey=myVpc, ParameterValue=[VPC ID] \
ParameterKey=FSxONTAPRouteTable, ParameterValue=[routetablel ID,routetable2
_ID] \
ParameterKey=FileSystemName, ParameterValue=ROSA-myFSxONTAP \
ParameterKey=ThroughputCapacity, ParameterValue=1024 \
ParameterKey=FSxAllowedCIDR, ParameterValue=[your allowed CIDR] \
ParameterKey=FsxAdminPassword, ParameterValue=[Define Admin password] \
ParameterKey=SvmAdminPassword, ParameterValue=[Define SVM password] \
-—-capabilities CAPABILITY NAMED IAM

Where :

region-name: same as the region where the ROSA cluster is deployed

subnet1 _ID : id of the Preferred subnet for FSxN

subnet2_ID: id of the Standby subnet for FSxN

VPC_ID: id of the VPC where the ROSA cluster is deployed

routetable1_ID, routetable2_ID: ids of the route tables associated with the subnets chosen above
your_allowed_CIDR: allowed CIDR range for the FSx for ONTAP security groups ingress rules to
control access. You can use 0.0.0.0/0 or any appropriate CIDR to allow all

traffic to access the specific ports of FSx for ONTAP.

Define Admin password: A password to login to FSxN

Define SVM password: A password to login to SVM that will be created.

Verify that your file system and storage virtual machine (SVM) has been created using the Amazon FSx
console, shown below:

Amazon FSx = FSa p Flegmams » 052 16050bsasTeald

File syster DI‘ItEpFIlESyStem_I Agtach | Actions ¥
rHE Lche * Summary

¥ DNTAP Update

1024 Geid

i Tii Upidata

¥ Dpen?fs

Update
ONTAR 072

Mul-AL 1

2.Install and configure Trident CSI driver for the ROSA cluster



b.Install Trident

ROSA cluster worker nodes come pre-configured with nfs tools that enable you to use NAS protocols for
storage provisioning and access.

If you would like to use iSCSI instead, you need to prepare the worker nodes for iISCSI. Starting from Trident
25.02 release, you can easily prepare the worker nodes of the ROSA cluster(or any OpenShift cluster) to
perform iSCSI operations on FSxN storage.

There are 2 easy ways of installing Trident 25.02 (or later) that automates worker node preparation for iISCSI.
1. using the node-prep-flag from the command line using tridentctl tool.

2. Using the Red Hat certified Trident operator from the operator hub and customizing it.

3.Using Helm.

@ Using any of the above methods without enabling the node-prep will allow you to only use NAS
protocols for provisioning storage on FSxN.

Method 1: Use tridentctl tool

Use the node-prep flag and install Trident as shown.
Prior to issuing the install command, you should have downloaded installer package. Refer to the
documentation here.

#./tridentctl install trident -n trident --node-prep=iscsi

Method 2: Use the Red Hat Certified Trident Operator and customize
From the OperatorHub, locate the Red Hat certified Trident operator and install it.

Project: All Projects +

9% Administrator

Home OpefatorHub

Discover Operators from the Kubernetes community and Red Hat partners, curated by Red Hat. You can purchase commercial software through Red
Operators optional add-ons and shared services to your developers. After installation, the Operator capabilities will appear in the Develope talog providing a s

torHub
O | Aviten All items
Installed Operators Al/Machine Learning
- Q trident x
Application Runtime
Workloads Big Data
Networking @ Certified @ Community
4 b A
Storage NetApp Trident NetApp Trident
provided by NetApp, inc ovided by Net
Drivers and plugins
Builds
& Delvery Trident Operator, to manage Trident Operator, to manage
. NetApp Trident installations NetApp Trident
Observe

Modernization & Migration



https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
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& Administrator

Home

Operators

OperatorHub

Installed Operators

@ NetApp Trident 0

Workloads

Networking
Installed operator: ready for use
Storage View Operator ew installed Operators in Namespace openshift-operators

Builds

Next, create the Trident Orchestrator instance. Use the YAML view to set any custom values or enable iscsi
node prep during installation.

Project: openshift-operators -
o Administrator

! c > Operator details
Home @ NetApp Trident
Operators

OperatorHub

Instalied Operators

Provided APIs Provider

NetApp, Inc

Workloads
5 Trident Orchestrator {[® Trident Configurator g?:ﬂ:t 25 623 AM
RwOrking Used to deploy Astra Trident AWS FSxN backend
0 Links
Storage GitHub Repasitary
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Builds Trident documentation
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m Project: openshift-operators «
o Administrator

Home Create TridentOrchestrator
Create by completing the form. Default values may be provided by the Operator authors
Operators
Configure via: Formview @ YAML view
OperatorHub
Installed Operators t|*

Workloads

Networking

1
2
3
4
5
6
7
8

Storage

Builds

Observe

Compute

User Management

Project openshift-operators
o Admnstrator
£ ¥ Operator details
Home @ NetApp Trident
Operators
OperatorHub . g = N ey e - f
Installed Operators .
TridentOrchestrators
Worlloads
Nam -
Networking
Name Kind Status Labels
Storage -
uw

Builds

Observe

[root@localhost RedHat]# oc get pods -n trident

NAME READY  STATUS RESTARTS  AGE
trident-controller-86f89c¢855d-8w2jx 6/6 Running © 38s
trident-node-linux-rnrnn 2/2 Running %] 38s
trident-node-1linux-t9bxj 2/2 Running © 38s
trident-node-1linux-vqvl9 2/2 Running © 38s
[root@localhost RedHat]#




Installing Trident using any of the above methods will prepare the ROSA cluster worker nodes for iSCSI by
starting the iscsid and multipathd services and setting the following in /etc/multipath.conf file

sh-5.3# systemctl ststus iscsid
e iscsid.service - Open-1SCSI
Loaded: loaded (/usr/lib/systemd/system/iscsid.service; enabled; preset: disabled)
Active: active (running) since Fri 2825-€3-21 18:28:13 UIC; 3 days agC
TriggeredBy: = iscsid.socket
Docs: man:iscsid(8)
man:iscsiuic(8)
man:iscsiadm(8)
Main PID: 23224 (iscsid)
Status: "Ready tc process reguests™
Tasks: 1 (limit: 1649428)
Memory: 3.2
CPU: 1€e%ms
CGroup: /system.slice/iscsid.service

sh-5.1# l

sh-5.1# systemct] status multipathd
e multipathd.service - Device-Mapper Multipath Device Comtrcller
Loaded: lcaded (/usr/lib/systemd/system/multipathd.service; enabled; preset: enabled)
Active: active (running) since Fri 2825-€3-21 18:2€:5€ UT(C; 3 days agc
TriggeredBy: = multipathd.socket
Main PID: 1565 (multipathd)
Status: "up”
Tasks: 7
Memory: 62.4M
CPU: 33min 51.363s
CGroup: /system.slice/multipathd.service
Licge /chin/multinasthd -d -s




sh-5.1#
sh-5.14 cat /etc/multipath.conf
defaults {
find multipaths no
user_friendly names yes

h
blacklist {

]
blacklist_exceptions {
device {
vendor NETAPF
product LUN

3

h
sh-5.14 |}

c.Verify that all Trident pods are in the running state

[root@localhost hcp-testing]#

[root@localhost hcp-testingl#

[root@localhost hcp-testingl]# oc get pods -n trident

NAME READY STATUS RESTARTS
trident-controller-f5f6796f-vd2sk 6/6 Running
trident-node-linux-4svgz 2/2 Running
trident-node-1linux-dj9j4 2/2 Running
trident-node-1linux-jlshh 2/2 Running
trident-node-1linux-sqthw 2/2 Running
trident-node-1inux-ttj9c 2/2 Running
trident-node-1linux-vmjr5 2/2 Running
trident-node-linux-wvqgst 2/2 Running
trident-operator-545869857c-kgc7p 1/1 Running
[root@localhost hcp-testingl# _

& DI DD

3. Configure the Trident CSI backend to use FSx for ONTAP (ONTAP NAS)

The Trident back-end configuration tells Trident how to communicate with the storage system (in this case, FSx
for ONTAP). For creating the backend, we will provide the credentials of the Storage Virtual machine to
connect to, along with the Cluster Management and the NFS data interfaces. We will use the ontap-nas driver
to provision storage volumes in FSx file system.

a. First, create a secret for the SVM credentials using the following yaml



https://docs.netapp.com/us-en/trident/trident-use/ontap-nas.html

apiVersion: vl
kind: Secret
metadata:
name: backend-fsx-ontap-nas-secret
namespace:
type: Opaque
stringData:

trident

username: vsadmin
password: <value provided for Define SVM password as a parameter to the
Cloud Formation Stack>

You can also retrieve the SVM password created for FSxN from the AWS Secrets Manager as

@ shown below.

WS Sevrets Maidger 3 Seree
Secrets c | [ e newseaie |
o er vin by nare, de o, Bog dey, 109 W, O 3 i 1 [
Secrat name Description Last retriewed (UTE)
Outober & 2024

SWMAdmInS rLvward

FandmirPasswond

» Seawis 3 HOP-ROSA-FSXONTAP-SWMAdmin auswond

ANNS Serirty Manags

HCP-ROSA-FSXONTAP-SVMAdminPassword

[} Actioms w

Secret details
D SvMAdminPassword

0 wifiecrmtimaniges

P-ROSA-FSUDNTAP-SVMAG AP awornd

Seciet A

6 arrcawssetretumanagerit-eant-2-3 1 G088 A366T tecret HOP- BOSA-FRODMNTAP- SUMAGmIn P ratword
Agiaf

Dreervbow Rotation Werdona Fwplication Tagn

Retrieve secret value

Secret value e

b.Next, add the secret for the SVM credentials to the ROSA cluster using the following command

$ oc apply -f svm secret.yaml

You can verify that the secret has been added in the trident namespace using the following command
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$ oc get secrets -n trident |grep backend-fsx-ontap-nas-secret

c. Next, create the backend object

For this, move into the fsx directory of your cloned Git repository. Open the file backend-ontap-nas.yaml.
Replace the following:

managementLIF with the Management DNS name

dataLIF with the NFS DNS name of the Amazon FSx SVM and

svm with the SVM name. Create the backend object using the following command.

Create the backend object using the following command.

$ oc apply -f backend-ontap-nas.yaml

@ You can get the Management DNS name, NFS DNS name and the SVM name from the Amazon
FSx Console as shown in the screenshot below

Amazon F5x b 4
Summary
7 4 59 0-04aT G-

sV (3 @

¥ ONTAP
aB45eThI-B653-11e1-8127-0/4301500927 DEFALLT

v DpenIfS

a9
1 E variy

Endpoints Adminiitration Volumes Tagi

Endpoints

fs-03a1E & . som [ 1 B2 {9
wim-0Ta7 5 3da25841 2045 L0381 60500eaeT ca2 4. ful us-east-Lamazonaws com (' 198.19.255.182 (§
il D07 a7 33042 S84 2045 Fo-058 1605005670824 140 Lit-8 Fil=2. BMAF O I (o 10,109 32, 10102628 (9
n )

d. Now, run the following command to verify that the backend object has been created and Phase is

11



showing Bound and Status is Success

tap-nas created

PHASE STATUS

ntap-nas fsx-ontap cc65485-56be-4719 d-27b448a50e29 Bound Success

st hep-testingl]#

4. Create Storage Class

Now that the Trident backend is configured, you can create a Kubernetes storage class to use the backend.
Storage class is a resource object made available to the cluster. It describes and classifies the type of storage
that you can request for an application.

a. Review the file storage-class-csi-nas.yaml in the fsx folder.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: trident-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

fsType: "ext4d"
allowVolumeExpansion: True

reclaimPolicy: Retain

b. Create Storage Class in ROSA cluster and verify that trident-csi storage class has been created.

This completes the installation of Trident CSI driver and its connectivity to FSx for ONTAP file system. Now you
can deploy a sample Postgresql stateful application on ROSA using file volumes on FSx for ONTAP.

c. Verify that there are no PVCs and PVs created using the trident-csi storage class.

12



d. Verify that applications can create PV using Trident CSI.

Create a PVC using the pvc-trident.yaml file provided in the fsx folder.

pvc-trident.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 10Gi
storageClassName: trident-csi

You can issue the following commands to create a pvc and verify that it

has been created.

@ To use iSCSI, you should have enabled iISCSI on the worker nodes as shown previously and
you need to create an iSCSI backend and storage class. Here are some sample yaml files.

13



cat tbc.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: fsxadmin
password: <password for the fsxN filesystem>
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-san
spec:
version: 1
storageDriverName: ontap-san
managementLIF: <management 1if of fsxN filesystem>
backendName: backend-tbc-ontap-san
svm: svm FSxNForROSAiSCSI
credentials:
name: backend-tbc-ontap-san-secret

cat sc.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: trident-csi

provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-san"
media: "ssd"
provisioningType: "thin"
snapshots: "true"

allowVolumeExpansion: true

. Deploy a sample Postgresql stateful application

. Use helm to install postgresq|l

$ helm install postgresqgl bitnami/postgresgl -n postgresgl —--create
-namespace

14



b. Verify that the application pod is running, and a PVC and PV is created for the application.

[root@localhost hcp-testing]# oc get pods -n postgresql
NAME READY STATUS RESTARTS AGE
nostgresql-0  1/1 Running © 29m

pvc -n po

c. Deploy a Postgresql client

Use the following command to get the password for the postgresql server that was installed.

$ export POSTGRES PASSWORD=S$ (kubectl get secret --namespace postgresql
postgresgl -o jsoata.postgres-password}" | base64 -d)

Use the following command to run a postgresql client and connect to the server using the password

15



ubec run postgresgl-client --rm -- -i --restart='Never
$ kubectl postg gl-client tty -1 tart="'N !

--namespace postgresgl --image docker.io/bitnami/postgresqgl:16.2.0-debian-
11-r1 --env="PGPASSWORD=$POSTGRE S _PASSWORD" \
> —-command -- psgl --host postgresgl -U postgres -d postgres -p 5432

t.capabilit
6t se

d. Create a database and a table. Create a schema for the table and insert 2 rows of data into the table.

rp=# SELECT * FROM PERSONS;
id | firstname | lastname

1 | John
(1 row)

erp=# INSERT INTO PERSONS VALUES(2, 'Jane’, "Scott’);
INSERT 0 1

erp=# SELECT * from PERSONS;

id | firstname | lastname

1 | John
2 | Jane
(2 rows)

Red Hat OpenShift Service on AWS with NetApp ONTAP

This document will outline how to use NetApp ONTAP with the Red Hat OpenShift
Service on AWS (ROSA).

Create Volume Snapshot

1. Create a Snapshot of the app volume

16



In this section, we will show how to create a trident snapshot of the volume associated with the app.This will be
a point in time copy of the app data. If the application data is lost, we can recover the data from this point in
time copy.

NOTE: This snapshot is stored in the same aggregate as the original volume in ONTAP(on-premises or in the
cloud). So if the ONTAP storage aggregate is lost, we cannot recover the app data from its snapshot.

**a. Create a VolumeSnapshotClass
Save the following manifest in a file called volume-snapshot-class.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: fsx-snapclass

driver: csi.trident.netapp.io
deletionPolicy: Delete

Create a snapshot by using the above manifest.

[root@localhost hcp-testing]# oc create -f volume-snapshot-class.yaml
volumesnapshotclass.snapshot.storage.k8s.1i0/fsx-snapclass created

[root@localhost hcp-testingl#

b. Next, create a snhapshot

Create a snapshot of the existing PVC by creating VolumeSnapshot to take a point-in-time copy of your
Postgresql data. This creates an FSx snapshot that takes almost no space in the filesystem backend. Save the
following manifest in a file called volume-snapshot.yaml:

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: postgresqgl-volume-snap-01
spec:
volumeSnapshotClassName: fsx-snapclass
source:

persistentVolumeClaimName: data-postgresqgl-0

c. Create the volume snapshot and confirm that it is created

Delete the database to simulate the loss of data (data loss can happen due to a variety of reasons, here we
are just simulating it by deleting the database)

17



d. Delete the database to simulate the loss of data (data loss can happen due to a variety of reasons,
here we are just simulating it by deleting the database)

postgres=# \c erp;
psgl (16.2, server 16.4)

ou are now connected to database "erp" as user "postgres".
erp=# SELECT * FROM persons;

id | firstname | lastname

2 | Jane
(2 rows)

DROP DATABASE erp;

" (172.30.103.67), port 5432 failed: FATAL: database "erp” does not exist

Restore from Volume Snapshot

1. Restore from Snapshot
In this section, we will show how to restore an application from the trident snapshot of the app volume.

a. Create a volume clone from the snapshot

To restore the volume to its previous state, you must create a new PVC based on the data in the snapshot you
took. To do this, save the following manifest in a file named pvc-clone.yaml

apiVersion: vl

kind: PersistentVolumeClaim
metadata:

name: postgresgl-volume-clone
spec:

accessModes:

- ReadWriteOnce
storageClassName: trident-csi
resources:

requests:

storage: 8Gi
dataSource:

name: postgresqgl-volume-snap-01

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

18



Create a clone of the volume by creating a PVC using the snapshot as the source using the above manifest.
Apply the manifest and ensure that the clone is created.

.yaml -n postgresql

b. Delete the original postgresql installation
root@localhost hcp-testing]l#
[ root@localhost hcp-testing]# helm uninstall postgresql -n postgresql
~release "postgresql” uninstalled

[ root@localhost hcp-testingl# oc get pods -n postgresgl

[

No resources found in postgresql namespace.
[root@localhost hcp-testingl# _

c. Create a new postgresql application using the new clone PVC

$ helm install postgresgl bitnami/postgresqgl --set
primary.persistence.enabled=true --set

primary.persistence.existingClaim=postgresqgl-volume-clone -n postgresqgl

19



|root@localhost hecp-testin
[root@localhost hcp-testing]® helm install postgresql bitnami/postgresql --set primary.persistence.enabled=true \
-set primary.persistence.existingClaim=postgresql-volume-clone -n postgresql
pn'—»ﬂ:r:ﬂ_-ti!
T DEPLOYED: Mon OQct 14 12:83:31 2024
{AMESPACE: postgresql
deployed
1
T SUITE: Nene
ES:
HART NAME: postgresql
HART VERSION: 15.5.21
APP VERSION: 16.4.8

** Please be patient while the chart is being deployed *=*
ostgreSQL can be accessed via port 5432 on the ‘."ullcn.-inﬁ_ DNS names from within your cluster:
postgresql.postgresgl. sve.cluster. local Read/Write connection
To get the password for "postgres™ run:
export POSTGRES_PASSWORD=3(kubect]l get secret --namespace postgresgl postgresql -o jsonpath="{.data.postgres-password}" | ba
To connect to your database run the following command:

kubectl run postgresql-client --rm --tty -i --restart="Never' --namespace postgresql --image docker.io/bitnami/postgresql:16
--command -- psqgl host postgresgl -U postgres -d postgres -p 5432

» NOTE: If you access the container using bash, make sure that you execute "fopt/bitnami/fscripts/postgresql/entrypoint.sh /b

1661} does not exist"

To connect to your database from outside the cluster execute the following commands:

kubect]l port-forward namespace postgresgl svcfpostgresgl 5432:5432 &
PGPASSHORD="$POSTGRES_PASSWORD™ psql --host 127.90.8.1 -U postgres -d postgres -p 5432

IARNING: The configured password will be ignored on new installation in case when previous PostgreSQL release was deleted through
sword, and setting it through helm won't take effect. Deleting persistent volumes (PVs) will solve the issue.

{ARNING: There are “resources™ sections in the chart not set. Using "resourcesPreset™ is not recommended for production. For pro
g to your workload needs:
2 [Jrirr-rtr-;,r'u?:-nnl':'e_“,.
readReplicas.resources
+info https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
[root@localhost hop-testingld

d. Verify that the application pod is in the running state

root@localhost hcp-testing]# oc get pods -n postgresqgl

READY  STATUS RESTARTS  AGE
postgresql-0 1/1 Running © 2mls
root@localhost hcp-testingl#

e. Verify that the pod uses the clone as its PVC

root@localhost hcp-testing]#
root@localhost hcp-testing]# oc describe pod/postgresql-© -n postgresql_




LontainersKeady
PadScheduled
olumes:
empty-dir:
Type: EmptyDir (a temporary directory that shares a pod's lifetime)
Medium:
Sizelimit: <unset>
dshm:
Type: EmptyDir (a2 temporary directory that shares a pod's lifetime)
Medium: Memory
I..Jl.'.l'.:_;.i'lljl.: ® |_|||.-|.:.
data:
Type: PersistentVolumeClaim (a refference to a PersistentVolumeClaim in the same namespace)
ClaimName: postgresql-volume-clone
ReadUnly: talse
05 Class: Burstable
Jode-Selectors: <none>
Tolerations: node. kubernetes. io/memory-pressure:NoSchedule op=Exists
node. kubernetes.io/not-ready:NoExecute op=Exists for 30@s
node . kubernetes.iofunreachable :NoExecute op=Exists for 3080s

cvents:
Type Reason Age From Message

Normal Scheduled ImS5s default-scheduler Successfully assigned postgresql/postgres
Lus-east-2.compute. internal

Normal SuccessfulAttachVolume 3mS4s attachdetach-controller AttachVolume.Attach succeeded for volume
B-934d-47f181fddaces"

Normal AddedInterface 3m43s multus Add etho [18.129.2.126/23] from ovn-kuber

Normal Pulled 3md3s kubelet Container image “"docker.io/bitnami/postgr
8" already present on machine

Normal Created imd2s kubelet Created container postgresql

Normal Started 3md42s kubelet Started container postgresqgl
root@localhost hcp-testingl#

f) To validate that the database has been restored as expected, go back to the container console and show the
existing databases

]® kubectl run postgresd

text.capa

must set securityld

List of databazes
Locale Provider | follate | Ctype
+
: | libe |
postgres - libe | en US.
libe | &n L
|
|
|

templatel | postgre | Libe &n

(4 rows)

tgres
1l (16.2, rver 16.4)

& i copnected to database "erp”

f relati

| Type Ownar

z | table pastgres

1 PERSOHS ;
rirstnase | lastnase
e
John | Doe
lane | Scott




Demo video

Amazon FSx for NetApp ONTAP wth Red Hat OpenShift Service on AWS using Hosted Control Plane

More videos on Red Hat OpenShift and OpenShift solutions can be found here.
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=213061d2-53e6-4762-a68f-b21401519023
https://docs.netapp.com/us-en/netapp-solutions-containers/videos/openshift-videos.html
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