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Red Hat OpenShift Service on AWS with FSxN

Red Hat OpenShift Service on AWS with NetApp ONTAP

Overview

In this section, we will show how to utilize FSx for ONTAP as a persistent storage layer for applications running

on ROSA. It will show the installation of the NetApp Trident CSI driver on a ROSA cluster, the provisioning of

an FSx for ONTAP file system, and the deployment of a sample stateful application. It will also show strategies

for backing up and restoring your application data. With this integrated solution, you can establish a shared

storage framework that effortlessly scales across AZs, simplifying the processes of scaling, protecting, and

restoring your data using the Trident CSI driver.

Prerequisites

• AWS account

• A Red Hat account

• IAM user with appropriate permissions to create and access ROSA cluster

• AWS CLI

• ROSA CLI

• OpenShift command-line interface (oc)

• Helm 3 documentation

• A HCP ROSA cluster

• Access to Red Hat OpenShift web console

This diagram shows the ROSA cluster deployed in multiple AZs. ROSA cluster’s master nodes, infrastructure

nodes are in Red Hat’s VPC, while the worker nodes are in a VPC in the customer’s account . We’ll create an

FSx for ONTAP file system within the same VPC and install the Trident driver in the ROSA cluster, allowing all

the subnets of this VPC to connect to the file system.
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Initial Setup

1. Provision FSx for NetApp ONTAP

Create a multi-AZ FSx for NetApp ONTAP in the same VPC as the ROSA cluster. There are several ways to do

this. The details of creating FSxN using a CloudFormation Stack are provided

a.Clone the GitHub repository

$ git clone https://github.com/aws-samples/rosa-fsx-netapp-ontap.git

b.Run the CloudFormation Stack

Run the command below by replacing the parameter values with your own values:

$ cd rosa-fsx-netapp-ontap/fsx
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$ aws cloudformation create-stack \

  --stack-name ROSA-FSXONTAP \

  --template-body file://./FSxONTAP.yaml \

  --region <region-name> \

  --parameters \

  ParameterKey=Subnet1ID,ParameterValue=[subnet1_ID] \

  ParameterKey=Subnet2ID,ParameterValue=[subnet2_ID] \

  ParameterKey=myVpc,ParameterValue=[VPC_ID] \

ParameterKey=FSxONTAPRouteTable,ParameterValue=[routetable1_ID,routetable2

_ID] \

  ParameterKey=FileSystemName,ParameterValue=ROSA-myFSxONTAP \

  ParameterKey=ThroughputCapacity,ParameterValue=1024 \

  ParameterKey=FSxAllowedCIDR,ParameterValue=[your_allowed_CIDR] \

  ParameterKey=FsxAdminPassword,ParameterValue=[Define Admin password] \

  ParameterKey=SvmAdminPassword,ParameterValue=[Define SVM password] \

  --capabilities CAPABILITY_NAMED_IAM

Where :

region-name: same as the region where the ROSA cluster is deployed

subnet1_ID : id of the Preferred subnet for FSxN

subnet2_ID: id of the Standby subnet for FSxN

VPC_ID: id of the VPC where the ROSA cluster is deployed

routetable1_ID, routetable2_ID: ids of the route tables associated with the subnets chosen above

your_allowed_CIDR: allowed CIDR range for the FSx for ONTAP security groups ingress rules to

control access. You can use 0.0.0.0/0 or any appropriate CIDR to allow all

traffic to access the specific ports of FSx for ONTAP.

Define Admin password: A password to login to FSxN

Define SVM password: A password to login to SVM that will be created.

Verify that your file system and storage virtual machine (SVM) has been created using the Amazon FSx

console, shown below:

2.Install and configure Trident CSI driver for the ROSA cluster
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b.Install Trident

ROSA cluster worker nodes come pre-configured with nfs tools that enable you to use NAS protocols for

storage provisioning and access.

If you would like to use iSCSI instead, you need to prepare the worker nodes for iSCSI. Starting from Trident

25.02 release, you can easily prepare the worker nodes of the ROSA cluster(or any OpenShift cluster) to

perform iSCSI operations on FSxN storage.

There are 2 easy ways of installing Trident 25.02 (or later) that automates worker node preparation for iSCSI.

1. using the node-prep-flag from the command line using tridentctl tool.

2. Using the Red Hat certified Trident operator from the operator hub and customizing it.

3.Using Helm.

Using any of the above methods without enabling the node-prep will allow you to only use NAS

protocols for provisioning storage on FSxN.

Method 1: Use tridentctl tool

Use the node-prep flag and install Trident as shown.

Prior to issuing the install command, you should have downloaded installer package. Refer to the

documentation here.

#./tridentctl install trident -n trident --node-prep=iscsi

Method 2: Use the Red Hat Certified Trident Operator and customize

From the OperatorHub, locate the Red Hat certified Trident operator and install it.
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Next, create the Trident Orchestrator instance. Use the YAML view to set any custom values or enable iscsi

node prep during installation.
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Installing Trident using any of the above methods will prepare the ROSA cluster worker nodes for iSCSI by

starting the iscsid and multipathd services and setting the following in /etc/multipath.conf file
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c.Verify that all Trident pods are in the running state

3. Configure the Trident CSI backend to use FSx for ONTAP (ONTAP NAS)

The Trident back-end configuration tells Trident how to communicate with the storage system (in this case, FSx

for ONTAP). For creating the backend, we will provide the credentials of the Storage Virtual machine to

connect to, along with the Cluster Management and the NFS data interfaces. We will use the ontap-nas driver

to provision storage volumes in FSx file system.

a. First, create a secret for the SVM credentials using the following yaml
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apiVersion: v1

kind: Secret

metadata:

  name: backend-fsx-ontap-nas-secret

  namespace: trident

type: Opaque

stringData:

  username: vsadmin

  password: <value provided for Define SVM password as a parameter to the

Cloud Formation Stack>

You can also retrieve the SVM password created for FSxN from the AWS Secrets Manager as

shown below.

b.Next, add the secret for the SVM credentials to the ROSA cluster using the following command

$ oc apply -f svm_secret.yaml

You can verify that the secret has been added in the trident namespace using the following command
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$ oc get secrets -n trident |grep backend-fsx-ontap-nas-secret

c. Next, create the backend object

For this, move into the fsx directory of your cloned Git repository. Open the file backend-ontap-nas.yaml.

Replace the following:

managementLIF with the Management DNS name

dataLIF with the NFS DNS name of the Amazon FSx SVM and

svm with the SVM name. Create the backend object using the following command.

Create the backend object using the following command.

$ oc apply -f backend-ontap-nas.yaml

You can get the Management DNS name, NFS DNS name and the SVM name from the Amazon

FSx Console as shown in the screenshot below

d. Now, run the following command to verify that the backend object has been created and Phase is
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showing Bound and Status is Success

4. Create Storage Class

Now that the Trident backend is configured, you can create a Kubernetes storage class to use the backend.

Storage class is a resource object made available to the cluster. It describes and classifies the type of storage

that you can request for an application.

a. Review the file storage-class-csi-nas.yaml in the fsx folder.

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: trident-csi

provisioner: csi.trident.netapp.io

parameters:

  backendType: "ontap-nas"

  fsType: "ext4"

allowVolumeExpansion: True

reclaimPolicy: Retain

b. Create Storage Class in ROSA cluster and verify that trident-csi storage class has been created.

This completes the installation of Trident CSI driver and its connectivity to FSx for ONTAP file system. Now you

can deploy a sample Postgresql stateful application on ROSA using file volumes on FSx for ONTAP.

c. Verify that there are no PVCs and PVs created using the trident-csi storage class.
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d. Verify that applications can create PV using Trident CSI.

Create a PVC using the pvc-trident.yaml file provided in the fsx folder.

pvc-trident.yaml

kind: PersistentVolumeClaim

apiVersion: v1

metadata:

  name: basic

spec:

  accessModes:

    - ReadWriteMany

  resources:

    requests:

      storage: 10Gi

  storageClassName: trident-csi

You can issue the following commands to create a pvc and verify that it

has been created.

To use iSCSI, you should have enabled iSCSI on the worker nodes as shown previously and

you need to create an iSCSI backend and storage class. Here are some sample yaml files.
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cat tbc.yaml

apiVersion: v1

kind: Secret

metadata:

  name: backend-tbc-ontap-san-secret

type: Opaque

stringData:

  username: fsxadmin

  password: <password for the fsxN filesystem>

---

apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  name: backend-tbc-ontap-san

spec:

  version: 1

  storageDriverName: ontap-san

  managementLIF: <management lif of fsxN filesystem>

  backendName: backend-tbc-ontap-san

  svm: svm_FSxNForROSAiSCSI

  credentials:

    name: backend-tbc-ontap-san-secret

cat sc.yaml

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: trident-csi

provisioner: csi.trident.netapp.io

parameters:

  backendType: "ontap-san"

  media: "ssd"

  provisioningType: "thin"

  snapshots: "true"

allowVolumeExpansion: true

5. Deploy a sample Postgresql stateful application

a. Use helm to install postgresql

$ helm install postgresql bitnami/postgresql -n postgresql --create

-namespace
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b. Verify that the application pod is running, and a PVC and PV is created for the application.

c. Deploy a Postgresql client

Use the following command to get the password for the postgresql server that was installed.

$ export POSTGRES_PASSWORD=$(kubectl get secret --namespace postgresql

postgresql -o jsoata.postgres-password}" | base64 -d)

Use the following command to run a postgresql client and connect to the server using the password
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$ kubectl run postgresql-client --rm --tty -i --restart='Never'

--namespace postgresql --image docker.io/bitnami/postgresql:16.2.0-debian-

11-r1 --env="PGPASSWORD=$POSTGRES_PASSWORD" \

> --command -- psql --host postgresql -U postgres -d postgres -p 5432

d. Create a database and a table. Create a schema for the table and insert 2 rows of data into the table.

Red Hat OpenShift Service on AWS with NetApp ONTAP

This document will outline how to use NetApp ONTAP with the Red Hat OpenShift

Service on AWS (ROSA).

Create Volume Snapshot

1. Create a Snapshot of the app volume
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In this section, we will show how to create a trident snapshot of the volume associated with the app.This will be

a point in time copy of the app data. If the application data is lost, we can recover the data from this point in

time copy.

NOTE: This snapshot is stored in the same aggregate as the original volume in ONTAP(on-premises or in the

cloud). So if the ONTAP storage aggregate is lost, we cannot recover the app data from its snapshot.

**a. Create a VolumeSnapshotClass

Save the following manifest in a file called volume-snapshot-class.yaml

apiVersion: snapshot.storage.k8s.io/v1

kind: VolumeSnapshotClass

metadata:

 name: fsx-snapclass

driver: csi.trident.netapp.io

deletionPolicy: Delete

Create a snapshot by using the above manifest.

b. Next, create a snapshot

Create a snapshot of the existing PVC by creating VolumeSnapshot to take a point-in-time copy of your

Postgresql data. This creates an FSx snapshot that takes almost no space in the filesystem backend. Save the

following manifest in a file called volume-snapshot.yaml:

apiVersion: snapshot.storage.k8s.io/v1

kind: VolumeSnapshot

metadata:

 name: postgresql-volume-snap-01

spec:

 volumeSnapshotClassName: fsx-snapclass

 source:

   persistentVolumeClaimName: data-postgresql-0

c. Create the volume snapshot and confirm that it is created

Delete the database to simulate the loss of data (data loss can happen due to a variety of reasons, here we

are just simulating it by deleting the database)
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d. Delete the database to simulate the loss of data (data loss can happen due to a variety of reasons,

here we are just simulating it by deleting the database)

Restore from Volume Snapshot

1. Restore from Snapshot

In this section, we will show how to restore an application from the trident snapshot of the app volume.

a. Create a volume clone from the snapshot

To restore the volume to its previous state, you must create a new PVC based on the data in the snapshot you

took. To do this, save the following manifest in a file named pvc-clone.yaml

apiVersion: v1

kind: PersistentVolumeClaim

metadata:

 name: postgresql-volume-clone

spec:

 accessModes:

   - ReadWriteOnce

 storageClassName: trident-csi

 resources:

   requests:

     storage: 8Gi

 dataSource:

   name: postgresql-volume-snap-01

   kind: VolumeSnapshot

   apiGroup: snapshot.storage.k8s.io
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Create a clone of the volume by creating a PVC using the snapshot as the source using the above manifest.

Apply the manifest and ensure that the clone is created.

b. Delete the original postgresql installation

c. Create a new postgresql application using the new clone PVC

$ helm install postgresql bitnami/postgresql --set

primary.persistence.enabled=true --set

primary.persistence.existingClaim=postgresql-volume-clone -n postgresql
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d. Verify that the application pod is in the running state

e. Verify that the pod uses the clone as its PVC
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f) To validate that the database has been restored as expected, go back to the container console and show the

existing databases
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Demo video

Amazon FSx for NetApp ONTAP wth Red Hat OpenShift Service on AWS using Hosted Control Plane

More videos on Red Hat OpenShift and OpenShift solutions can be found here.
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