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Hybrid cloud database solutions with
SnapCenter

TR-4908: Hybrid Cloud Database Solutions with SnapCenter
Overview

Alan Cao, Felix Melligan, NetApp

This solution provides NetApp field and customers with instructions and guidance for
configuring, operating, and migrating databases to a hybrid cloud environment using the
NetApp SnapCenter GUI-based tool and the NetApp storage service CVO in public
clouds for the following use cases:

» Database dev/test operations in the hybrid cloud

» Database disaster recovery in the hybrid cloud

Today, many enterprise databases still reside in private corporate data centers for performance, security,
and/or other reasons. This hybrid cloud database solution enables enterprises to operate their primary
databases on site while using a public cloud for dev/test database operations as well as for disaster recovery
to reduce licensing and operational costs.

Many enterprise databases, such as Oracle, SQL Server, SAP HANA, and so on, carry high licensing and
operational costs. Many customers pay a one-time license fee as well as annual support costs based on the
number of compute cores in their database environment, whether the cores are used for development, testing,
production, or disaster recovery. Many of those environments might not be fully utilized throughout the
application lifecycle.

The solutions provide an option for customers to potentially reduce their licensable cores count by moving their
database environments devoted to development, testing, or disaster recovery to the cloud. By using public-
cloud scale, redundancy, high availability, and a consumption-based billing model, the cost saving for licensing
and operation can be substantial, while not sacrificing any application usability or availability.

Beyond potential database license-cost savings, the NetApp capacity-based CVO license model allows
customers to save storage costs on a per-GB basis while empowering them with high level of database
manageability that is not available from competing storage services. The following chart shows a storage cost
comparison of popular storage services available in the public cloud.
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This solution demonstrates that, by using the SnapCenter GUI-based software tool and NetApp SnapMirror
technology, hybrid cloud database operations can be easily setup, implemented, and operated.

The following videos demonstrate SnapCenter in action:

» Backup of an Oracle database across a Hybrid Cloud using SnapCenter

* SnapCenter- Clone DEV/TEST to AWS Cloud for an Oracle database

Notably, although the illustrations throughout this document show CVO as a target storage instance in the
public cloud, the solution is also fully validated for the new release of the FSx ONTAP storage engine for AWS.

Solution Architecture

The following architecture diagram illustrates a typical implementation of enterprise
database operation in a hybrid cloud for dev/test and disaster recovery operations.


https://www.youtube.com/watch?v=-DDTVtd868Q&list=PLdXI3bZJEw7nofM6lN44eOe4aOSoryckg&index=35
https://www.youtube.com/watch?v=NpeDbhK5f4c
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In normal business operations, synchronized database volumes in the cloud can be cloned and mounted to
dev/test database instances for applications development or testing. In the event of a failure, the synchronized
database volumes in the cloud can then be activated for disaster recovery.

SnapCenter Requirements

This solution is designed in a hybrid cloud setting to support on-premises production
databases that can burst to all of the popular public clouds for dev/test and disaster
recovery operations.

This solution supports all databases that are currently supported by SnapCenter, although only Oracle and
SQL Server databases are demonstrated here. This solution is validated with virtualized database workloads,
although bare-metal workloads are also supported.

We assume that production database servers are hosted on-premises with DB volumes presented to DB hosts
from a ONTAP storage cluster. SnapCenter software is installed on-premises for database backup and data
replication to the cloud. An Ansible controller is recommended but not required for database deployment
automation or OS kernel and DB configuration syncing with a standby DR instance or dev/test instances in the
public cloud.

Requirements



Environment

On-premises

Cloud - AWS

Cloud - Azure

Cloud - GCP

Requirements

Any databases and versions supported by SnapCenter
SnapCenter v4.4 or higher

Ansible v2.09 or higher

ONTAP cluster 9.x

Intercluster LIFs configured

Connectivity from on-premises to a cloud VPC (VPN, interconnect, and so on)

Networking ports open
- ssh 22
- tcp 8145, 8146, 10000, 11104, 11105

Cloud Manager Connector

Cloud Volumes ONTAP

Matching DB OS EC2 instances to On-prem

Cloud Manager Connector

Cloud Volumes ONTAP

Matching DB OS Azure Virtual Machines to On-prem
Cloud Manager Connector

Cloud Volumes ONTAP

Matching DB OS Google Compute Engine instances to on-premises

Prerequisites configuration

Prerequisites configuration

Certain prerequisites must be configured both on-premises and in the cloud before the
execution of hybrid cloud database workloads. The following section provides a high-level
summary of this process, and the following links provide further information about
necessary system configuration.

On premises

» SnapCenter installation and configuration

* On-premises database server storage configuration

* Licensing requirements
* Networking and security

* Automation

Public cloud

* A NetApp Cloud Central

login


https://docs.netapp.com/us-en/occm/task_creating_connectors_aws.html
https://docs.netapp.com/us-en/occm/task_getting_started_aws.html
https://docs.netapp.com/us-en/occm/task_creating_connectors_azure.html
https://docs.netapp.com/us-en/occm/task_getting_started_azure.html
https://docs.netapp.com/us-en/occm/task_creating_connectors_gcp.html
https://docs.netapp.com/us-en/occm/task_getting_started_gcp.html

* Network access from a web browser to several endpoints
» A network location for a connector
* Cloud provider permissions

* Networking for individual services
Important considerations:

1. Where to deploy the Cloud Manager Connector?
2. Cloud Volume ONTAP sizing and architecture
3. Single node or high availability?

The following links provide further details:
On Premises

Public Cloud

Prerequisites on-premises

The following tasks must be completed on-premises to prepare the SnapCenter hybrid-
cloud database workload environment.

SnapCenter installation and configuration

The NetApp SnapCenter tool is a Windows-based application that typically runs in a Windows domain
environment, although workgroup deployment is also possible. It is based on a multi-tiered architecture that
includes a centralized management server (the SnapCenter server) and a SnapCenter plug-in on the database
server hosts for database workloads. Here are a few key considerations for hybrid-cloud deployment.

+ Single instance or HA deployment. HA deployment provides redundancy in the case of a single
SnapCenter instance server failure.

* Name resolution. DNS must be configured on the SnapCenter server to resolve all database hosts as well
as on the storage SVM for forward and reverse lookup. DNS must also be configured on database servers
to resolve the SnapCenter server and the storage SVM for both forward and reverse lookup.

* Role-based access control (RBAC) configuration. For mixed database workloads, you might want to
use RBAC to segregate management responsibility for different DB platform such as an admin for Oracle
database or an admin for SQL Server. Necessary permissions must be granted for the DB admin user.

« Enable policy-based backup strategy. To enforce backup consistency and reliability.

* Open necessary network ports on the firewall. For the on-premises SnapCenter server to communicate
with agents installed in the cloud DB host.

* Ports must be open to allow SnapMirror traffic between on-prem and public cloud. The SnapCenter
server relies on ONTAP SnapMirror to replicate onsite Snapshot backups to cloud CVO storage SVMs.

After careful pre-installation planning and consideration, click this SnapCenter installation pre-requisities for
details of SnapCenter installation and configuration.

On-premises database server storage configuration

Storage performance plays an important role in the overall performance of databases and applications. A well-


https://docs.netapp.com/us-en/snapcenter/install/requirements-to-install-snapcenter-server.html

designed storage layout can not only improve DB performance but also make it easy to manage database
backup and recovery. Several factors should be considered when defining your storage layout, including the
size of the database, the rate of expected data change for the database, and the frequency with which you

perform backups.
Directly attaching storage LUNSs to the guest VM by either NFS or iSCSI for virtualized database workloads

generally provides better performance than storage allocated via VMDK. NetApp recommends the storage
layout for a large SQL Server database on LUNs depicted in the following figure.
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The following figure shows the NetApp recommended storage layout for small or medium SQL Server
database on LUNSs.
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The Log directory is dedicated to SnapCenter to perform transaction log rollup for database
recovery. For an extra large database, multiple LUNs can be allocated to a volume for better

performance.

For Oracle database workloads, SnapCenter supports database environments backed by ONTAP storage that
are mounted to the host as either physical or virtual devices. You can host the entire database on a single or
multiple storage devices based on the criticality of the environment. Typically, customers isolate data files on
dedicated storage from all other files such as control files, redo files, and archive log files. This helps
administrators to quickly restore (ONTAP single-file SnapRestore) or clone a large critical database (petabyte

scale) using Snapshot technology within few seconds to minutes.
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For mission critical workloads that are sensitive to latency, a dedicated storage volume should be deployed to
different types of Oracle files to achieve the best latency possible. For a large database, multiple LUNs
(NetApp recommends up to eight) per volume should be allocated to data files.

Datafiles Control files

Flexvol 1 Flexvol 2
REDO Logs Archive Logs
Flexvol 3 Flexvold

For smaller Oracle databases, SnapCenter supports shared storage layouts in which you can host multiple
databases or part of a database on the same storage volume or LUN. As an example of this layout, you can
host data files for all the databases on a +DATA ASM disk group or a volume group. The remainder of the files
(redo, archive log, and control files) can be hosted on another dedicated disk group or volume group (LVM).
Such a deployment scenario is illustrated below.
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o 2 o

DB3:Datafiles Flexvol / Lun

Host A LVM /ASM Layout

To facilitate the relocation of Oracle databases, the Oracle binary should be installed on a separate LUN that is
included in the regular backup policy. This ensures that in the case of database relocation to a new server host,
the Oracle stack can be started for recovery without any potential issues due to an out-of-sync Oracle binary.

Licensing requirements

SnapCenter is licensed software from NetApp. It is generally included in an on-premises ONTAP license.
However, for hybrid cloud deployment, a cloud license for SnapCenter is also required to add CVO to
SnapCenter as a target data replication destination. Please review following links for SnapCenter standard
capacity-based license for details:

SnapCenter standard capacity-based licenses

Networking and security

In a hybrid database operation that requires an on-premises production database that is burstable to cloud for
dev/test and disaster recovery, networking and security is important factor to consider when setting up the
environment and connecting to the public cloud from an on-premises data center.


https://docs.netapp.com/us-en/snapcenter/install/concept_snapcenter_standard_controller_based_licenses.html

Public clouds typically use a virtual private cloud (VPC) to isolate different users within a public-cloud platform.
Within an individual VPC, security is controlled using measures such as security groups that are configurable
based on user needs for the lockdown of a VPC.

The connectivity from the on-premises data center to the VPC can be secured through a VPN tunnel. On the
VPN gateway, security can be hardened using NAT and firewall rules that block attempts to establish network
connections from hosts on the internet to hosts inside the corporate data center.

For networking and security considerations, review the relevant inbound and outbound CVO rules for your
public cloud of choice:

» Security group rules for CVO - AWS

« Security group rules for CVO - Azure

» Firewall rules for CVO - GCP

Using Ansible automation to sync DB instances between on-premises and the cloud - optional

To simplify management of a hybrid-cloud database environment, NetApp highly recommends but does not
require that you deploy an Ansible controller to automate some management tasks, such as keeping compute
instances on-premises and in the cloud in sync. This is particular important because an out-of-sync compute
instance in the cloud might render the recovered database in the cloud error prone because of missing kernel
packages and other issues.

The automation capability of an Ansible controller can also be used to augment SnapCenter for certain tasks,
such as breaking up the SnapMirror instance to activate the DR data copy for production.

Follow these instruction to set up your Ansible control node for RedHat or CentOS machines:

Unresolved directive in dbops/hybrid-dbops-sc-prereg-onprem.adoc - include::_include/automation-rhel-centos-
setup.adoc]]

Follow these instruction to set up your Ansible control node for Ubuntu or Debian machines:

Unresolved directive in dbops/hybrid-dbops-sc-prereg-onprem.adoc - include::_include/automation-ubuntu-
debian-setup.adoc|]

Prerequisites for the public cloud

Before we install the Cloud Manager connector and Cloud Volumes ONTAP and
configure SnapMirror, we must perform some preparation for our cloud environment. This
page describes the work that needs to be done as well as the considerations when
deploying Cloud Volumes ONTAP.

Cloud Manager and Cloud Volumes ONTAP deployment prerequisites checklist

0 A NetApp Cloud Central login

O Network access from a web browser to several endpoints
1 A network location for a Connector

O Cloud provider permissions

0 Networking for individual services


https://docs.netapp.com/us-en/occm/reference_security_groups.html#inbound-rules
https://docs.netapp.com/us-en/occm/reference_networking_azure.html#outbound-internet-access
https://docs.netapp.com/us-en/occm/reference_networking_gcp.html#outbound-internet-access

For more information about what you need to get started, visit our cloud documentation.

Considerations

1. What is a Cloud Manager connector?

In most cases, a Cloud Central account admin must deploy a connector in your cloud or on-premises network.
The connector enables Cloud Manager to manage resources and processes within your public cloud
environment.

For more information about Connectors, visit our cloud documentation.

2. Cloud Volumes ONTAP sizing and architecture

When deploying Cloud Volumes ONTAP, you are given the choice of either a predefined package or the
creation of your own configuration. Although many of these values can be changed later on nondisruptively,
there are some key decisions that need to be made before deployment based on the workloads to be deployed
in the cloud.

Each cloud provider has different options for deployment and almost every workload has its own unique
properties. NetApp has a TCO Calculator that can help size deployments correctly based on capacity and
performance, but it has been built around some basic concepts which are worth considering:

» Capacity required

* Network capability of the cloud virtual machine

» Performance characteristics of cloud storage

The key is to plan for a configuration that not only satisfies the current capacity and performance requirements,
but also looks at future growth. This is generally known as capacity headroom and performance headroom.

If you would like further information, read the documentation about planning correctly for AWS, Azure, and
GCP.

3. Single node or high availability?

In all clouds, there is the option to deploy CVO in either a single node or in a clustered high availability pair with
two nodes. Depending on the use case, you might wish to deploy a single node to save costs or an HA pair to
provide further availability and redundancy.

For a DR use case or spinning up temporary storage for development and testing, single nodes are common
since the impact of a sudden zonal or infrastructure outage is lower. However, for any production use case,
when the data is in only a single location, or when the dataset must have more redundancy and availability,
high availability is recommended.

For further information about the architecture of each cloud’s version of high availability, visit the
documentation for AWS, Azure and GCP.

Getting started overview

Getting started overview

This section provides a summary of the tasks that must be completed to meet the
prerequisite requirements as outlined in previous section. The following section provide a


https://docs.netapp.com/us-en/occm/reference_checklist_cm.html
https://docs.netapp.com/us-en/occm/concept_connectors.html
https://bluexp.netapp.com/calculator-hub
https://docs.netapp.com/us-en/occm/task_planning_your_config.html
https://docs.netapp.com/us-en/occm/task_planning_your_config_azure.html
https://docs.netapp.com/us-en/occm/task_planning_your_config_gcp.html
https://docs.netapp.com/us-en/occm/concept_ha.html
https://docs.netapp.com/us-en/occm/concept_ha_azure.html
https://docs.netapp.com/us-en/occm/concept_ha_google_cloud.html

high level tasks list for both on-premises and public cloud operations. The detailed
processes and procedures can be accessed by clicking on the relevant links.

On-premises

» Setup database admin user in SnapCenter

» SnapCenter plugin installation prerequisites

» SnapCenter host plugin installation

» DB resource discovery

« Setup storage cluster peering and DB volume replication
* Add CVO database storage SVM to SnapCenter

» Setup database backup policy in SnapCenter

* Implement backup policy to protect database

+ Validate backup

AWS public cloud

 Pre-flight check
+ Steps to deploy Cloud Manager and Cloud Volumes ONTAP in AWS

* Deploy EC2 compute instance for database workload
Click the following links for details:

On Premises, Public Cloud - AWS

Getting started on premises

The NetApp SnapCenter tool uses role based access control (RBAC) to manage user
resources access and permission grants, and SnapCenter installation creates
prepopulated roles. You can also create custom roles based on your needs or
applications.

On Premises

1. Setup database admin user in SnapCenter

It makes sense to have a dedicated admin user ID for each database platform supported by SnapCenter for
database backup, restoration, and/or disaster recovery. You can also use a single ID to manage all databases.
In our test cases and demonstration, we created a dedicated admin user for both Oracle and SQL Server,
respectively.

Certain SnapCenter resources can only be provisioned with the SnapCenterAdmin role. Resources can then
be assigned to other user IDs for access.

In a pre-installed and configured on-premises SnapCenter environment, the following tasks might have already
have been completed. If not, the following steps create a database admin user:

1. Add the admin user to Windows Active Directory.
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2. Log into SnapCenter using an ID granted with the SnapCenterAdmin role.

3. Navigate to the Access tab under Settings and Users, and click Add to add a new user. The new user ID is
linked to the admin user created in Windows Active Directory in step 1. . Assign the proper role to the user
as needed. Assign resources to the admin user as applicable.

M NetApp SnapCenter® ~ A demo\administrator  SnapCenterAdmin [ Sign Out

Global Settings Policies

+

Add

Resources O Iz Type Roles Domain

User SnapCenterAdmin demo
e Monitor

User App Backup and Clone Admin demo
A
il

Reports O
.!. Hosts

:—l Storage Systems

User App Backup and Clone Admin demo

2. SnapCenter plugin installation prerequisites

SnapCenter performs backup, restore, clone, and other functions by using a plugin agent running on the DB
hosts. It connects to the database host and database via credentials configured under the Setting and
Credentials tab for plugin installation and other management functions. There are specific privilege
requirements based on the target host type, such as Linux or Windows, as well as the type of database.

DB hosts credentials must be configured before SnapCenter plugin installation. Generally, you want to use an
administrator user accounts on the DB host as your host connection credentials for plugin installation. You can
also grant the same user ID for database access using OS-based authentication. On the other hand, you can
also employ database authentication with different database user IDs for DB management access. If you
decide to use OS-based authentication, the OS admin user ID must be granted DB access. For Windows
domain-based SQL Server installation, a domain admin account can be used to manage all SQL Servers
within the domain.

Windows host for SQL server:
1. If you are using Windows credentials for authentication, you must set up your credential before installing
plugins.

2. If you are using a SQL Server instance for authentication, you must add the credentials after installing
plugins.

3. If you have enabled SQL authentication while setting up the credentials, the discovered instance or
database is shown with a red lock icon. If the lock icon appears, you must specify the instance or database
credentials to successfully add the instance or database to a resource group.

4. You must assign the credential to a RBAC user without sysadmin access when the following conditions are
met:

> The credential is assigned to a SQL instance.
o The SQL instance or host is assigned to an RBAC user.

o The RBAC DB admin user must have both the resource group and backup privileges.
Unix host for Oracle:

1. You must have enabled the password-based SSH connection for the root or non-root user by editing
sshd.conf and restarting the sshd service. Password-based SSH authentication on AWS instance is turned

11



off by default.

2. Configure the sudo privileges for the non-root user to install and start the plugin process. After installing the
plugin, the processes run as an effective root user.

3. Create credentials with the Linux authentication mode for the install user.
4. You must install Java 1.8.x (64-bit) on your Linux host.

5. Installation of the Oracle database plugin also installs the SnapCenter plugin for Unix.
3. SnapCenter host plugin installation

Before attempting to install SnapCenter plugins on cloud DB server instances, make sure that all
configuration steps have been completed as listed in the relevant cloud section for compute
instance deployment.

The following steps illustrate how a database host is added to SnapCenter while a SnapCenter plugin is
installed on the host. The procedure applies to adding both on-premises hosts and cloud hosts. The following
demonstration adds a Windows or a Linux host residing in AWS.

Configure SnapCenter VMware global settings

Navigate to Settings > Global Settings. Select "VMs have iSCSI direct attached disks or NFS for all the hosts"
under Hypervisor Settings and click Update.

M NetApp SnapCenter® ~ 2 demo\administrator ~ SnapCenterAdmin [ Sign Qut

3% Dashboard

@  Resources Global Settings

2 Monitor

4 Rrepors Hypervisor Settings @ ~

& Hosts VMs have iSCS| direct attached disks or NFS for all the hosts

:'l Storage Systems
Notification Server Settings € v

= Settings Configuration Settings €@ v

Purge Jobs Settings €@ v

Domain Settings @ ~

CA Certificate Settings @@ ~v

Add Windows host and installation of plugin on the host

1. Log into SnapCenter with a user ID with SnapCenterAdmin privileges.
2. Click the Hosts tab from the left-hand menu, and then click Add to open the Add Host workflow.

3. Choose Windows for Host Type; the Host Name can be either a host name or an IP address. The host
name must be resolved to the correct host IP address from the SnapCenter host. Choose the host
credentials created in step 2. Choose Microsoft Windows and Microsoft SQL Server as the plugin
packages to be installed.

12



4.

6.

M NetApp SnapCenter® 2 demo\administrator  SnapCenterAdmin [ Sign Out

X

Add Host

Host Type | Windows =

sgl1.dema.netapp.com

Host Name | sqh-standby ‘

Cradentials | Domain Admin =

2 Select Plug-ins to Install SnapCenter Flug-ins Package 4.5 for Windows

Microsoft Windows
Microsoft SQL Server

] < |

Microsoft Exchange Server
L1 sapHanA
£ More Options : Port, gMSA, Install Path, Custom Plug-ins...

o [

After the plugin is installed on a Windows host, its Overall Status is shown as "Configure log directory."

M NetApp SnapCenter® 2 demo\administrator  SnapCenterAdmin  [§ Sign Out
Managed Hosts Disks. Shares Initiator Groups iSCSI Session

Pashboard
@  Resources O Name 12 Type System Plug-in Version Overall Status
O Linux Stand-alone UNIX, Oracle Database as @ Running
& Monitor
O Windows stand-alone Microsoft Windows Server, Microsoft SQL Server as @ Running
& Reporss
i O Windows Stand-alone Microsoft Windows Server, Microsoft SQL Server 45 Configure log directary

Storage Systems
Settings

Alerts

2 demo\administrator Wsign out

SnapCentarAdmin

X|

Host Details

Host Name  sql-standby.deme.netapp.com
HostIP 10.221.2.56 ks

Overall Status ® Configure log directory No Alerts
-standby.demo netapp.com Host Type Windows

System Stand-alone
Credentials Domain Admin &

Plug-ns SnapCenter Plug-ins package 4.5.0.6123 for Windows

Microsoft Windows

Microsoft SQL Server Remove Configure logdirectory @

£ More Options:; Port, gMSa, Install Path, Add Plug-ins...

B3 [

Click "Configure log directory" to open "Configure Plug-in for SQL Server."

13



Configure Plug-in for SQL Server

Configure the log backup directory for sql-standby.demo.netapp.com

Configure host log directory

Host log directory dedicated disk directory path

B Erowss

Save

Close

7. Click Browse to discover NetApp storage so that a log directory can be set; SnapCenter uses this log

directory to roll up the SQL server transaction log files. Then click Save.

Configure Plug-in for SQL Server

Configure the log backup directory for sql-standby.demo.netapp.com

Configure host log directory

Host log directory G\

B Erowse

Choose directory on NetApp Storage
& sgl-standby.demo.netapp.com
= Gn

B System Volume Information

Cloze

@ For NetApp storage provisioned to a DB host to be discovered, the storage (on-prem or

CVO) must be added to SnapCenter, as illustrated in step 6 for CVO as an example.

8. After the log directory is configured, the Windows host plugin Overall Status is changed to Running.

14




I NetApp SnapCenter®

- 2 demoadministrator  SnapCenterAdmin

I35 Dashboard

Resources (] Name JER System Plug-in Version Overall Status

Linux Stand-alone UNIX, Oracle Databass a5

® Run
& Monitor i
of

Windows Stand-alone Microsoft Windows Server, Microsoft 5QL Server a3 @ Runni

Reports

Windows Stand-alone Microsoft Windows Server, Microsoft SQL Server a5 ® Running

Storage Systems

Settings

Alerts

9. To assign the host to the database management user ID, navigate to the Access tab under Settings and

Users, click the database management user ID (in our case the sqgldba that the host needs to be assigned
to), and click Save to complete host resource assignment.

I NetApp SnapCenter® ~ 8 demoladministrator ~ SnapCenterAdmin [ Sign Out

Global Settings Policies  UsersandAccess  Roles  Credential  Software

#5%  Dashboard e _ o

@ Resources O 1 Type Roles Domain
D woriwor O administrator User SnapCenteradmin demo
O oradba User App Backup and Clone Admin demo
Gl Reporss | saldba User App Backup and Clone Admin demo
& Hosts
:'l Storage Systems.
Assign Assets x
Asset Type Host - search
Asset Name 12

rhel2.demo.netapp.com

sgl1.demo.netapp.com

< [ I

sql-standby.demo.netapp.com

Save Close

Add Unix host and installation of plugin on the host

1. Log into SnapCenter with a user ID with SnapCenterAdmin privileges.
2. Click the Hosts tab from left-hand menu, and click Add to open the Add Host workflow.

3. Choose Linux as the Host Type. The Host Name can be either the host name or an IP address. However,
the host name must be resolved to correct host IP address from SnapCenter host. Choose host credentials

created in step 2. The host credentials require sudo privileges. Check Oracle Database as the plug-in to be
installed, which installs both Oracle and Linux host plugins.

15



[ ] @~ 2 demo\administrator  SnapCenterAdmin [l Sign Out

Add Host

Host Type ‘ Linux - ‘

Host Name | ora-standby

Cradentials ‘ admin - ‘ + 0

Select Plug-ins to Install SnapCenter Plug-ins Package 4.5 for Linux

Oracle Database
[ sap Hana

£# More Options : Port, Install Path, Custom Plug-Ins...

4. Click More Options and select "Skip preinstall checks." You are prompted to confirm the skipping of the

preinstall check. Click Yes and then Save.

X

More Options X
Port | 8145 (5 ]
Installation Path Jopt/MetApp/snapcenter 1]

Skip preinstall checks
Add all hosts in the oracle RAC

Custom Plug-ins
Choose a File

Mo plug-ins found. :
Save Cancel
5. Click Submit to start the plugin installation. You are prompted to Confirm Fingerprint as shown below.
Confirm Fingerprint X
Authenticity of the host cannot be determined €9
Host name 1z Fingerprint Valid

16
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6. SnapCenter performs host validation and registration, and then the plugin is installed on the Linux host.
The status is changed from Installing Plugin to Running.

N NetApp SnapCenter® =

©~  Ldemo\administrator  SnapCenterAdmin | Signout
Disks Shares Initiator Groups ~ iSCSI Session

2 Dashboard : i : +

= Ada
©  Resources O Name L Type System Plug-in Varsion Overall Status
2 wonior O Linux stand-alone UNIX, Oracle Database a5 @ Running
O Linux stand-alone UNIX, Oracle Database 45 @ Running
""" Sz O Windows Stand-alone Microsoft Windows Server, Microsoft SQL Server 45 ® Running
& Hosts m} Windows Stand-alone Microsoft Windows Server, Microsoft SQL Server as ® Running

Storage Systems
Settings

Alerts.

v 2 demo\administrator  SnapCenterAdmin @ Sign Out

Users/Groups Details X

UserName oradba

O Name I Domain  demo
= oradba
o saldba Assign Assets
# Assign W Unassign
0 Asset Name & Type Asset Type
o O 100.0.1 DataOntapCluster Storage Connection
O 192.168.0.101 DataOntapCluster Storage Connection
O admin Credentials
O Linux Admin Credentials
0 Oracle Archive Log Backup. Policy
[] | ©rack Full Online Backup policy
[} rhel? dema.natann.rom host ek

|

Assign Assets X

Asset Type Host d search

Asset Mame [E

ora-standby.demo.netapp.com
rhel2.demo.netapp.com

sql1l.demo.netapp.com

0040 O

sql-standby.demo.netapp.com

Save Close

4. Database resource discovery

With successful plugin installation, the database resources on the host can be immediately discovered. Click
the Resources tab in the left-hand menu. Depending on the type of database platform, a number of views are
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available, such as the database, resources group, and so on. You might need to click the Refresh Resources
tab if the resources on the host are not discovered and displayed.

P NetApp SnapCenter® 2 demoloradba  App Backup and Clone Admin [ Sign Out

Oracle Database [l

=
z _*
Sl

Resources i Name Oracle Database Type Host/Cluster Resource Group Policies Last Backup Overall Status

cdb2 Single instance ) rhel2.demo.netapp.com Not protected

]
2 Monitor
& Reports
Hosts
Storage Systems
Settings

Alerts

When the database is initially discovered, the Overall Status is shown as "Not protected." The previous
screenshot shows an Oracle database not protected yet by a backup policy.

When a backup configuration or policy is set up and a backup has been executed, the Overall Status for the
database shows the backup status as "Backup succeeded" and the timestamp of the last backup. The
following screenshot shows the backup status of a SQL Server user database.

M NetApp SnapCenter® ©~ Ademosqidba  App Backup and Clone Admin [ Sign Out

Microsoft SQL Server =

-
..

<

s
EH

@ Resources 5 Name Instance Host Last Backup Overall Status Type

@ Morter master sqlt sgl1.demo.netapp.com Not available for backup System database
— model sqit sqi1.demo.netapp.com Not ava: System database

epas msdb gl sql1.demo.netapp.com Not available for backup System database
Hosts tempdb sqlt sqlt.demo.netapp.com Not available for backup System database

tpee sqlt sqi1.demo.netapp.com 09/14/2021 2:35:07 PM 1 Backup succeeded User database
Storage Systems.

Settings

Alerts

If database access credentials are not properly set up, a red lock button indicates that the database is not
accessible. For example, if Windows credentials do not have sysadmin access to a database instance, then
database credentials must be reconfigured to unlock the red lock.

M NetApp SnapCenter® = ~ S demo\sgidba  App Backup and Clone Admin  #Sign Out

Microsoft sQL server [

Name Host Resource Groups Policies State Type
sqlstandby sql-standby.demo.netapp.com Running Standalone
sql1 sqi1.demo.netapp.com Running Standalone (15.0.2000)

Storage Systems

Settings

Alerts

M NetApp SnapCenter® A demo\sgidba  App Backup and Clone Admin @ Sign Out

Microsoft SQL Sarver - Instance - Credentials x

i

sqbstandby rom.

R O K0

|

sqit Resource Group

Policy

Selectable @ Not avallable for backup. DB is not on NetApp storage, auto-close is enabled or in racovery mode

-

A
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After the appropriate credentials are configured either at the Windows level or the database level, the red lock
disappears and SQL Server Type information is gathered and reviewed.

M NetApp SnapCenter® @~  2demowsgidba  App Backup and Clone Admin [l Sign Out

Microsoft SQL Server -

-

Name Hast Resource Groups Policies State Type
sqlt sql1.demo.netapp.com Running Standalone (15.0.2000)
sqlstandby sql-standby.demo.netapp.com Running Standalane (15.0.2000)

Storage Systems

Settings.

Aerts

5. Setup storage cluster peering and DB volumes replication

To protect your on-premises database data using a public cloud as the target destination, on-premises ONTAP
cluster database volumes are replicated to the cloud CVO using NetApp SnapMirror technology. The replicated
target volumes can then be cloned for DEV/OPS or disaster recovery. The following high-level steps enable
you to set up cluster peering and DB volumes replication.

1. Configure intercluster LIFs for cluster peering on both the on-premises cluster and the CVO cluster
instance. This step can be performed with ONTAP System Manger. A default CVO deployment has inter-
cluster LIFs configured automatically.

On-premises cluster:

= P ONTAP System Manager (retumtocissic

Overview
DASHBOARD
STORAGE ¥
IPspaces i Broadcast Domains +
NETWORK
Overview Cluster Broadeast Domains Cluster 9000 MTU IPspace: Cluster
. Cluster

Ethernet Ports Default 1500MTU  IPspace: Default
FCPorts Default StorageVMs onPrem-01 e0a e0b e0c e0d eOe 0f £0g =0h €0g-100 20e-200 e0F-201

svm_onPrem
EVENTS & JOBS V'

Broadeast Domains

Default
PROTECTION
Overview
Relationships Network Interfaces + T ilter
HOSTS

Name status Storage VM IPspace Address Current Node Current Port Protocols Type

SAN Initiator Groups
NVME Sl v onPrem-01_IC ) Default 102.168.0.113 onPrem-0L e0b Intercluster
CLUSTER ~ onPrem-01_mgmtl @ Default 192.168.0.111 onPrem-01 elc Cluster/Node Mgmt
Cuervicw: cluster_mgmt ) Default 102.168.0.101 onPrem-0L e0a Cluster/Node Mgmt

Target CVO cluster:
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DASHBOARD

STORAGE

NETWORK ~

Overview

Ethemnet Ports

EVENTS & JOBS v

PROTECTION

HOSTS

CLUSTER

Search actions, objects, and pages

IPspaces * Broadcast Domains
Clust Broads D Cluster 3000 MTU IPspac
Clu:
Default Storage VM:
[ & Defaul 9001 MTU
svm_hybridcvo
Broadcast Domains
naautt
Network Interfaces 3. @
Name © Status Storage VM IPspace Address Current Node C nt Port Protocols
hybridcve-02_mgmtl V] Default 10.221.2.104 hybridevo-02 203
Default 10.221.1.180 hybridcvo-01 0a
inter_2 ] Default 10.2212.250 hybridcvo-02 eta
isesi_T svm_hybridcvo Default 10.221.1.5 hybridcvo-01 0 iscs
iscsi_2 ] svm_hybridcvo Default 10.2212.168 hybridcvo-02 e0a iSCS|

Intercluster,Cluster/Node Mgmt

InterclusterGluster/Node Mgmt

Throughput (1

2. With the intercluster LIFs configured, cluster peering and volume replication can be set up by using drag-

and-drop in NetApp Cloud Manager. See "Getting Started - AWS Public Cloud" for details.

Alternatively, cluster peering and DB volume replication can be performed by using ONTAP System
Manager as follows:

3. Log into ONTAP System Manager. Navigate to Cluster > Settings and click Peer Cluster to set up cluster
peering with the CVO instance in the cloud.

= [l ONTAP System Manager (e tocsssicversion)

Qverview
Applications
Volumes

LUNs

NVMe Namespaces
Shares

Qtrees

Quotas

Storage VMs:

Tiers
NETWORK

Overview
Ethernet Ports

FC Ports

EVENTS & JOBS

PROTECTION

Overview

Relationships

HOSTS

CLUSTER

Overview

Settings

Ul Settings

LOG LEVEL
DEBUG

INACTIVITY TIMEOUT
30 minutes

Intercluster Settings

Network Interfaces

|P ADDRESS
& 102.168.0.113

4. Go to the Volumes tab. Select the database volume to be replicated and click Protect.
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PEERED CLUSTER NAME

& hybridovo

Generate Passphrase

Manage Cluster Peers

Storage VM Peers

PEERED STORAGE WM5

r

&
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= [l ONTAP System Manager (e tocisssicversion) Q

Volumes
DASHBOARD
STORAGE Rl W Delete i More
Overview - Name R
. rhel2_u03 AllVolumes
Applications
onPrem_data
Volumes
Overview Snapshot Copies Clone Hierarchy SnapMirror (Local or Remote)
LUNs rhel2_uol
NVMe Namespaces rhel2_u02
Shares
rhel2_u03 .
Qtrees STATUS
Online
Quotas rhel2_u03:
8 STYLE
Flexvol
Tiers sqll_data % 10% 30% 409
MOUNT PATH
NETWORK sqli_log frhel2_uo3 SNAPSHOT CAPACITY
~ I 0 Bytes Available 2.36 GB Used 2.36 GB Overflow
Overview STORAGE VM
sql1_snapctr
svm_onPrem
Ethernet Ports
svm_onPrem_raot LOCAL TIER
FC Ports
onPrem_01_SSD_1
EVENTS & JOBS .
SNAPSHOT POLICY Performance
default
PROTECTION
Hour Day Week
QuoTA
HOSTS off
Latency
CLUSTER e e
Read Write
SPACE ATION )

5. Set the protection policy to Asynchronous. Select the destination cluster and storage SVM.

= [l ONTAP System Manager (etumtoclassicversion) Q

Protect Volumes x
DASHBOARD
STORAGE PROTECTION POLICY
Overview Asynchronous v

Source v Destination
Volumes
LUNs CLUSTER CLUSTER

onPrem .
NVMe Namespaces hybridevo v
Shares STORA

svm_onPrem STORAGE ¥M
Qtrees .

R - svm_hybridcvo v

SELECTED VOLUMES
Quotas

rhel2_u03
Storage VMs ~ Destination Settings
Tiers 2 matching labels
NETWORK

SUFFIX
Overview
vol_ <SourcelolumeName= _dest

Ethemet Ports

FC Ports
Override default storage service name

EVENTS & JOBS

Configuration Details
PROTECTION
Initialize relationship (&

HOSTS
Enable FabricPool (@
CLUSTER

m canee

6. Validate that the volume is synced between the source and target and that the replication relationship is
healthy.

21



Volumes

EaNEN @ Delete W Protect | More

L] Name
rhel2_u03 Allvolumes # Edit i More

= Filter

onPrem_data

— Overview Snapshot Copies Clone Hierarchy SnapMirror (Local or Remote)
rhel2_u

rhel2_uo2
Source Destination Protection Policy i ip Health i ip Status Lag
svm_onPrem:rhel2_u03 svm_hybridcvozrhel2_u03_dr MirrorAllSnapshots @ Healthy & wirrored 12 seconds
rhel2_u030923211942120311
3

6. Add CVO database storage SVM to SnapCenter

1. Log into SnapCenter with a user ID with SnapCenterAdmin privileges.

2. Click the Storage System tab from the menu, and then click New to add a CVO storage SVM that hosts
replicated target database volumes to SnapCenter. Enter the cluster management IP in the Storage
System field, and enter the appropriate username and password.

2 demo\administrator  SnapCenterAdmin Sign Out

M NetApp SnapCenter®
X

Add Storage System

Add Storage System €

Storage System ‘ 10.0.0.1

ONTAP Storage Connections
O Name I

Username | admin |

svm_hybridevo Fassword ‘

svm onPrem
Event Management System (EMS) & AutoSupport Settings

Send AuteSupport notification to storage system

&
L

Log SnapCenter Server events to syslog

£ More Options : Platform, Protocol, Preferred IP etc..

3. Click More Options to open additional storage configuration options. In the Platform field, select Cloud
Volumes ONTAP, check Secondary, and then click Save.

More Options

Platform | Cloud Volumes QN+ Secondary €@
Protoco HTTPS A
Port 443
Timeout | 60 seconds a9
() preferred IP [§ ]

Save Cancel

4. Assign the storage systems to SnapCenter database management user IDs as shown in 3. SnapCenter
host plugin installation.
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M NetApp SnapCenter® @®~ 1 demowadministrator  SnapCenterAdmin [ Sign Out|

@ Resources ONTAP Storage Connections
2 Monitor O Name [ENE Cluster Name User Name Platform Controller License
10.0.0.1 oo -]
@ Reports
svm onPrem 192.168.0.101 oo v
& Hosts

1 Storage Systems.
= Settings
A Aes
7. Setup database backup policy in SnapCenter

The following procedures demonstrates how to create a full database or log file backup policy. The policy can
then be implemented to protect databases resources. The recovery point objective (RPO) or recovery time
objective (RTO) dictates the frequency of database and/or log backups.

Create a full database backup policy for Oracle

1. Log into SnapCenter as a database management user ID, click Settings, and then click Polices.

M NetApp SnapCenter® @ = @- 2demooradba AppBackup and Clone Admin @ Sign Out]

Policies Credential

Oracle Database
sem
2= Dashboard

+

& Resources
Na It Backup Type Schedule Type Verification
£ Monitwor P i
le Archive Log Backup LOG, ONLINE Hourly SnapMirror
@ Reports
£ Oracle Full Online Backup FULL, ONLINE Daily SnapMirror
& Hosts

T8 Storage Systems

2. Click New to launch a new backup policy creation workflow or choose an existing policy for modification.
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Modify Oracle Database Backup Policy

“ Provide a policy name

o Backup Type Policy name ‘ Oracle Full Online Backup

Details ‘ Backup all data and log files
e Retention

O repiication
0

@ verification
©Q:mary

3. Select the backup type and schedule frequency.
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Modify Oracle Database Backup Policy ®

o Nt Select Oracle database backup options

I, Choose backup type

e Retention

® online backup

o Replication ® Datafiles, control files, and archive logs
e i .
o Script () Datafiles and control files
) Archive logs
o Verification
) Offline backup a
o Summary

Choose schedule freguency

Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to
stagger your start times.

() ©n demand
) Hourly

@ Daily =

4. Set the backup retention setting. This defines how many full database backup copies to keep.
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Modify Oracle Database Backup Policy

o Name Retention settings @
o IR Daily retention settings
Data backup retention settings €@
3 Retention
e () Total Snapshot copies to keep
o Replication {® Keap Snapshot copies for
: Archive Log backup retention settings
o Secript

O Total Snapshot copies to keep

o Verification
o Summary

@ Keep Snapshot copies for

14

14

I

days

days

Previous

5. Select the secondary replication options to push local primary snapshots backups to be replicated to a

26
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Modify Oracle Database Backup Policy

o ETTE Select secondary replication options @
o Backup Type Update SnapMirror after creating a local Snapshot copy.
e Retention [ Update SnapVault after creating a local Snapshot copy.

Secondary policy labe! ‘ Daily v i ]
4 Replication
EESSS——————= Error retry count Li]
o Script
e Verification

o Summary

6. Specify any optional script to run before and after a backup run.
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Modify Oracle Database Backup Policy

o Name

Specify optional scripts to run before and after performing a backup job

o Backup Type Prescript full path ‘ Jvar/opt/snapcenter/spl/scripts/ ‘ ‘Ente' Prescript path
Prescript
e Retention arguments

Postscript full path ‘ Jvar/opt/snapcenter/spl/scripts/ ‘ ‘EHIE’ Postscript path

o Replication
Postscript

arguments
5 Script
E——  S.cript timeout

e verification
o Summary

60 secs

7. Run backup verification if desired.

28




Modify Oracle Database Backup Policy

€ -

€ = Type
© =etencon
@O ==oicton
(5 B

6 Verification

a Summary

Select the options to run backup verification

Run Verifications for following backup schedules

Select how often you want the schedules to occur in the policy. The specific verification times are set at backup job creation

enabling you to stagger your verification start times.

O paily

Verification script commands

Script timeout
Prescript full path

Prescript
arguments

Postscript full path

Postscript
arguments

] Secs

‘ Jvarfopt/snapcenter/spl/scripts/

Enter Prescript path

Choose optional arguments...

| Jvar/opt/snapcenter/spl/scripts/

‘ ‘Emer Postscript path

Cheose optional arguments...

Previous

8. Summary.
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Modify Oracle Database Backup Policy

o Name Surnmary
o Backup Typs Policy name
Details
e Retention
Backup type
o Replication Schedule type
RMAN catalog backup
Secript
o - Archive log pruning

On demand data backup retention

o Verification

On demand archive log backup retention None
Hourly data backup retention N

Hourly archive log backup retention
Daily data backup retention

Daily archive log backup retention
Weekly data backup retention
Weekly archive log backup retention
Monthly data backup retention
Monthhy archive log backup retention

Replication

None

Delete Snapshot copies older than : 14 days

4 days
None
None
None
napMirmror enabled | Secondary pelicy labe

Error retry count: 3

Previous

-

Create a database log backup policy for Oracle

1. Log into SnapCenter with a database management user ID, click Settings, and then click Polices.

2. Click New to launch a new backup policy creation workflow, or choose an existing policy for modification.
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a Backup Type
3 'Retention
4 Replication
5 | Script
6 Verification

7 Summary

New Oracle Database Backup Policy

Provide a policy name

Policy name Oracle Archive Log Backup

Details Backup Oracle archive logs

3. Select the backup type and schedule frequency.
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New Oracle Database Backup Policy ®

o Narna

IS Choose backup type

3

(]

Retention

Replication

Script

Verification

Summary

Select Oracle database backup options

® oOnline backup

(0 Datafiles, control files, and archive logs
(O Datafiles and control files

@ Archive logs

O offline backup Li ]

Choose schedule freguency

Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to
stagger your start times.

() ©n demand
@ Hourly

O Daily =

4. Set the log retention period.
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New Oracle Database Backup Policy
o Name Retention settings @

o IR Hourly retention settings

4  Replication

Archive Log backup retention settings

O Total Snapshot copies to keep
6 Verification - 5
(@ Keep Snapshot copies for ?1 $ daps

7 Summary

5 Script

Previous

5. Enable replication to a secondary location in the public cloud.
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o Narna
o Backup Type
e Retention

5 Script
6 Verification

7 Summary

New Oracle Database Backup Policy

Select secondary replication options @

Update SnapMirror after creating a local Snapshot copy.

[ update SnapWault after creating a local Snapshot copy.

Secondary policy label |[ Hourly 3 ]| @

e

Error retry count

Previous

6. Specify any optional scripts to run before and after log backup.
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New Oracle Database Backup Policy

o Name

Specify optional scripts to run before and after performing a backup job

o Backup Type Prescript full path ‘ Jvar/opt/snapcenter/spl/scripts/ ‘ ‘Ente' Prescript path
Prescript
e Retention arguments

Postscript full path ‘ Jvar/opt/snapcenter/spl/scripts/ ‘ ‘EHIE’ Postscript path

o Replication

6 Verification

Postscript
arguments

60 secs

Script timeout

7 summary

7. Specify any backup verification scripts.
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New Oracle Datahase Backup Policy

o Backup Type

e Retention € '- .
o Replication

o Script

6 Verification

7 Summary

0

Previous

8. Summary.
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New Oracle Datahase Backup Policy

@ rere Summary
o Backup Type Policy name
Details
e Retention
Backup type
o Replication Schedule type Hourly
RMAMN catalog backup Disabled
Seript
o - Archive log pruning None
o Verticition On demand data backup retention None

On demand archive log backup retention No
Hourly data backup retention Non

Hourly archive log backup retention opies older than : 7 days

Daily data backup retention None

Daily archive log backup retention None

Weekly data backup retention

Weekly archive log backup retention

Maonthiy data backup retention None

Maonthly archive log backup retention None

Replication SnapMirror enabled , Secondary policy label: Hourly , Error retry count: 3

-

Create a full database backup policy for SQL

1. Log into SnapCenter with a database management user ID, click Settings, and then click Polices.

I NetApp SnapCenter® ~ 3 demolsgidba  App Backup and Clone Admin [ Sign Out

Policies Credential

Microsoft QL Server [l

Search by Name

Dashboard

Resources

Name L BackupType Schedule Type Replication Verification

Mornitor
There is no match for your search or data is not available,

Reports

R6a

Hosts

-

b
-

Storage Systems

[ il
z
]

2. Click New to launch a new backup policy creation workflow, or choose an existing policy for modification.
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a Backup Type

3 ' Retention
4  Replication
5 | Script

6 Verification

7 Summary

New SQL Server Backup Policy

Provide a policy name

Policy name

Details

SQL Server Full Backup

Backup all data and log files

3. Define the backup option and schedule frequency. For SQL Server configured with an availability group, a
preferred backup replica can be set.
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o Name

3 'Retention
4  Replication
5 ' Script

6 Verification

7 Summary

New SQL Server Backup Policy

Select SQL server backup options

2 Backup Type
Choose backup type

@ Full backup and log backup
(O Full backup
(O Log backup

[JJ Copy only backup (i ]

Maximum databases backed up per Snapshot copy:

Availability Group Settings v

Schedule frequency

100

i

Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to

stagger your start times.
) On demand

O Hourly

@ Daily

(r Weekly

(O Monthly

4. Set the backup retention period.
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New SQL Server Backup Policy £

o Nariie Retention settings

o Backup Type
Retention settings for up-to-the-minute restore operation @

3 Retention = 7
- ® Keep log backups applicable to last 7 full backups
14

4 Replication O Keep log backups applicable to last days

un

Script
Full backup retention settings @

6 Verification Daily

@ Total Snapshot copies to keep 7
‘ 14

) Keep Snapshot copies for

7 Summary
days

5. Enable backup copy replication to a secondary location in cloud.
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New SQL Server Backup Policy

o EE Select secondary replication options @
o Backup Type Update SnapMirror after creating a local Snapshot copy.
e Retention (0 update SnapVault after creating a local Snapshot copy.
Secondary policy labe ‘[ Daily e ]| Li ]
4 Replication
Error retry count Li ]
5 | Script

6 Verification

7 Summary

6. Specify any optional scripts to run before or after a backup job.

41



(1 JYES

€ =ciup Type
© retention
O repiication

6 Verification

7 Summary

New SQL Server Backup Policy

Specify optional scripts to run before performing a backup job

Prescript full path ‘

Prescript
arguments
Specify optional scripts to run after performing a backup job

Choose optional arguments...

Postscript full path ‘

Postscript
arguments

Script timeout 60 Secs

Choose optional arguments...

7. Specify the options to run backup verification.
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€ e

© sackup Type
© retention
@ repiication
0~

6 Verification

New SQL Server Backup Policy

Select the options to run backup verification

Run verifications for the following backup schedules

Select how often you want the schedules to occur in the pelicy. The specific verification times are set at backup job creation
enabling you to stagger your verification start times,

O paily

Database consistency checks options

Limit the integrity structure to physical structure of the database (PHYSICAL_ONLY)
Suppress all information message (NO_INFOMSGS)

[J Display all reported error messages per object (ALL_ERRORMSGS)

7 summary
[T Do not check non-clustered indexes (NOINDEX)
[ Limit the checks and obtain the locks instead of using an internal database Snapshot copy (TABLOCK)
Log backup
[ Verify log backup. [i ]
Verification script settings
Script timeout 60 secs
I 1 h
e
8. Summary.
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New SQL Server Backup Policy

o Name

Summary
o Backup Type Policy name
Details
9 Retention
Backup type

Availability group settings

o Replication
o Script
o Verification

Schedule Type

UTM retention

Daily Full backup retention
Replication

Backup prescript settings

Backup postscript settings

Verification for backup schedule type

Verification prescript settings

Verification postscript settings

SQL Server Full Backup

Backup all data and log files

Full backup and log backup

Backup only on preferred backup replica
Daily

Total backup copies to retain : 7

Total backup copies to retain: 7

SnapMirror enabled , Secondary policy label: Daily, Error retry count: 3

undefined

Prescrip

rguments:

undefined
Postscript arguments:

none

undefined

Prescrip

rguments:

undefined

Postscript a rguments:

Create a database log backup policy for SQL.

1. Log into SnapCenter with a database management user ID, click Settings > Polices, and then New to

launch a new policy creation workflow.
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New SQL Server Backup Policy

Provide a policy name

2 Backup Type Policy name ‘ SQL Server Log Backup

Details ‘ BackupSQLserverlogj
3 ' Retention

4 Replication

5 | Script

6 Verification

7 Summary

2. Define the log backup option and schedule frequency. For SQL Server configured with a availability group,

a preferred backup replica can be set.
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New SQL Server Backup Policy

o Name

2 Backup Type
Choose backup type

3

Retention

Replication

Script

verification

Summary

Select SQL server backup options

(O Full backup and log backup
O Full backup
@ Log backup

[JJ Copy only backup 0

Maximum databases backed up per Snapshot copy: 100 (i ]

Availability Group Settings v

Schedule frequency

Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to
stagger your start times.

(") On demand
@ Hourly

O Daily

) Weekly

() Monthly

3. SQL server data backup policy defines the log backup retention; accept the defaults here.
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New SQL Server Backup Policy *

o Narmsa

Log backup retention settings

o Backup Type Up-to-the-minute (UTM) retention settings retains log backups created as part of full backup and full and log backup operations.
UTM retention settings alse decides for how many full backups the log backups are to be retained. For example, if UTM retention
settings is configured to retain log backups of the last 5 full backups, then the log backups of the last 5 full backups are retained and
the rest are deleted.

4. Replication
5 Script
6 Verification

7 Summary

Previous

4. Enable log backup replication to secondary in the cloud.
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New SQL Server Backup Policy

@ rere Select secondary replication options @
o Backup Type Update SnapMirror after creating a local Snapshot copy.
e Hetartion [ Update SnapVauit after creating a local Snapshot copy.
Secondary policy label |[ Hourly > ]| Li]
4 Replication
Error retry count 3 i ]
5 Script

& Verification

7 Summary

Previous

5. Specify any optional scripts to run before or after a backup job.
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New SQL Server Backup Policy

o ETTE Specify optional scripts to run before performing a backup job
o Backup Type Prescript full path ‘

Prescript .
e Retention arguments Choose optional arguments...

Specify optional scripts to run after performing a backup job

o Replication

Postscript full path ‘
5 Script ]
- Postscript Choose optional arguments...
- arguments

Script timeout 60 secs

6 Verification

7 Summary

6. Summary.
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New SQL Server Backup Policy ®

@ vere Summary
o Backup Type Policy name SQL Server Log Backup
Details Backup SQL server log
9 Retention
Backup type Log transaction backup
o Replication Awvailahbility group settings Backup only on preferred backup replica
Schedule Type
Secript
o - Replication 1, Secondary policy label: Hourly , E
o Vérification Backup prescript settings i
7 Summary Backup postscript settings undefin
Posts
Verification for backup schedule type none

Verification prescript settings

Verification postscript settings undefin

Posts

Previous

8. Implement backup policy to protect database

SnapCenter uses a resource group to backup a database in a logical grouping of database resources, such as
multiple databases hosted on a server, a database sharing the same storage volumes, multiple databases
supporting a business application, and so on. Protecting a single database creates a resource group of its own.
The following procedures demonstrate how to implement a backup policy created in section 7 to protect Oracle
and SQL Server databases.

Create a resource group for full backup of Oracle

1. Log into SnapCenter with a database management user ID, and navigate to the Resources tab. In the View
drop-down list, choose either Database or Resource Group to launch the resource group creation workflow.

M NetApp SnapCenter® & = @- Ldemoloradba AppBackupand Clone Admin  BSign Out

Oracle Database [l

->
i gey— 2 +
HH =
Resources I~ Name Oracle Database Type Host/Cluster Resource Group Policies Last Backup Overall Status

cdb2 Single Instance (Multitenant) thel2.demo.netapp.com Not protected
Monitor

R | &

Reports

Hosts

-]

Storage Systems

Settings

B it

Alerts

2. Provide a name and tags for the resource group. You can define a naming format for the Snapshot copy
and bypass the redundant archive log destination if configured.
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3.

#sign Out

M NetApp SnapCenter®

Oracle Database [l

2 4
I Name ° 8 s 6

Name Resources Policies Verification Notification Summary

2 demo\oradba  App Backup and Clone Admin

X

New Resource Group

v

bz

R OKJ

Provide a name and tags for the resource group

-

Name ‘ rhel2_cdb2 | o

Tags ‘ orafullskup ‘ o

Use custom name format for Snapshot copy

rhel2_cdb2 ‘

Backup settings

Exclude archive log

destinations from x| 2 L
backup

Bl

Add database resources to the resource group.

M NetApp SnapCenter® ®@ = @ - demoloradba App Backupand Clone Admin  [flSign Out

Oradle Database [ X

New Resource Group.

Searchd

3 a4 5 6
T o—o

Name Resources Policies Verification Notification summary

cdoz

Add resources to Resource Group

Host
Available Resources Selected Resources
(_search available resources )Q

cdb2 (rhel2.demo.netapp.com)

Select a full backup policy created in section 7 from the drop-down list.

M NetApp SnapCenter®

Oracle Database [

2 demo\oradba  App Backup and Clone Admin @ Sign Out

X

New Resource Group

o—0—© g ; 5

Name Resources Policies Verification Notification Summary

Searchd

Select one or more policies and configure schedules

[+]o

Oracle Full Online Backup -

Configure schedules for selected policies

Policy 1 Applied Schedules Configure Schedules

Oracle Full Online Backup None

Total 1

Click the (+) sign to configure the desired backup schedule.
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Add schedules for policy Oracle Full Online Backup »

Daily

Start date 09/10/2021 2:32 PM ==

Expires on 12/31/2021 2:32 PM s

1— days £ December 2021 »
Su Mo Tu We Th Fr Sa
28 29 320 1 2 3 =

] 7 8 9 1 mn
iz 13 14 15 16 17 18

Repeat every

-i The schedules are triggered in the Snag
zone.

Click Load Locators to load the source and destination volume.

v % demoloradba App Backup and Clone Admin @ Sign Out

P NetApp SnapCenter®

Oracle Database  [Bf

X

New Resource Group

e
5 6

T o—0—0—0

Name Resources Policies Verification Notification Summary
~ cdb2
v
a4 Load secondary locators to

verify backups on secondary

Secondary storage location: Snapvault or SnapMirror
-]

Source Volume Destination Volume:
= svm_onPremithel?2_u02 svm_hybridevosrhel2_u02_dr

A

Configure verification schedules
Policy 5 Schedule Type Applied Schedules Configure Schedules

There is no match for your search or data is not available.

Configure the SMTP server for email notification if desired.



L] = - App Backup and Clone Admin 1 Sign Out

M NetApp SnapCenter® 2 demo\oradba

Oracle Database  [Bff

X

New Resource Group

v

If you want to send notifications for scheduled or on demand jobs, an SMTP server must be configured. Continue to the Summary page to save your and then go to i Server Settings the SMTP

HH server.
HH
9 &~ Name
o oz ° ° o ° ° S
<

Name Resources Policies Verification Notification Summary
~

P Provide email settings @
L Select the service accounts or peaple to notify regarding protection issues.
_ R
= From From email
& T Emailto
Subject Notification

Attach job report

v  f.demoloradba  App Backup and Clone Admin [ Sign Out

X

Oracle Database |

] Name o ° o ° ° °

New Resource Group

s Name Resources Policies Verification Notification Summary
o0 “
w
~
il Resource group name rhel2_cdb2
a Tags orafullbkup
iy Policy le Full Online Backup: D:
¥
Flug-in SnapCenter Plug-in for Oracle Database
= Verification enabled for policy None
A send email No

Create a resource group for log backup of Oracle

1. Log into SnapCenter with a database management user ID, and navigate to the Resources tab. In the View
drop-down list, choose either Database or Resource Group to launch the resource group creation workflow.

M NetApp SnapCenter® = v 2 demoloradba  App Backup and Clone Admin [ Sign Out

Oracle Database [

o

Resouress Name Resources  Tags Policies LastBackup  Overall Status

a

rhel2_cdb2 1 orafullbkup Oracle Full Online Backup.
Monitor

&S

Reports

R 6

Hosts.

Storage Systems

Settings

B il

Alerts

2. Provide a name and tags for the resource group. You can define a naming format for the Snapshot copy
and bypass the redundant archive log destination if configured.
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M NetApp SnapCenter® Wsign Out

Oracle Database [

° 2 3 4 5 6
Name

Name Resources Policies Verification Notification Summary

2 demoloradba  App Backup and Clone Admin

X|

New Resource Group

rhel2_cdb2

Provide a name and tags for the resource group

Name. ‘ rhel2_cdb2_log ‘ i}

Tags ‘ oralogbkup | )

Use custom name format for Snapshot copy

$CustomText

rhel2_cdb2_log |

Backup settings

Exclude archive log
destinations from x o
backup

3. Add database resources to the resource group.

M NetApp SnapCenter® @ = @~ Ldemooradba AppBackupand Clone Admin B SignOut

Oracle Database  [if X

0—0 o o

New Resource Group

Name Resources Policies Verification Notification Summary
rhel2_cdb2

Add resources to Resource Group

Host

Available Resources Selected Resources

(_search available resources Q

cdb2 (rhel2.demo netapp.com)

Total 1

4. Select a log backup policy created in section 7 from the drop-down list.

M NetApp SnapCenter® @ @ @ fdemooradba App Backup and Clone Admin [ Sign Out

Oracle Database  [ifl

o—0—0—- : ‘

X

New Resource Group

Name Resources Policies Verification Notification Summary
thel2_cdb2
Select one or more policies and configure schedules
Oracle Archive Log Backup -
Oracle Full Online Backup
v Oracle Archive Log Backup s
Policy Applied Schedules Configure Schedules
Oracle Archive Log Backup None
Total 1
Total 1

5. Click on the (+) sign to configure the desired backup schedule.
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Add schedules for policy Oracle Archive Log Backup

Hourly

Start date 09/10/2021 3:00 PM =]

Expires on 12/31/20217 2:00 PM =]

hours 0 mins

Repeat avery 1

1 The schedules are triggered in the SnapCenter Server time
zone.

6. If backup verification is configured, it displays here.

a = ©~ 2demoloradba App Backup and Clone Admin @ Sign Out

I NetApp SnapCenter®

Oracle Database - New Resource Group

5 6

Name Resources policies Verification Notification Summary

X

rhel2_cdb2

R O K.

Configure verification schedules

Policy Iz Sehedule Type Applied Schedules Configure Schedules

-

There is no match for your search or data is not available.

B i

Total 0

Total 1

7. Configure an SMTP server for email notification if desired.
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App Backup and Clone Admin [ Sign Out

M NetApp SnapCenter® ~ 2 demo\oradba

Oracle Database [ X|

Search resource groups

Name

o—0 00 0 —

Name Resources Policies Verification Motification Summary

New Resource Group

if you want to send notifications for scheduled or on demand jobs, an SMTP server must be configured. Continue to the Summary pags your andthen go to ‘Server Settings to configure the SMTI
server.

Provide email settings @

Select the service accounts or people to notify regarding protection issues

Email preference Naver -

I

B i

From From email
To Emailto
Subject Notification

Attach job repart

Summary.

M NetApp SnapCenter® v  Ademoloradba  App Backup and Clone Admin [ Sign Out

Oracle Database - New Resource Group X

Search resource groups
Name ° ° o ° ° °

Name Resources Policies Verification Notification Summary

Q

Pl e2_cdb2
v
~
il Resource group name
a Tags
. Policy le Archive Log Backup: Hourly
O
Plug-n Center Plug-in for Oracle Database
= Verification enabled for policy None
Send email No

>

Create a resource group for full backup of SQL Server

1.

56

Log into SnapCenter with a database management user ID, and navigate to the Resources tab. In the View
drop-down list, choose either a Database or Resource Group to launch the resource group creation
workflow. Provide a name and tags for the resource group. You can define a naming format for the
Snapshot copy.



2 demo\sgldba  App Backup and Clone Admin @ Sign Out

M NetApp SnapCenter®

Microsoft sQL server [l

° 2 3 a4 5 6
Name

b

New Resource Group

Name Resources policies Verification Notification Summary
master
model
msdb Provide a name and tags for the resource group
tempdb Name ‘ sql_tpec ‘
tpec
Tags ‘ sqifullbkup ‘
Use custom name format for Snapshot copy
$CustomText
sl _tpce ‘
Total 5 Next

2. Select the database resources to be backed up.

@ sign out

M NetApp SnapCenter® 2 demo\sgidba  App Backup and Clone Admin

Microsoft SQL Server - New Resource Group x|

S S —

Name Resources Policies Verification Notification Summary

master
model
msdb Add resources to Resource Group
tempdb Host Resource Type SQL Server Instance
e Al - ‘ Databases - ‘ ‘ sl -
Available Resources Selected Resources
(search available resources )a
Auto select all the resources from the same storage volume @
tpec (sq11)
]
(]
Total 5

3. Select a full SQL backup policy created in section 7.

@sign out

App Backup and Clone Admin

M NetApp SnapCenter® 2 demo\sqldba

Microsoft SQL Server - New Resource Group x|

o ° ° 4 s &
Name

Name Resources Policies Verification Notification Summary
master
model
msdb Select one or more policies and configure schedules
tempdb SQL Server Full Backup -
tpec v SQLServer Full Backup
SQL Server Log Backup s
Policy It Applied Schedules Configure Schedules
SQL Server Full Backup None
Total 1
O use Microsoft SQL Server scheduler €
Total 5
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4. Add exact timin

g for backups as well as the frequency.

Daily

Start date
Expires on

Repeat ev

i

Add schedules for policy SQL Server Full Backup

09/10/2021 6:20 PM =2

12/31/2021 6:20 PM =z

ery 1 days

The schedules are triggered in the SnapCenter Server fime
Zone.

Cance

5. Choose the verification server for the backup on secondary if backup verification is to be performed. Click
Load Locator to populate the secondary storage location.

M NetApp SnapCenter®

Microsoft sqL server i

search by name

New Resource Group.

-
HH
o—00—0—0 : C
Name
Name Resources Policies verification Notification Summary
P master
w
model
(ﬁi‘ msdb Select the verification servers
tempdb Verification server ‘ Select one or more servers
' tpee
Fd Load secondary locators to
verify backups on secondary
Secondary storage location: SnapVault or SnapMirror
Source Volume Destination Volume
svm_onPremisql1_data ‘ sum_hybridcvo:sql1_data_dr - ‘
svm_onPrem:sql1_log ‘ sum_hybridcvo:sql1_log_dr - ‘
Configure verification schedules
Policy = Schedule Type Applied Schedules Configure Schedules
There s no match for your search or data is not available.
Total s

6. Configure the SMTP server for email notification if desired.
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M NetApp SnapCenter®

Microsoft SQL Server . New Resource Group

search by name

Name

server,

If you want to send notifications for scheduled or on demand jobs, an SMTP server must be configured. Continue to th

2 demo\sqldba  App Backup and Clone Admin @ Sign Out

X

- Settings to configure the ST

page to save your and then go to g

[ mester ° o o ° ° e
e
P model Name Resourcas Policies Verification Notification Summary
il msdb
& tempdb Provide emall settings @
gy tpee Select the service accounts or peaple to notify regarding protection issues.
b
= Email preference Never - ‘
a From From email
To Email to
Subject Notification

Attach job report

Total 5

7. Summary.

M NetApp SnapCenter®

Microsoft sqL server [l

search by name
Name ° ° o ° °

New Resource Group

v

@~ 2demowsglidba App Backup and Clone Admin [ Sign Out

b

Q

Name Resources Policies Verification Notification
Pl e s no match for your search or data
e is not available.
ol
i Resource group name
a Tgs sqlfullbkup
P Policy QL Server Full Backup: D.
L) -
Plug-in SnapCenter Plugiin for M
= Verification Server None
A Verification enabled for policy None
send email No

Resources are not found. Click Refresh
Resources to discover databases in the
database view or create new resource group
onthe discovered databases from the
resource view.

Create a resource group for log backup of SQL Server

Summary

Previous m

1. Log into SnapCenter with a database management user ID, and navigate to the Resources tab. In the View
drop-down list, choose either a Database or Resource Group to launch the resource group creation
workflow. Provide the name and tags for the resource group. You can define a naming format for the

Snapshot copy.
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2 demo\sqldba  App Backup and Clone Admin @ Sign Out

M NetApp SnapCenter®

Microsoft SQL Server . New Resource Group X

° 2 3 4 5 6
Name

Name Resources Policies Verification Notification Summary

sqll_tpec

Provide a name and tags for the resource group

Name ‘ sql_tpee_log ‘ o

Tags ‘ sqllogbkup ‘ (1]

(ige Gishorn e Tarmrak Fo Snapshatcopy

SCustomText

[ sall_tpec_log ‘

2. Select the database resources to be backed up.

2 demo\sqidba  App Backup and Clone Admin [ Sign Out.

N NetApp SnapCenter®

Microsoft QL server [ X

0—0
Name

Name Resources Folicies Verification Notification summary

New Resource Group

sqli_tocc

Add resources to Resource Group

Host Resource Type SQL Server Instance
r <] [ <] [ :
Available Resources Selected Resources

ources )Q

available

Auto select all the resources from the same storage volume @

tpec(sql1)

3. Select a SQL log backup policy created in section 7.

@ sign Out

M NetApp SnapCenter® 2 demo\sgldba  App Backup and Clone Admin

Microsoft SQL Server . New Resource Group X

o—0—9© . : .
Name

Name Resources Policies verification Notification Summary
sqi1_tpee
Select one or more policies and configure schedules
SQL Server Log Backup > ‘ ‘ + ‘ L]
SQL Server Full Backup
v SQLServer Log Backup s
Policy 12 Applied Schedules Configure Schedules
SQL Server Log Backup None ‘ +
Total 1
O use Microsoft SQL Server scheduler @
Total 1
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4. Add exact timing for the backup as well as the frequency.

N NetApp SnapCenter® 2 demo\sqidba  App Backup and Clone Admin @ Sign Out

Microsoft SQL Server - New Resource Group X

)y name.
Name o o e

Name Resources Folicies Verification Notification summary

4 5 6

sqii_tpec

Select one or more policies and configure schedules

[+]0

5QL Server Log Backup M

Configure schedules for selected policies

Policy I Applied Schedules Configure Schedules

5QL Server Log Backup Hourly: Repeat every 1 hours s E

Total 1

[0 Use Microsoft SQL Server scheduler @

5. Choose the verification server for the backup on secondary if backup verification is to be performed. Click
the Load Locator to populate the secondary storage location.

Wsignout

M NetApp SnapCenter®

2 demotsgidba  App Backup and Clone Admin

Microsoft SQL Server ! New Resource Group. b4

5 6
Name

B Name Resources Policies Verification Notification summary
sqll_tpce
Select the verification servers
Verification server ‘ Select one or more servers -
Load secondary locators to
verify backups on secondary Load locators ‘
Secondary storage location: SnapVault or SnapMirror
Source Volume Destination Volume
Ve anBrarTae 18t ‘ sum_ hybridcvo:sqlt_data_dr - ‘
svm_onPremisgl1_log ‘ cvm_hybridevo:salt _leg_dr - ‘
Configure verification schedules
Policy 2 Schedule Type Applied Schedules Configure Schedules
There is no match for your search or data is not available.
Total 1

6. Configure the SMTP server for email notification if desired.
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M NetApp SnapCenter®

Microsoft SQL Server - New Resource Group

server,

Name

6

- o ° e ° °

Name Resources Policies Verification Notification

Provide email settings @

Select the service accounts or people to notify regarding protaction issues.

Email preference =

From From email
T Emal to
Subject Notification

Attach job report

Total 1

Summary

If you want to send natifications for scheduled or on demand jobs, an SMTP server must be configured. Contine to the Summary page to save your information, and then

2 demotsqldba  App Backup and Clone Admin

Wsignout

Server Settings

X

the SMTF

7. Summary.

M NetApp SnapCenter®

Microsoft QL Server [

searcl ame

New Resource Group

Name o ° o ° °

Name Resources Policies Verification Notfication
sqi1_tpec

Resource group name sqlt

Tags sqllogbkup

Policy SQL Server L

Plugin SnapCenter Plug-in for Micros

Verification Server None

Verification enabled for policy None

Send email No
Total 1

9. Validate backup

After database backup resource groups are created to protect database resources, the backup jobs runs

summary

-

2 demo\sqidba  App Backup and Clone Admin

according to the predefined schedule. Check the job execution status under the Monitor tab.

M NetApp SnapCenter®

Jobs  Schedules  Events  Logs

% Dashboard
O Resources Jobs - Filter
L] o Status Name
522 Backup of Resource Group 'sql1_tpec_log with policy 'SQL Server Log Backup'
522 8ackup of Resourca Group 'sql1_tpec_log with policy 'SQL Server Log Backup®
B Backup of Resource Group 'sql1_tpee_log with policy 'SQL Server Log Backup'
Storage Systems. [N Backup of Resource Group 'sq1_tpee’ with policy 'SQL Sarver Full Backup'
Settings 517 Backup of Resource Group 'sql1_tpec_log with policy 'SQL Server Log Backup'
s 512 Backup of Resource Group ‘sqli_tpec_log: with policy'SQL Server Log Backup®
509 Backup of Resource Group 'sql1_tpee_log with policy 'SQL Server Log Backup'
s02 Backup of Resource Group 'sql1_tpec_log with policy 'SQL Server Log Backup'

Go to the Resources tab, click the database name to view details of database backup, and toggle between

Start date

09/14/2021 8:35:01 PM

09/14/2021 7:35:01 PM

09/14/2021 £:35:01 PM

09/14/2021 &

:01 PM

09/14/2021 5:35:01 PM

09/14/2021 4:25:01 PM

09/14/2021 3:35:01 PM

09/14/2021 2:35:01 PM

[}
B
B
B
[}
]
B
B

2 demoisqidba  App Backup and Clone Admin

End date

09/14/2021 8:37:10 PM

09/14/2021 7:37:09 PM

09/14/2021 6:37:08 PM

09/14/2021 6:27:14 PM
09/14/2021 5:37:09 PM
0971472021 4:37:08 PM
09/14/2021 3:37:10 PM

09/14/2021 2:37:09 PM

(-}

B
B
B
(-}
B
B
B

Wsign out

X

‘Owner

demotsgldba
demoisqldba
demoisqldba
demoisqldba
demotsgldba
demoisgldba
demoisqldba

demoisqldba

@ sign out

Local copies and mirror copies to verify that Snapshot backups are replicated to a secondary location in the

public cloud.
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M NetApp SnapCenter® ~  2demowradba App Backup and Clone Admin  @sign out

Oracle Database - «cdb2 Topology x

>

Search databases -3
Refresh

F o Name

oE

Manage Copies .
S cdb? | 197 Backups
w 197 Backups Summary Card
cdbadev - P | 3ciones ry
Local copies 28 Data Backups
o ™ cdb2drz
366 Log Backups
L 51
[ W cdb2test 3 Clones
At Primary Backup(s)
(search ¥)
Backup Name Count Type E End Date Verified Mounted RMAN Cataloged SCN
rhel2_cdb2_09-23-2021_14.35.03.3242_1 1 Log 09/23/2021 2:35:45 PM 1 Not False Not Cataloged 6372761
Applicable
rhel2_cdb2_09-23-2021_14.35.03.3242 0 1 Data 09/23/2021 2:35:30 PM Unverified False Not Cataloged 6872715
rhel2_cdb2_09-22-2021_14.35.02.0014_1 1 Log 09/22/2021 2:25:24PM B Not False Not Cataloged 6737479
Applicable
rhel2_cdb2_09-22-2021_14.35.02.0014 0 1 Data 09/22/2021 2:3514PM B Unverified False Not Cataloged 6737395
rhel2_cdb2_09-21-2021_14.35.02.1884_1 1 Log 09/21/202123535PM B Not False Mot Cataloged 6598735

At this point, database backup copies in the cloud are ready to clone to run dev/test processes or for disaster
recovery in the event of a primary failure.

Getting Started with AWS public cloud

This section describes the process of deploying Cloud Manager and Cloud Volumes
ONTAP in AWS.

AWS public cloud

(D To make things easier to follow, we have created this document based on a deployment in AWS.
However, the process is very similar for Azure and GCP.

1. Pre-flight check

Before deployment, make sure that the infrastructure is in place to allow for the deployment in the next stage.
This includes the following:

O AWS account

[ VPC in your region of choice

0 Subnet with access to the public internet

1 Permissions to add IAM roles into your AWS account

0 Asecret key and access key for your AWS user
2. Steps to deploy Cloud Manager and Cloud Volumes ONTAP in AWS

There are many methods for deploying Cloud Manager and Cloud Volumes ONTAP; this method
is the simplest but requires the most permissions. If this method is not appropriate for your AWS
environment, please consult the NetApp Cloud Documentation.

Deploy the Cloud Manager connector

1. Navigate to NetApp BlueXP and log in or sign up.
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https://docs.netapp.com/us-en/occm/task_creating_connectors_aws.html
https://www.netapp.com/bluexp/?utm_campaign=b2d-port-all-na-amer-digi-wepp-brand-amer-1745924643379&utm_source=google&utm_medium=paidsearch&utm_content=nativead&gad_source=1&gad_campaignid=21281798861&gclid=EAIaIQobChMIv_GU0KDJjQMVEXRHAR2A2hJzEAAYASAAEgKAZ_D_BwE

M NetApp

Continue to Cloud Manager

Log In to NetApp Cloud Central

Don't have an account yet? Sign Up

rt1600680@demo.netapp.com

= |
L won

Forgot your password?

2. After you log in, you should be taken to the Canvas.
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Cloud Manager

Replication Backop & Restore Compute

Let's Add Your First Working Environment

3. Click "Add Working Environment" and choose Cloud Volumes ONTAP in AWS. Here, you also choose
whether you want to deploy a single node system or a high availability pair. | have chosen to deploy a high

availability pair.

Cloud Manager

Compute

Add New'W |l-'.|'.,'I Erwirgnment

FL
B i ) =
Beroudt Anary demazsn Wk Seresan fimaigie Cissd Paciprm Qs P mine
Chooie Type
Cloud Volurnes DNTAR Choud Vaiumes ONTAPHA Clowd Volurpes Serice
[ o]

4. If no connector has been created, a pop-up appears asking you to create a connector.
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Add Connector Meed bien? W

&
=
Create Connector

A Connedtar i rrguehed 1o ute mest of Cloud Managers leatishe,

Tiwe Conrerior sllows Chined Manager b marage nessses and

proceiary FNECTLANT far

e continued 1

ration of the senaces Bl you enibie

5. Click Lets Start, and then choose AWS.

Add Connector Need beip? K

Pravider

CThooee the doud provider where you wand tn run ihe Conneciar

B s o
L e
Microsolt Aiare Amaion Web Services Goeghe Cloud Platform

6. Enter your secret key and access key. Make sure that your user has the correct permissions outlined on
the NetApp policies page.
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https://mysupport.netapp.com/site/info/cloud-manager-policies

Add Connector Need bl X

&) cetheaty @ Awscerdentials (D) Dealh D ek 3 seunyGioep (E) Ao

AWS Credentials

AV BereTs iy

A Arcers may I8 Pegited
AR Socred Ky

fegon

et 1 | Led East (. Mirginia)

Wiar &0 linch an misieon without AWE Trecentisn

Previous “

7. Give the connector a name and either use a predefined role as described on the NetApp policies page or
ask Cloud Manager to create the role for you.

Add Connector NeebesT X
D ety @ wwconas @ @ et © b O e
Details
Connecior istanoe Name Conrertor Rale
| roicioudmanages (@ Creatnitole ) Sebect an esisting iizle
Tode Raprne

Cloud-Aharages. Operatn: N2y
() Add Tt Conmactor Istane

i “

8. Give the networking information needed to deploy the connector. Verify that outbound internet access is
enabled by:

a. Giving the connector a public IP address
b. Giving the connector a proxy to work through

c. Giving the connector a route to the public internet through an Internet Gateway
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https://mysupport.netapp.com/site/info/cloud-manager-policies

Add Connector Meed beip? X

- s = = =
() Get ity () AW Credarmiah 7} Detaily O vtk (&) seeuntyGroup  (E) Aeview

Connectivity Promy Canfiguration rOptianal
we HTTP Prowy

A B PO S - 10220 ) ALY
et Deefine Credentish Far they Proxy.

12040424 | muatibicSh_u-aiat-1a_r1 E00
i i ERT CRTUSCHTR

Ky Bl

FEROCRES

Provious “

9. Provide communication with the connector via SSH, HTTP, and HTTPs by either providing a security group
or creating a new security group. | have enabled access to the connector from my IP address only.

Add Connector Noed beeip? ®
"_-‘__l Gt Pty "_-:' AWS Credentials () Detubs '-’" Hetwnr ° Semurity Group @ Heview

e secunity groug must allow inbotnd HTTF. HTTES and 55H sttess.

ASBEEN iy RECUriTy froupc (@) Croate & bW SOCUry BOUD () SEROT B ExiSTing SeCLty Roi

HTTE Tt I HTTPS BT 32T S5H TN
Soune Tiype Sourte Typie Louree Type
Wy 1P Ry AP My e ~

aikiasing

10. Review the information on the summary page and click Add to deploy the connector.

Add Connector Needbeeip? K

I'-::_I Gt Hrady I'-:_' AWS Credentials (@) Devats (=) Hetwurk (&) Securiey Greap ° Paeview

Code Tor Tervalorm Autormnation

Cancecior Mashe avscioudmanager

Begion (L0

W v DB fchd TH7SdTbEe - 10221 0,018

Sutnet 10221 AG724 | publicsd un-East-Ta_rt 1600650

ey air nssoean

Public 17 Enabse

Frowy None

Security Groop HTTP 21625031 145732, HTTPS: 216.240 31, 145/32, S5H: 216,240,531 1485/32
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11. The connector now deploys using a cloud formation stack. You can monitor its progress from Cloud
Manager or through AWS.

Deploying a Connector

Shixw Datalls

& Eeen the wirard open untl the deployrnent process is complete. it uzialy takes
about ¥ minuies

*  No othuer Tl

s Marsager leatyres are svalable cising deplayment

®  When the DIDCess I8 comphele, you Can Continue the DReransn that you started

12. When the deployment is complete, a success page appears.

P Y
(+«)

o

Connector Successfully Created

The Conmector wins created soccessfully.

Deploy Cloud Volumes ONTAP

1. Select AWS and the type of deployment based on your requirements.
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Dackup & Restorn

Add New '\,‘\-l,'rLluF" Erwironment .

i aws a) =

M A g Worh T Tosight [ bl Parfim e =

Chopte Type

Cloud Volurnes ONTAR Coud Vaturmes ONTAP HA Clowd Volumes Servee

[ bigh vetatitey ] £

2. If no subscription has been assigned and you wish to purchase with PAYGO, choose Edit Credentials.

Cloud Manager

Carmimrs

Croabe a MNew Working Erviranmant Details and Credentials

T Fiedous Step Iritange Profile raTizng

Credentlal hame acruurs 1 Mharbeplace Sufnonpton

[ -

T s of

3. Choose Add Subscription.

Cloud Manager

Edit Credentials & Add Subscriptian

Iratance Profie | Acoount 10 TAE0LaTERRTE
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4. Choose the type of contract that you wish to subscribe to. | chose Pay-as-you-go.

Duata Serse

svd chick Continue, The AWS Marhetplace eraliles you 10 v pricing

Select & wul
detafe and then subterits

Pary-Per T - Antaial Contract (= Pay.as.ymigo

1) AWS Manesiace
L)
T Suibatdibe and Shen chok Set Up Your Actodnd (o configune yaur account

LR T WAF K B DR BUDSITIDON WILN Wil WS Credentiils

[ e | o |

o and SH0

Cloud Manager - Deploy & Manage NetApp Cloud
M NetApp Data Services R

A by et e
Start harw to depioy and manage Gl Votume ONTAPR, Clocd Tiermeg, Cloud Dats Same,
Choseaed Bt e Chocsed Vol Senvice. Aoockerain pitad Buvieass apps wish spoed,

+ Euys, ey

Owerview (T u ug Hevlew
Product Overview
WELARD Cloust MENIGRT 0. Tha manegement s automat- plarfonm e fod demommg
e expevating MetApys's Clsu DA SEréees indlubng Highlicht
* Giremri the deployment of s your MetAps

Chocsd Vilumies DNTAR - Fily sodl block ctoasgn for antespeioe wekloads
AD EmEreros

b bt Bachuop & Fetone capatebnes for greteriesg and

s ONTAR dama 1o 53 * Carirally manage your KatApp baved storage aned
frequently-wied dats 1o object torege bor AFF soplicate soroas avallablisy soney or to and from

your clada derrier

= ekl ot IT Sminitrstons o audit and trach

o £l shidags neknuns sjmnd

Subscribe and you are redirected back to NetApp Cloud Central. If you have already subscribed and don’t
get redirected, choose the "Click here" link.



reOGEN ~

Sall in AW Forwiniace  Asamon Wl Services Heme

Cloud Manager - Deploy & Manage NetApp Cloud Data Services

Yo 38 extBnced multipte cifers! Sesect o oM Test And ievies 1) prcesg Intoomarscn 50d LULA
i Wi grw autsecribed b tha wffer.

Hston, s
]

Aasgust 1, BRE UIT

MEEADD, N 1o S0 POCH0T-70- PIWALE D! - CUIIENS JestTphan -

You Have Subscribed to a Private Offer

¥ioua fidree meckrCribed i on
20 UTE The p on Augint ],
W22 UTC Youl L aflet the expeaton

ez EaSieed % L thery

RIS SICK hry

7. You are redirected to Cloud Central where you must name your subscription and assign it to your Cloud
Central account.

lumes O
-
L o
A
HelApp Cloud Central Adocunt @

nen yorur Hethpg il

o
]

e

8. When successful, a check mark page appears. Navigate back to your Cloud Manager tab.
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]

Your sullscripgion derno netapp.com-cloud-yolumes-onap- 38695385

Sy SLnccEssify

Fataric View

9. The subscription now appears in Cloud Central. Click Apply to continue.

Edit Credentials 8 Add Subscription

Aasociae Subsoription 10 Crodentials @

|E| Teur subedribed stoeiakibd

iratance Profile | Ajcoont 10 122544740016

& SO0 NELARD DM U G M e s-ONt - 38505385

10. Enter the working environment details such as:
a. Cluster name
b. Cluster password
c. AWS tags (Optional)
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Cloud Manager

Carmims Repication Backop & Restore

i e Working T 1 ] |
i S Imitance Profie IMT4ERG derno.netanp com.isud vl
Crederdial Hame 21 Kackelpiace Suscripbon
il !
© aodr
i
Contine

11. Choose which additional services you would like to deploy. To discover more about these services, visit the
BlueXP: Modern data estate operations made simple.

Cloud Manager

Carmirs Replication Backop & Restore s Diata Servie Fite Cache Compute

) E ] e

B el o) -

i "-=. s
Continuse

12. Choose whether to deploy in multiple availability zones (reguires three subnets, each in a different AZ), or
a single availability zone. | chose multiple AZs.
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Cloud Manager

A SeriEes (48]

13. Choose the region, VPC, and security group for the cluster to be deployed into. In this section, you also
assign the availability zones per node (and mediator) as well as the subnets that they occupy

Cloud Manager

Roplcation

Backup & Restore

Dita Serse File Cache Cormpute

UsE ] et e 3 Grenermed g & ¥
s s
o= o= (X
= =
= =
0.2 o2

LI AUN Pl

Cloud Manager

Canmirs Replication Backop & Restore

Compute
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The mediator requires communication with the AWS APlIs. A public IP address is not required so
long as the APlIs are reachable after the mediator EC2 instance has been deployed.

1. Floating IP addresses are used to allow access to the various IP addresses that Cloud Volumes ONTAP
uses, including cluster management and data serving IPs. These must be addresses that are not already
routable within your network and are added to route tables in your AWS environment. These are required
to enable consistent IP addresses for an HA pair during failover. More information about floating IP
addresses can be found in the NetApp Cloud Documenation.

Account ~

Cloud Manager 11612540

Canvas Replication Backup & Restore K8s Data Sense File Cache Compute Sync All Services (+8) v

Create a New Working Environment F\oat’mg IPs

1 Previous Step Floating IP addresses are required for cluster and SVM access and for NFS and CIFS data access. These floating IPs can migrate between
HA nodes if failures occur. To access the data from outside the VPC, you can set up an AWS transit gateway.

You must specify IP addresses that are outside of the CIDR blocks for all VPCs in the selected AWS region.

Floating IP address for cluster management

10.222.0.200

Floating IP address 1 for NFS and CIFS data

10.222.0.201

Floating IP address 2 for NFS and CIFS data
10.222.0.202

Floating IP address for SYM management (Optional)

Enter Floating IP Address

2. Select which route tables the floating IP addresses are added to. These route tables are used by clients to
communicate with Cloud Volumes ONTAP.

Conmecior.
awescioudman.

Backup & Restors

W Name hzin 1] associate wah Submet Tap

3. Choose whether to enable AWS managed encryption or AWS KMS to encrypt the ONTAP root, boot, and
data disks.
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Cloud Manager

Roplcatinn Bachup & Restore (G Duita Serve

reato & New Working Ervironment y it
T B o 1
L dat = ddecn ey ma I
y 11t Services
elaul Masier aweb

4. Choose your licensing model. If you don’t know which to choose, contact your NetApp representative.

Cloud Manager

Eeetan? [Eptions)

= Bay-As-You-Go by the hous

Bring your own lends

Freemiumilip to S00GE;

5. Select which configuration best suits your use case. This is related to the sizing considerations covered in
the prerequisites page.

Cloud Manager Workopecs  ~ Conmecior. ==

awrscioutman.

Roplcation Backup & Restons

reato & New Working Ervaronment Preconfieured F

Change Conliguration

POC and smal] wersionds Database and application data Cont efecive DR Hightst perlarmante producion
# 5 paoduciion wocklcash 18 af workloads
F e Ly b1 BT ol sinrmge
16 VTR of sorage i BATE of Eorare
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6. Optionally, create a volume. This is not required, because the next steps use SnapMirror, which creates the
volumes for us.

Cloud Manager

Camiars Replication Backup & Restone KEs Dista Servie File Cachie Compute Syic

T Freiaus Sep Details & Protection Protocol

7. Review the selections made and tick the boxes to verify that you understand that Cloud Manager deploys
resources into your AWS environment. When ready, click Go.

Cloud Manager

Roplcation Bachup & Restore (G Duita Serve

ety & New Working Ervaronment Review & Anprov
B y
T ' hybridawse
EZH  wnesw 1| A
L4 z Tt
L M !
Crverview Metworking Storage

it Sy barrs Choud Vihumes GHTAR HA HA Degiyment Meodat tAuSiie Avalshitty Jone

Linenss Type: g v 5 Siandani Enryption AWE nlanagea

Capaciy Limit TH Clmtomer Klaste: Ky wwrinh

8. Cloud Volumes ONTAP now starts its deployment process. Cloud Manager uses AWS APIs and cloud
formation stacks to deploy Cloud Volumes ONTAP. It then configures the system to your specifications,
giving you a ready-to-go system that can be instantly utilized. The timing for this process varies depending
on the selections made.
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Cloud Manager

Roplcatinn Bachup & Restore (G Duita Serve

| Canvas FH Goto Tabular View

Ty el Mgy Emvinorenent Warking environments

ey viEA AT
..........

9. You can monitor the progress by navigating to the Timeline.

Cloud Manager

Replcation Backup & Restore

e
T Canvas " I‘__” Digital Wallay ¥ Tomnhne
e 3
i
Replicatian 4 Y Backup & Aestore ¢ & KE3 &

~% DataSense 4 % Compliante & Tiering
| Metiitoring W Fibe Cache " Compuie <

y Syme + TN SnopCenter ’ '_.'_'-I Active 1

L R J S’ L o

10. The Timeline acts as an audit of all actions performed in Cloud Manager. You can view all of the API calls
that are made by Cloud Manager during setup to both AWS as well as the ONTAP cluster. This can also be
effectively used to troubleshoot any issues that you face.
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Cloud Manager

Camvas gt Bathup & Restors KB ; e A S (+H)

11. After deployment is complete, the CVO cluster appears on the Canvas, which the current capacity. The
ONTAP cluster in its current state is fully configured to allow a true, out-of-the-box experience.

Cloud Manager

Replication Backup & Resiore

:_. Canvas EE G 16 Tabuilar View

Configure SnapMirror from on-premises to cloud

Now that you have a source ONTAP system and a destination ONTAP system deployed, you can replicate
volumes containing database data into the cloud.

For a guide on compatible ONTAP versions for SnapMirror, see the SnapMirror Compatibility Matrix.

1. Click the source ONTAP system (on-premises) and either drag and drop it to the destination, select
Replication > Enable, or select Replication > Menu > Replicate.
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onPrem
On-Premises ONTAP

AS5.59 GiB
Capacity

@ Replication

O

hybridcva
Cloud Volumes ONTAP

1.61 TiB
Capadty aws
o S
Select Enable.
SERVICES
7~ Replication
| € | Enable
m Off
Or Options.
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onPrem @ @ @

5 0n

DETAILS

On-Premises ONTAP

SERVICES
Replication 1 O
= On Replication Target :

Replicate.

onPrem ()X

®EQOn

DETAILS

On-Premises ONTAP

SERVICES

Replication 1 @
= On Replication Target
Backup & [B view Replications
Compliance
m Off

(> Replicate

2. If you did not drag and drop, choose the destination cluster to replicate to.
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Replicate Data

N From: onPrem

To: select the Working Environment to which you want to replicate data

— Replication Target

hybridcvo (Cloud Volumes ONTAP) W

Start Replication Wizard ‘ Cancel

3. Choose the volume that you’d like to replicate. We replicated the data and all log volumes.

Replication Setup Source Volume Selection

= = =

' rhel2_u03 mONLINE e rhel2_10309232119421203118 W ONLINE - sql1_data =ONLINE

INFO CAPACITY INFO CAPACITY INFO CAPACITY
svm_onPrem - e Storage VM Name svm_onPrem 3583 M8 Storage VM Name svmanprem, W 45.09GB
None 100 GB DEKLE None 100 GB BiskuzEd Tie None 53.37GB Disk Used
RW Al olume Type RW s olume Type AW e

= =

- sqll_log = ONLINE s sql1_snapctr WONLINE

INFO capacITY INFO capaCITY

MName  svm_onPrem Sicisan Storsge VM Name  Svm_onPrem S
None 21.35G8 Pisk s . None p—— Disk Used
pe RW Phaceed Volume Type RW LSl

4. Choose the destination disk type and tiering policy. For disaster recovery, we recommend an SSD as the
disk type and to maintain data tiering. Data tiering tiers the mirrored data into low-cost object storage and
saves you money on local disks. When you break the relationship or clone the volume, the data uses the
fast, local storage.

Cloud Manage:

83



Replication Setup Destination Disk Type and Tiering

1 Previous Step
Destination Disk Type

& & &

= @ ()

General Purpose 55D General Purpase SSD - Dynamic Throughput Optimized HDD
Performance

ﬁ 53 Tiering I What are storage tiers?

« Enabled Disabled
ot If you enable 53 tiering, thin provisioning must be enabled on volumes created in this aggregate.

9. Select the destination volume name: we chose [source volume name] dr.

Destination Volume Name

Destination Volume Name

| sqit data g

Destination Aggregate

Automatically select the best aggregate ¥

6. Select the maximum transfer rate for the replication. This enables you to save bandwidth if you have a low
bandwidth connection to the cloud such as a VPN.
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Max Transfer Rate

You should limit the transfer rate. An unlimited rate might
negatively impact the performance of other applications and it
might impact your Internet performance.

o Limited to: |1GD| | MB/s

Unlimited (recommended for DR only machines)

7. Define the replication policy. We chose a Mirror, which takes the most recent dataset and replicates that
into the destination volume. You could also choose a different policy based on your requirements.

Replication Policy

Default Policies Additional Policies

[ Mirror [Z) Mirror and Backup (1 month retention)

Typically used for disaster recovery Configures disaster recovery and long-term retention of backups

on the same destination volume

More infa Mare infa

8. Choose the schedule for triggering replication. NetApp recommends setting a "daily" schedule of for the

data volume and an "hourly" schedule for the log volumes, although this can be changed based on
requirements.
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Replication Setup

T Previous Step

One-time copy

No schedule

10min

@ Every hour
Minutes: Oth, 10th, 20th, 3...

8hour

© Everyday
Hours: 2ZAM, 10 AM and 6 ...
Minutes: 15th minute

pg-15-minutely

LN rvanthone

Schedule

Select a replication schedule

12-hourly

@ Everyday
Hours: 12 AM and 12 PM
Minutes: 15th minute

daily
@ Everyday
Hours: 12 AM

Minutes: 10th minute

pg-6-hourly

D _Evancda

5min

@ every hour
Minutes: Oth, Sth, 10th, 15t.

hourly

@ Every hour
Minutes: 5th minute

pg-daily

O oo dou

6-hourly

@ tveryday
Hours: 12 AM, 6 AM, 12 PM...
Minutes: 15th minute

monthly

@ Every month
Days: 2nd
Hours: 12 AM
Minutes: 20th minute

pg-daily-set2

D _Fiinridas

9. Review the information entered, click Go to trigger the cluster peer and SVM peer (if this is your first time
replicating between the two clusters), and then implement and initialize the SnapMirror relationship.

Replication Setup Review & Approve

4 Previous Step Review your selection and start the replication process

lunderstand that Cloud Manager will allocate the appropriate AWS resources to comply with my above requirements.

Source Destination More information >
@ @ Source Volume Allocated Size: 53.37GB Destination Thin Provisioning: Yes
onPrem hybridcvo Source Volume Used Size: 45.09 GB Destination Aggregate: aggr1 (Automatically s...
| | Source Thin Provisioning: Yes Destination Storage VM: svm_hybridevo
- -—
—] BN [— - . .
—] =2 Destination Volume Allocated Size: 53.37 GB Max Transfer Rate: 100 MB/s
sql_data sql1_data_copy Destination Volume Disk Type: General Purpose SSD(..  SnapMirror Policy: Mirror
Capacity Tiering: s3 Replication Schedule: daily

10. Continue this process for data volumes and log volumes.

11. To check all of your relationships, navigate to the Replication tab inside Cloud Manager. Here you can
manage your relationships and check on their status.

Replication

7 153.32 ¢ 0 o) 7 0

Volume Relationships Replicated Capacity currently Transferring Healthy Failed

7 Volume Relationships Q C

Health Status ¢ Source Volume Total Transfer Time

Target Volume

Mirror State Last Successful Transfer

rhelz_u01 rhel2_uo1_dr 43 minutes 43 Sep 30,2021, 12:12:50 AT
N idle snapmirrored
onPrem hybridcve seconds 19.73 MiB
rhel2_u02 rhel2_uo2_dr 1 hour 37 minutes 59 Sep 30, 2021, 2:37:08 PM
idle snapmirrored ;
onPrem hybridcvo seconds 23978 MiB
rhel2_u03 rhel2_u03_dr 16 hours 1 minute 9 Sep 30, 2021, 4:07:14 PM
. idle snapmirrored
onPrem hybridcvo seconds 22537 KiB
sql1_data sql1_data_dr 1 hour 6 minutes 50 Sep 30, 2021, 12:12:28 Al
idle snapmirrored
onPrem hybridevo seconds 24.56 KiB

12. After all the volumes have been replicated, you are in a steady state and ready to move on to the disaster
recovery and dev/test workflows.
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3. Deploy EC2 compute instance for database workload

AWS has preconfigured EC2 compute instances for various workloads. The choice of instance type determines
the number of CPU cores, memory capacity, storage type and capacity, and network performance. For the use
cases, with the exception of the OS partition, the main storage to run database workload is allocated from CVO
or the FSx ONTAP storage engine. Therefore, the main factors to consider are the choice of CPU cores,
memory, and network performance level. Typical AWS EC2 instance types can be found here: EC2 Instance
Type.

Sizing the compute instance

1. Select the right instance type based on the required workload. Factors to consider include the number of
business transactions to be supported, the number of concurrent users, data set sizing, and so on.

2. EC2 instance deployment can be launched through the EC2 Dashboard. The exact deployment
procedures are beyond the scope of this solution. See Amazon EC2 for details.

Linux instance configuration for Oracle workload

This section contain additional configuration steps after an EC2 Linux instance is deployed.
1. Add an Oracle standby instance to the DNS server for name resolution within the SnapCenter
management domain.

2. Add a Linux management user ID as the SnapCenter OS credentials with sudo permissions without a
password. Enable the ID with SSH password authentication on the EC2 instance. (By default, SSH
password authentication and passwordless sudo is turned off on EC2 instances.)

3. Configure Oracle installation to match with on-premises Oracle installation such as OS patches, Oracle
versions and patches, and so on.

4. NetApp Ansible DB automation roles can be leveraged to configure EC2 instances for database dev/test
and disaster recovery use cases. The automation code can be download from the NetApp public GitHub
site: Oracle 19c Automated Deployment. The goal is to install and configure a database software stack on
an EC2 instance to match on-premises OS and database configurations.

Windows instance configuration for SQL Server workload

This section lists additional configuration steps after an EC2 Windows instance is initially deployed.

1. Retrieve the Windows administrator password to log in to an instance via RDP.

2. Disable the Windows firewall, join the host to Windows SnapCenter domain, and add the instance to the
DNS server for name resolution.

3. Provision a SnapCenter log volume to store SQL Server log files.
4. Configure iSCSI on the Windows host to mount the volume and format the disk drive.

5. Again, many of the previous tasks can be automated with the NetApp automation solution for SQL Server.
Check the NetApp automation public GitHub site for newly published roles and solutions: NetApp
Automation.

Workflow for dev/test bursting to cloud

The agility of the public cloud, the time to value, and the cost savings are all meaningful
value propositions for enterprises adopting the public cloud for database application
development and testing effort. There is no better tool than SnapCenter to make this a
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reality. SnapCenter can not only protect your production database on-premises, but can
also it quickly clone a copy for application development or code testing in the public cloud
while consuming very little extra storage. Following are details of the step-by-step
processes for using this tool.

Clone an Oracle Database for dev/test from a replicated snapshot backup

1. Log into SnapCenter with a database management user ID for Oracle. Navigate to the Resources tab,
which shows the Oracle databases being protected by SnapCenter.

N NetApp SnapCenter® ~ 2 demo\oradba  App Backup and Clone Admin il Sign Out

Oracle Database ||l

<
=-»>

Resolirces ™ Name: Oracle Database Type Host/Cluster Resource Group Policles Last Backup Overall Status
cdb2 Single Instance (Multitenant) rhel2.demo.netapp.com rhel2_cdb2 Oracle Archive Log Backup 09/17/2021 3:00:09 PM Backup succeeded
MaDsar rhel2_edb2_log Oracle Full Online Backup

R O K0

Reports

Hosts

s

Storage Systems.

Settings

B il

Alerts

2. Click the intended on-premises database name for the backup topology and the detailed view. If a
secondary replicated location is enabled, it shows linked mirror backups.

M NetApp SnapCenter®

Oracle Database [

] IF Name
cdbz

e

o

cdb2 Topology X

Manage Copies
| 184 Backups

el 184 Backups [ ] ‘ 0 Clones
— 0 Clones
irror copies

Summary Card

™ 368 Backups

Local copies 16 Data Backups

352 Log Backups

1E

ol 0 Clones
£ Primary Backup(s)
( search Y )
Backup Name Count  Type EndDate Verified Mounted | RMAN Cataloged SCN
rhel2_cdb2 log 09-17-2021_15.00.01.1317_1 1 Log 09/17/2021 3:00:10 PM 14 Not False Not Cataloged 5982003
Applicable
rhel2_cdb2_09-17-2021_14.35.01.4997_1 1 Log 09/17/2021 2:35:21 PM B9 Not False Not Cataloged 5980622
Applicable
rhel2_cdb2 09-17-2021_14.35.01.4397_0 1 Data 09/17/2021 2:35:12PM B9 Unverified False Not Cataloged 5980588
rhel2_cdb2_log 09-17-2021_14.00.01.1042_1 1 Log 09/17/2021 2:00:10 PM 14 Not False Not Cataloged 5978388
Applicable
thel2_cdb2_log 09-17-2021_13.00.01.7385_1 1 Log 05172021 1:00:11 PM 14 Not False Not Cataloged se75135
Applicable
rhel2_cdb2 log 09-17-2021_12.00.01.1142_1 1 Log 09/17/2021 12:00:10 PM 4 Not False Not Cataloged 5971773
Appiicable
rhel2_cdb_log 09-17-2021_11.00.01,0895_1 1 Log 09/17/2021 11:00:10 AM & Not False Not Cataloged 5968474

3. Toggled to the mirrored backups view by clicking mirrored backups. The secondary mirror backup(s) is

then displayed.
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I NetApp SnapCenter® 2 demo\oradba  App Backup and Clone Admin [ Sign Out

Oracle Database [l cdb2 Topology X

Search databases —
Refresh

5 - Name

Manage Copies
184 Backups
P cdb2
< - | 154 Backups I. F— Summary Card
=] = =
o = | oCiones F— 368 Backups
Local copies 16 Data Backups
o 352 Log Backups
o 0 Clones
e Secondary Mirror Backup(s)
(search v )
Backup Name Count Type I End Date Verified Mounted RMAN Cataloged scN
rhel2_cdb2_log 09-17-2021_15.00.01.1317_1 1 Log 09/17/2021 3:00:10 PM £ Not False Not Cataloged 5982003
Applicable
rhel2_cdb2_09-17-2021_14.35.01.4997_1 1 Log 09/17/2021 2:35:21 PM Not False Not Cataloged 5980629
Applicable
rhel2_cdb2_09-17-2021_14.35.01.4997_0 1 Data 09/17/2021 2:35:12 PM 1 Unverified False Not Cataloged 5920358
thel2_cdb2_log 09-17-2021_14.00.01.1042_1 ! Log 09/17/2021 2:00:10 PM 14 Not Fake Not Cataloged so7s388
Applicable
thel2_cdb2_log 09-17-2021_13.00,01.7389_1 1 Log 08/17/2021 1:00:11 PM 1 Not False Not Cataloged 5575135
Applicable
rhel2_cdb2_log 09-17-2021_12.00.01.1142_1 1 Log 09/1772021 12:00:10 PM B3 Not False Not Cataloged 5971773
Applicable
ot rhel2_cdb2_log 09-17-2021_11.00.01.0895_1 Log 09/17/2021 11:00:10 AM 14 Not False Not Cataloged 5968474
Applicable e

. Choose a mirrored secondary database backup copy to be cloned and determine a recovery point either by

time and system change number or by SCN. Generally, the recovery point should be trailing the full

database backup time or SCN to be cloned. After a recovery point is decided, the required log file backup
must be mounted for recovery. The log file backup should be mounted to target DB server where the clone

database is to be hosted.

Mount backups

Choose the host to

‘[ ora-standby.demo.netapp.com v ]|
mount the backup

Mount path : /varfopt/snapcenter/sco/backup_mount/rhel2_cdb2_09-17-2021_14.35.01.4997_1/cdb2

Secondary storage location : Snap Vault / Snap Mirror

Source Volume Destination Volume

svm_onPrem:rhel2_u03 svm_hybridcvo:rhel2_uo2_dr
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M NetApp SnapCenter®

Oracle Database [

™ Name
cdb2
w cdb2dev

b2 Topology

Manage Copies

- | 5 Backups
e
= | ocones

184 Backups
1 Clone

Mirror copies
Local copies

Secondary Mirror Backup(s)

( search v)

Backup Name

rhel2_cdb2_log 09-17-202116.00.01.2156_1

rhel2_cdb2_log 09-17-2021_15.00.01.1317_1

rhel2_cdb2_09-17-2021_14.35.01.4997_1

rhel2_cdb2_09-17-2021_14.35.01.4997_0

rhel2_cdb2_log 09-17-2021_14.00.01.1042_1

2 demo\oradba  App Backup and Clone Admin [ Sign Out

Summary Card
368 Backups
16 Data Backups

352 Log Backups

1 Clone
Count Type I End Date Verified Mounted RMAN Cataloged SN

1 Log 09/17/2021 4:00;10PM 4 Not False Not Cataloged 5985272
Applicable

1 Log 09/17/2021 3:00:10 PM 14 Not False Not Cataloged 5982003
Applicable

1 Log 09/17/2021 23521 PM 14 Not Not Cataloged 5980629
Applicable

1 Data 09/17/2021 2:35:12PM B4 Unverified False Not Cataloged 5980588

1 Log 09/17/2021 2:00:10 PM 4 Not. False Not Cataloged 5978388
Applicable

(D If log pruning is enabled and the recovery point is extended beyond the last log pruning,
multiple archive log backups might need to be mounted.

5. Highlight the full database backup copy to be cloned, and then click the clone button to start the DB clone

Workflow.

cdb2 Topology

Backup Name

rhel2_cdb2_log 09-17-2021_16.00.01.2156_1

rhel2_cdb2 log 09-17-2021_15.00.01.1317_1

rhel2_cdb2_09-17-2021_14.35.01.4997_1

thel2_cdb2_09-17-2021_14.35.01.4997.0

rhel2_cdb2 log 09-17-2021_14.00.01.1042_1

Count Type E
1 Log
1 Log
1 Log
1 Data
1 Log

[} t L] ]
Cotznz Rename Mo Deiete
End Date Verified Mounted RMAN Cataloged SCN
P— =
09/17/2021 4:00:10 PM 1 Not False Not Cataloged 5985272
Applicable
09/17/2021 3:00:10 PM 1 Not False Not Cataloged 5382003
Applicable
09/17/2021 2:35:21 PM B Not True Not Cataloged 5980629
Applicable
09/17/2021 2:35:12PM B4 Unverified False Mot Cataloged 5980588
09/17/2021 2:00:10 PM 14 Not False Not Cataloged 5978388
Applicable

6. Choose a proper clone DB SID for a complete container database or CDB clone.
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2

Clone from cdb2

Locations

Credentials

PreOps

PostOps

Notification

summary

@® Complete Database Clone

Clone SID cdb2test

Exclude PDBs Type to find PDBs
& PDB Clone
Secondary storage location : Snap Vault / Snap Mirror

© Data

Source Volume

svm_onPrem:rhelz_ud2

© Logs

Source Volume

svm_onPrem:rhel2_ud3

Destination Volume

svm_hybridevo:rhel2_u02_dr

Destination Volume

svm_hybridevoirhel2_u03_dr

7. Select the target clone host in the cloud, and datafile, control file, and redo log directories are created by
the clone workflow.
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Clone from cdb2

o Name Select the host to create a clone

Clone host ora-standby.demo.netapp.com

3 Credentials p
) Datafile locations €@

4 PreOps /u02_cdb2test

5 PostOps

® control files @
6 Notification
/u02_cdb2test/cdb2test/control/control01.ctl

7/ summary Jun2_cdb2test/cdb2test/control/control02.ctl

© Redologs @
Group Size Unit

4 RedoGroup 1 X 200 MB
/u02_cdb2test/cdb2test/redolog/redo03.log

(<) RedoGroup 2 x| | z00 MB

Number of files

1

ad

8. The None credential name is used for OS-based authentication, which renders the database port
irrelevant. Fill in the proper Oracle Home, Oracle OS User, and Oracle OS Group as configured in the
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target clone DB server.




o Name
o Locations

3 Credentials

4 PreOps
5 PostOps
6 Notification

7 Summary

Clone from cdb2

Database Credentials for the clone

Credential name for sys
user

Database port

Oracle Home Settings €

Oracle Home

Oracle 05 User

Oracle OS Group

ful1/appforacle/product/19800/cdb2

oracle

oinstal

9. Specify the scripts to run before clone operation. More importantly, the database instance parameter can
be adjusted or defined here.
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Clone from cdb2

o Name
a Locations
e Credentials

5 PostOps
6 Notification

7 ' Summary

Specify scripts to run before clone operation @

Prescript full path ‘ J/var/opt/snapcenter/spl/scripts/  [Enter Prescript path

Arguments

Script timeout 60

(D Database Parameter settings
processes
remote_login_passwaordfile
sga_target

undo_tablespace

secs

320

EXCLUSIVE

4311744572

UNDOTBS1

I :

Reset

10. Specify the recovery point either by the date and time or SCN. Until Cancel recovers the database up to
the available archive logs. Specify the external archive log location from the target host where the archive
log volume is mounted. If target server Oracle owner is different from the on-premises production server,
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Clone from cdb2

o Mame Recover Database
a Locations

Until Cance i
o Credentials () Date and Time

E
@

a@

Create new DBID

& Create tempfile for temy

EP oracle@ora-standby:/

11. Configure the SMTP server for email notification if desired.

95



Clone from cdb2

o Narme Provide email settings @

o Locations Emalil preference Never M
From From email

o Credentials : '
To Email to

o PreCps
Subject Notification

e PostOps Attach job report

6 Notification

7 Summary

If you want to send notifications for Clone jobs, an SMTP server must be configured. Continue to the Summary page to save your

information, and then go to Settings>Global Settings>Notification Server Settings to configure the SMTF server.

12. Clone summary.
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Clone from cdb2

Summary

Clone from backup
Clone SID

Clone server
Exclude PDBs
Oracle home

Orac

05 user
QOracle O group
Datafile mountpaths

Control files

Prescript full path
Prescript arguments
Postscript full path

Postarrint arsuments

M

13. You should validate after cloning to make sure that the cloned database is operational. Some additional

tasks, such as starting up the listener or turning off the DB log archive mode, can be performed on the
dev/test database.

oracle@ora-stand
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Clone a SQL database for dev/test from a replicated Snapshot backup

1. Log into SnapCenter with a database management user ID for SQL Server. Navigate to the Resources tab,
which shows the SQL Sever user databases being protected by SnapCenter and a target standby SQL
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instance in the public cloud.

I NetApp SnapCenter®

Microsoft sQL server B

2 demosgidba  App Backup and Clone Admin

Resources . Name nstance Host
— master sait sl demo.netapp.com
model sqit sqi1.demo.netapp.com
Reports msdb <qlt sql.demo.netapp.com
Hosts tempdb sqit sqi1.demo.netapp.com
—— tpec sait sl demo.netapp.com
master sql-standby sgl-standby.demo.netapp.com
Sectings model sql-standby sql-standby.demo.netapp.com
Alerts msdb sqhstandby sqlstandby.demo.netapp.com
tempdb sqlstandoy sql-standby.demo.netapp.com

Last Backup

09/16/20217:35:05PM B3

Overall Status

Not available for backup
Not available for backup
Not available for backup
Notavailable for backup
Backup succeeded

Not available for backup
Not available for backup
Notavailable for backup

Not available for backup

Type
System database
System database
System database
System database
User database

System database
System database
System database

System database

@signout

+

New Resoures Group

Click on the intended on-premises SQL Server user database name for the backups topology and detailed
view. If a secondary replicated location is enabled, it shows linked mirror backups.

M NetApp SnapCenter®

Microsoft QL Server [

y name

tpec (sqlt) Topology

Name
Manage Copies ‘
master - 7 Backups
7 Backups r—
e == [ | | ociones
= | ociones
—— Mirror copies
Local copies
tempdb
tpee

Primary Backup(s)

( searcn v )

Backup Name
sql1_tpee_09-16-2021_18.25.01.4024
5q11_tpec_09-15-2021_18.25.01.4604
sql1_tpee_09-14-2021_18.25.01.5233

sqi1_tpec_09-13-2021_18.25.01.4500

- 20:

sgi1_tpce_09. 1.18.2501.4016
sql1_tpec_09-11:2021_18.25.013753

sqi1_tpee_09-10-2021_18.36.25.5430

Count Type
1 Full backup
1 Full backup
1 Full backup
1 Full backup
1 Full backup
1 Full backup
1 Full backup

2 demorsqgidba

App Backup and Clone

Frocact

Summary Card

14 Backups

0 Ciones

09/16/2021 6:25:05 PM
09/15/2021 6:25:06 PM

09/14/2021 6:25:05 PM

09/12/2021 6:25:05 PM

]
=]
=]
09/13/2021 6:25:05 PM B
]
09/11/2021 6:25:05 PM 81
=]

09/10/2021 6:36:29 PM

Admin

Desic

End Date Verified
Unverified
Unverified
Unverified
unverified
Unverified
unverified

Unverified

Wsignout

=
Retrezh

Toggle to the Mirrored Backups view by clicking Mirrored Backups. Secondary Mirror Backup(s) are then
displayed. Because SnapCenter backs up the SQL Server transaction log to a dedicated drive for recovery,
only full database backups are displayed here.

M NetApp SnapCenter®

Microsoft sl server [
>

tpec (sql1) Tapology

Name .
Manage Copies
master - 7 Backups
— - | 75adups [ Rarv
= | 0Chones
o Mirror copies
Local copies
tempdb
tpec

Secondary Mirror Backup(s)
. “search v )

Backup Name

sql1_tpcc_09-16-2021_18.25.01.4024

sqll_tpcc_03-15-2021_18.25.01.4604
sqll_tpcc_09-14-2021_18.25.01.5233
sqll_tpcc_03-13-2021_18.25.01.4500
sqll_tpcc_05-12-2021_18.25.01.4016

Sall_tpec_09-11-2021._

25013753

sqll_tpcc_09-10-2021_18.36.25.5430

Count  Type
1 Full backup
1 Full backup
1 Full backup
1 Full backup
1 Full backup
1 Full backup

1 Full backup

L demosqidba  App Backup and Clone Admin

U] 9

Clone Liecyde procect

Summary Card

Dessie

14 Backups
0 Clones
End Date Verified
05/16/2021 6:25:05 PM 14 Unverified
05/15/2021 6:25:06 PM 14 Unverified
05/14/2021 6:25:05 PM 14 Unvarified
09/13/2021 62505 PM B Unverified
05/12/2021 6:25:05 PM 14 Unverified
09/11/2021 62505 PM 14 Unverified
05/10/2021 6:36:23 PM 14 Unvarified

Wsign out

=1
Reteesh

X

X




4. Choose a backup copy, and then click the Clone button to launch the Clone from Backup workflow.

M NetApp SnapCenter® A demo\sqidba  App Backup and Clone Admin [l sign Out

Microsoft SQL Server - tpec (sqi1) Topology X

>

seard 3 =
Refresh

Name Manage Copies

master - Backups
m

- | 7 8ackups

a

Summary Card

e | 1 cione
— || o Mirrar copies 14 Backups
Local copies 1 Clone

tempdb

tpec

master

et Secondary Mirror Backup(s)

msdb , -
(. search Y )

tempdb — 1~ 5

tpec_clone Backup Name Count  Type IF EndDate  Verified
sqit_tpec_08-18-2021_18.25.01 4134 1| Fulbackup 0571972021 £25:05 P B8 Unverified
sall_tpcc_09-18-2021_18.25.01.3963 1 Full backup 09/18/2021 6:25:05 PM 11 Unverified
sql1_tpec 05-17-2021_18.25.01.4218 1 Fullbackup 09/17/2021 5:25:05 PM B Unverified
sall_tpec_09-16:2021_18.25.01.4024 1 Full backup 09/16/2021 6:25:05 PM 1 Unverified
sqii_tpec_05-15-2021_18.25.01.4604 1 Full backup 05/15/2021 6:25:06 PM 14 Unverified
sall_tpec_09-14-2021_18.25,01.5233 1 Full backup 09/14/2021 6:25:05 PM 11 Unverified
salt_tpec 09-13-202118.25.01.4500 1 Full backup 09/13/2021 6:25:05 PM 11 Unverified

Clone from backup =

1 Clone Options

Clone settings

2z Clone server ‘ Choose - @
3 | Script Clone instance ‘ Nothing selected - 4]
Clone name ‘ tpec ‘

4 | Notification

5 'Summary
Choose mount option

@® Auto assign mount point @

(O Auto assign volume mount pointunder path | full file path (i ]

Secondary storage location : Snap Vault / Snap Mirror

Source Volume Destination Volume
svm_onPrem:sqll_data svm_hybridcvorsgl1_data_dr -
svm_onPrem:sgl_log svm_hybridcvo:sgll_log_dr v

5. Select a cloud server as the target clone server, clone instance name, and clone database name. Choose
either an auto-assign mount point or a user-defined mount point path.
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Clone from backup

1 Clone Options Clone settings

2 |logs Clone server ‘ sql-standby.demo.netapp.com | @
3 Script Clone instance ‘ sql-standby i
4 ) Notification Clone name ‘ tpcc_clone ‘
5 summary
Choose mount option
@ Auto assign mount point €
) Auto assign volume mount point under path | full file path (i ]
Secondary storage location : Snap Vault / Snap Mirror
Source Volume Destination Velume

svm_onPrem:sqll_data ‘ svm_hybridovo:sgl_data_dr

svm_onPrem:sqll_log

svm_hybridovorsgl1_log dr

6. Determine a recovery point either by a log backup time or by a specific date and time.
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Clone from backup =

o Clone Options Choose logs
I:::I A ng DECKUDS
2) sarint @ By log backups until 9/17/2021 6:25:10 PM v
(O By specific date unti 09/17/2021 £:25:05 PM =]

4 Notification )
O Mone

5 'Summary

7. Specify optional scripts to run before and after the cloning operation.
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Clone from backup

o Clone Options
o Logs

4 | Notification

5 'Summary

Specify optional scripts to run before and after performing a clone from backup job

Prescript full path ‘

Prescript

Choose optional arguments...
arguments

Postscript full path ‘

Postscript
arguments

Script timeout 60 secs

Choose optional arguments...

8. Configure an SMTP server if email notification is desired.

102




Clone from backup

o PR Provide email settings @
o Logs Email preference MNever v
e : From From emai
Script
To Email to
4 MNotification
Subject Notification

Attach Job Report

5 'Summary

If you want to send naotifications for Clone jobs, an SMTP server must be configured. Continue to the Summary page to save your

information, and then go to Settings>Global Settings>Notification Server Settings to configure the SMTP server.
=N

9. Clone Summary.
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Clone from backup =

o Clone Options Summary

o Logs Clone server sql-standby.demo.netapp.com
Clone instance sql-standby

e Script
Clone name tpcc_dev

o Notification Mount option Auto assign volume mount point under custom path
Prescript full path MNone

5 Summary )

Prescript arguments
Postscript full path None

Postscript arguments

Send email No

10. Monitor the job status and validate that the intended user database has been attached to a target SQL
instance in the cloud clone server.

I NetApp SnapCenter® ©-  Ademolsgidba  App Backup and Clone Admin [ Sign Out
Schedules Events Logs
<
v | IS
HH
@ Resources Jobs - Filter
e Monitor D Status Name Start date End date Owner
Clone from backup 'sql1_tpce_09-16-2021_18.25.01.4024' 09/16/2021 8:05:25 PM 13 09/16/2021 8:06:17 PM B demoisgldba
Discover resources for all hosts 09/16/2021 7:56:49 PM 1 09/16/2021 7:56:54 PM 4 demo\saldba
Backup of Resource Group 'sql1_tpcc_log’ with policy 'SQL Server Log Backup' 09/16/2021 7:35:00 PM 09/16/2021 7:37:08 PM & demo\sgldba
Storage Systems Discover resources for all hosts 09/16/20217:19:05 PM 19 09/16/2021 7:15:09 PM 3 demosqldba
e Discover resources for all hosts 09/16/20217:18:43 PM 13 09/16/2021 7:18:48 PM £ demosqldba
Discover resources for all hosts 09/16/2021 6:59:51 PM 1 09/16/2021 6:59:56 PM (4 demo\saldba
Nerts Backup of Resource Group 'sql1 _tpce_log’ with policy ‘SQL Server Log Backup' 09/16/2021 6:35:00 PV B4 09/16/2021 6:37:07 Pt 4 demorsqldba
Backup of Resource Group 'sql1_tpec* with policy 'SQL Server Full Backup' 09/16/2021 6:25:01 PM 9 09/16/2021 6:27:14PM 4 demo\sgldba
Discover resources for host ‘sql-standby.demo.netapp.com’ 09/16/2021 6:19:00 PM 1 09/16/2021 6:19:05 PM £ Demo\administrator
Backup of Resource Group 'sql1_tpcc_log’ with policy 'SQL Server Log Backup' 09/16/2021 5:35:00 PM 09/16/2021 5:37:08 PM B demo\sgldba

Post-clone configuration

1. An Oracle production database on-premises is usually running in log archive mode. This mode is not
necessary for a development or test database. To turn off log archive mode, log into the Oracle DB as
sysdba, execute a log mode change command, and start the database for access.

2. Configure an Oracle listener, or register the newly cloned DB with an existing listener for user access.

3. For SQL Server, change the log mode from Full to Easy so that the SQL Server dev/test log file can be
readily shrunk when it is filling up the log volume.
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Refresh clone database
1. Drop cloned databases and clean up the cloud DB server environment. Then follow the previous
procedures to clone a new DB with fresh data. It only takes few minutes to clone a new database.

2. Shutdown the clone database, run a clone refresh command by using the CLI. See the following
SnapCenter documentation for details: Refresh a clone.

Where to go for help?

If you need help with this solution and use cases, join the NetApp Solution Automation community support
Slack channel and look for the solution-automation channel to post your questions or inquires.

Disaster recovery workflow

Enterprises have embraced the public cloud as a viable resource and destination for
disaster recovery. SnapCenter makes this process as seamless as possible. This disaster
recovery workflow is very similar to the clone workflow, but database recovery runs
through the last available log that was replicated to cloud to recover all the business
transactions possible. However, there are additional pre-configuration and post-
configuration steps specific to disaster recovery.

Clone an on-premises Oracle production DB to cloud for DR

1. To validate that the clone recovery runs through last available log, we created a small test table and
inserted a row. The test data would be recovered after a full recovery to last available log.

2P oracle@rhel2i~ - O b4

2. Log into SnapCenter as a database management user ID for Oracle. Navigate to the Resources tab, which
shows the Oracle databases being protected by SnapCenter.
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https://docs.netapp.com/us-en/snapcenter/protect-sco/task_refresh_a_clone.html
https://netapppub.slack.com/archives/C021R4WC0LC
https://netapppub.slack.com/archives/C021R4WC0LC
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M NetApp SnapCenter®

R O KJ

i

A

oracle Database  [Rf|

Resources Name
thel2_cdb2
Monitor
rhel2_cdb2_log

Reports

Hosts

Storage Systems.
Settings

Alerts

Resources Tags Policies
1 orafullbkup Oracle Full Oniine Backup
1 oralogbkup Oracle Archive Log Backup

& = ©- 2demoloradba

Last Backup

09/17/2021 2:38:16 PM 1

09/17/2021 6:02:13 PM B

Overall Status

Completed

Completed

App Backup and Clone Admin [ Sign Out

Select the Oracle log resource group and click Backup Now to manually run an Oracle log backup to flush
the latest transaction to the destination in the cloud. In a real DR scenario, the last transaction recoverable
depends on the database log volume replication frequency to the cloud, which in turn depends on the RTO
or RPO policy of the company.

M NetApp SnapCenter®

R 6 K

T

>

Oracle Database [

Search resource groups

Name
rhel2_cdb2

rhel2_cdb2_log

rhel2_cdb?_log Details

Resource Name Type Host

cdb2

Oracle Database rhel2.demo.

netapp.com

~ 2 demoloradba

>

Moy Resource Group.

Backup

Create a backup for the selected resource group

Resource Group

Policy

rhel2_cdbZ_log

Oracle Archive Log Backup

Cance

Backup Now

App Backup and Clone Admin

)

Maintenance:

@signout

=
[T}
Delee

X




Asynchronous SnapMirror loses data that has not made it to the cloud destination in the

@ database log backup interval in a disaster recovery scenario. To minimize data loss, more
frequent log backup can be scheduled. However there is a limit to the log backup frequency
that is technically achievable.

4. Select the last log backup on the Secondary Mirror Backup(s), and mount the log backup.

M NetApp SnapCenter® L] ©®-  2demo\oradba  App Backup and Clone Admin [ Sign Out

Oracle Database - «db2 Topology x|

Search databases = 9 =
e Stings Procect Fefresh

] » L = Manage Copies
cdb2 185 Backups
. W cdb2dev —] | resescuss I_. 2 Clones Summary Card
o W cbrtest = | ocone Mirror copies 370 Backups
Local copies 16 Data Backups
354 Log Backups
ta 2 Clones
7= Secondary Mirror Backup(s)
A IR ° =
Backup Name Count Type F End Date Verified Mounted RMAN Cataloged SCN
rhel2_cdb2_log 09-17-2021_18.20.04.1177_1 1 Log 09/17/2021 6:20:13PM B Not False Not Cataloged 5934710 -
Applicable
rhel2_cdb2_log 05-17-2021_18.00.01.2424_1 1 Log 09/17/2021 6:00:03 PM B4 Not False Not Cataloged 5992079
Applicable
rhel2_cdb2_log 09-17-2021_17.00.01.1566_1 Log 09/17/2021 5:00:20 PM B4 Not False Not Cataloged 5928842
Applicable
Mount backups x
Choose the host to
ora-standby.demo.netapp.com -
mount the backup
Mount path : Mvarfopt/snapcenter/sco/backup_mount/rhel2_cdb2_log 09-17-2021_18.20.04.1177_1/cdb2
Secondary storage location : Snap Vault / Snap Mirror
Source Volume Destination Volume
svm_onPremirhel2_u03 svm_hybridevorrhel2_u03_dr -
Mount Cance

5. Select the last full database backup and click Clone to initiate the clone workflow.
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M NetApp SnapCenter® 2 demoloradba  App Backup and Clone Admin [ Sign Out

Oracle Database ‘ «cdb2 Topology b4

=
Refrazh

- Vianage Lopies a
Lod hawe = 185 Backups
cdb2 - | 195 ackups | gy Summary Card
=
] cdb2dev Nwms? | OClones Mirror copies 370 Backups
W cdbatest Local copies 16 Data Backups
354 Log Backups.
2 Clones
Secondary Mirror Backup(s)
((search v) n 8
Backup Name Count Type F End Date Verified Mounted RMAN Cataloged SCN
rhel2_cdb2_log 09-17-2021_18.20.04.1177_1 1 Log 03/17/2021 6:20:13 PM 1 Not True Not Cataloged 5394710 =
Applicable
rhel2_cdb2_log 05-17-2021_18.00.01.2424_1 1 Log 03/17/2021 6:00:09 PM (41 Not False Not Cataloged 5992079
Applicable
thel2_cdb2_log 09-17-2021_17.00.01,1566_1 1 Log 09/17/2021 5:00:20 PM 15 Not False ot Catsloged o884z
Applicabla
rhel2_cdb2 log 09-17-2021_16.00.01.2156_1 1 Log 09/17/2021 4:00:10 PM & Not False Not Cataloged 5985272
Applicable
rhel2_cdb2_log 03-17-2021_15.00.01,1317_1 1 Log 09/17/2021 3:00:10 PM 1 Not False Not Cataloged 5382003
Applicable
rhel2_cdb2_09-17-2021_14.35.01.4997_1 1 Log 09/17/2021 2:35:21 PM B Not False Not Cataloged 5980629
Applicable
RS rhelz_cdbZ 09-17-2021_14.35.01.4957_0 1 Data 09/17/2021 2:35:12 FM 1 Unverified False Not Cataloged 5980588
6. Select a unique clone DB ID on the host.
Clone from cdb2 =
@ Complete Database Clone
L SEIE Clone SID cdb2dr
3 | Credentials Exclude PDBs Type to find PDBs
4  PreOps (> PDB Clone
Secondary storage location : Snap Vault / Snap Mirror
5 ' PostOps
© Data
6  Notification
Source Volume Destination Volume
7 ' Summary
svm_onPrem:rhel2_u02 svm_hybridcvo:rhel2_u02_dr -
© Logs
Source Volume Destination Volume
svm_onPrem:rhel2_uo2 svm_hybridcvoirhel2_u03_dr -

7. Provision a log volume and mount it to the target DR server for the Oracle flash recovery area and online
logs.
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= [ ONTAP System Manager

DASHBOARD

STORACGE
W

Applications

Quotas

Storage VMs

NETWORK

EVENTS & JOBS

PROTECTION

Volumes

$ More

Name

ora_standby_u01

rhel2_u01_dr

rhel2_u02_dr

rhel2_u02_dr08172116081193
60

rhel2_u02_dr08172117035348
63

rhel2_u03_dr

rhel2_u03_dr09172118245747
75

Storage VM

svm_hybridevo

svm_hybridcvo

svm_hybridevo

svm_hybridcvo

svm_hybridevo

svm_hybridevo

svm_hybridevo

Search actions, objects, and pages

Status Capacity
i |

o Online 123 GB used
@8 AddVolume
®o

j | ora_standby_u03
&0
@8 6B v
®o

Qo

More Options

31.6GB
17.7 GB available

Lance

/u03 cdb2d:

®

8. Select the target clone host and location to place the data files, control files, and redo logs.

The Oracle clone procedure does not create a log volume, which needs to be provisioned on
the DR server before cloning.
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Clone from cdb2 2

o Name Select the host to create a clone

Clone host ora-standby.demo.netapp.com v

3 Credentials

3 Datafite locations €@

4 PreOps JulZ_cdb2dr : Reset

PostOps

un

© control files @
6 MNotification

JuD2_cdb2dr/cdb2dr/control/control0l.ctl x = ™
7 summary /u03_cdb2dr/cdb2dr/control/control02.ctl * i { Reset

@ Redologs @

Group Size Unit Mumber of files

-

4 RedoGroup 1 x 200 MB 1 +

fu03_cdb2dr/cdb2driredolog/redo03.log = : Recat

4 RedoGroup 2 = 200 MB 1 F

9. Select the credentials for the clone. Fill in the details of the Oracle home configuration on the target server.
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Clone from cdb2

o Name
o Locations

3 Credentials

4 PreOps
5 PostOps
6 Notification

7 Summary

Database Credentials for the clone

Credential name for sys
user

Database port

Oracle Home Settings €

Oracle Home

Oracle 05 User

Oracle OS Group

ful1/appforacle/product/19800/cdb2

oracle

oinstal

10. Specify the scripts to run before cloning. Database parameters can be adjusted if needed.
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Clone from cdb2

o Name
o Locations
e Credentials

5 PostOps
6 Notification

7 Summary

Specify scripts to run before clone operation @

Prescript full path ‘ Jvar/opt/snapcenter/spl/scripts/  [Enter Prescript path

Arguments

Script timeout &0 secs

(D Database Parameter settings

audit_file_dest ful1/app/foraclefadmin/cdb2dr/adump
audit_trail DB

open_cursors 300

pga_aggregate_target 1432354816

I :

Reset

11. Select Until Cancel as the recovery option so that the recovery runs through all available archive logs to
recoup the last transaction replicated to the secondary cloud location.
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Clone from cdb2

o Name Recover Database
o Locations "

@ Until Cancel [i]
o Credentials () Date and Time |

Date-time format: MM/DDAYYYY hhrmmiss

o PreCps
() Until SCN (System Change Number) ‘

5 JEES IS Specify external archive log locations i ]

6 Naotification ‘ Mvarfopt/snapcenter/sco/backup_mount/rhel2_c

db2_log 09-17-2021_18.20.04.1177_1/cdb2/1/orareco/CDBZ/archivelog/

7 Summary

Create new DBID @
Creats tempfile for temporary tablespace €@
() Enter SQL queries to apply when clone is created

() Enter scripts to run after clone operation @

Previous MNext

12. Configure the SMTP server for email notification if needed.
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Clone from cdb2

o Narme Provide email settings @

o Locations Emalil preference Never M
From From email

o Credentials : '
To Email to

o PreCps
Subject Notification

e PostOps Attach job report

6 Notification

7 Summary

If you want to send notifications for Clone jobs, an SMTP server must be configured. Continue to the Summary page to save your

information, and then go to Settings>Global Settings>Notification Server Settings to configure the SMTF server.

13. DR clone summary.

114




Clone from cdb2 =
a
o SAmE Summa
ry
o Locations Clone from backup rhel2_cdb2_09-17-2021_14.35.01.4997 0
Clone SID cdb2dr
9 Credentials
Clone server ora-standby.demo.netapp.com
o Pre0ps Exclude PDBs none
Oracle home fu1/app/oracle/product/19800/cdb2
o PostOps
Oracle OS user oracle
e Notification Oracle QS group oinstall
Datafile mountpaths fu02_cdb2dr
7 Summa
Control files /u02_cdb2dr/cdb2dr/control/controld1 .t
fu03_cdb2dr/cdb2dr/control/control02.ct
Redo groups RedoGroup =1 TotalSize =200 Path =/u03_cdb2dr/cdb2dr/redolog/
RedoGroup =2 TotalSize =200 Path =/u03_cdb2dr/ 2driredo
RedoGroup =3 TotalSize =200 Path =/u03_cdb2dr/cdb2dr/redolo;
Recovery scope Until Cance
Prescript full path none
Prescript arguments
Postscript full path none
Pastscrint arsuments T

14. Cloned DBs are registered with SnapCenter immediately after clone completion and are then available for
backup protection.

a = @~ Ldemoloradba  App Backup and Clone Admin [ Sign Out

M NetApp SnapCenter®

Oracle Database [l

-
.

i Name Oracle Database Type: Host/Cluster Resource Group Policies Last Backup Overall Status
cdb2 Single Instance (Multitenant) thel2.demo.netapp.com thel2_cdb2 Oracle Archive Log Backup 09/17/2021 7:00:10 PM 14 Backup succeeded
thet2_cdb2_log Oracie Full Online Backup
L] cdbadey single Instance (Multitenant) ora-standby.demo.netapp.com Not protectad
cdbadr Single Instance (Multitenant) ora-standby.demo.netapp.com Not protected
L] cdbatest single Instance (Multitenant) ora-standby.demo.netapp.com Not protectad

Storage Systems

Settings

Alerts

Post DR clone validation and configuration for Oracle

1. Validate the last test transaction that has been flushed, replicated, and recovered at the DR location in the
cloud.
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oracle@ora-standby:/ul1/app/oracle/|

P oracle@ora-standby:

3. Configure the Oracle listener for user access.
4. Split the cloned volume off of the replicated source volume.

5. Reverse replication from the cloud to on-premises and rebuild the failed on-premises database server.

@ Clone split may incur temporary storage space utilization that is much higher than normal
operation. However, after the on-premises DB server is rebuilt, extra space can be released.

Clone an on-premises SQL production DB to cloud for DR

1. Similarly, to validate that the SQL clone recovery ran through last available log, we created a small test
table and inserted a row. The test data would be recovered after a full recovery to the last available log.
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B Administrator: Command Prompt - sglemd - SQLCMD

EMO>sqlcmd

snap mirror DR for SQL'

2. Log into SnapCenter with a database management user ID for SQL Server. Navigate to the Resources tab,
which shows the SQL Server protection resources group.

N NetApp SnapCenter® @ = @+ fdemosgidba App Backup and Clone Admin [l Sign Out

Microsoft SQL Server - sql_tpce_logDetails: X

=

S ’ ©¢ W XA O i

= ModfyRescurce Group  Backuplow  Clonelifeqde  Mainenance  EdefewDetais Delere

] Resource Name Type Host

Y tpec(sqi1) SQL Database sqll.demo.netapp.com

&

mn

3. Manually run a log backup to flush the last transaction to be replicated to secondary storage in the public
cloud.

Backup

Create a backup for the selected resource group

esource Group sql1_tpec_log

A

Policy SQL Server Log Backup - | 0

4. Select the last full SQL Server backup for the clone.
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M NetApp SnapCenter® A demolsgldba  App Backup and Clone Admin B Sign Out

Microsoft SQL Server - tpec (sql1) Topology b2

m 9 o

=
-
Cionetferyde Prosect Dot Refrezn

o

Name Manage Copies
master
p— - | 7Backups I-. 2 Clones Summary Card
F—— " | 9dones Mirror copies 74 Backups
Local copies 2 Clones
tempdb
tpec
master
niagel Secondary Mirror Backup(s)
msdb
( zearch i m “
tempdb Gone  Fesore
tocc_cone W Backup Name Count Type e End Date Verified
tocc_dev W 5qi1_tpec 09-19-2021_18.25.01:4134 1 Full backup 09/19/2021 6:25:05 M B Unverified
sqli_tpee_09-18-2021_18.25.01.3963 1 Full backup 09/18/2021 6:25:05 PM 4 Unverified
sqi1_tpec 09-17-2021_18.25.01.4218 1 Full backup /1772021 6:25:05 PM & Unverified

5. Set the clone setting such as the Clone Server, Clone Instance, Clone Name, and mount option. The
secondary storage location where cloning is performed is auto-populated.

Clone from hackup =
1 Clone Options Clone settings
2 ' logs Clone server ‘ sql-standby.demo.netapp.com - @
3 | Script Clone instance sql-standby v i/
4 ) Notification Clone name ‘ tpcc_dr |
5 Summary
Choose mount option
@ Auto assign mount point €
(O Auto assign volume mount point under path | full file path (i ]
Secondary storage location : Snap Vault / Snap Mirror
Source Volume Destination Volume
svm_onPrem:sql1_data swm_hybridcvorsgl1_data_dr - ‘
svm_onPrem:sqll_log ‘ svm_hybridcvo:sgl1_log_dr - ‘

6. Select all log backups to be applied.
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Clone from backup =

o Clone Options Choose logs
@Al o backups
3 Scrint O By log backups until 3/19/2021 6:25:10 PM v
(O By specific date unti 09/19/2021 6:25:05 PM =]

4  Notification .
O None

5 'Summary

7. Specify any optional scripts to run before or after cloning.
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Clone from backup

o Clone Options
o Logs

4 | Notification

5 'Summary

Specify optional scripts to run before and after performing a clone from backup job

Prescript full path ‘

Prescript

Choose optional arguments...
arguments

Postscript full path ‘

Postscript
arguments

Script timeout &0 secs

Choose optional arguments...

8. Specify an SMTP server if email notification is desired.
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Clone from backup

o PR Provide email settings @
o Logs Email preference MNever v
e ’ From From emai

Script

To Email to
4 Notification
Subject Notification

5  Summary Attach Job Report

If you want to send naotifications for Clone jobs, an SMTP server must be configured. Continue to the Summary page to save your

information, and then go to Settings>Global Settings>Notification Server Settings to configure the SMTP server.
=N

9. DR clone summary. Cloned databases are immediately registered with SnapCenter and available for
backup protection.
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Clone from backup =

o Clone Options Summary

o Logs Clone server sql-standby.demo.netapp.com
Clone instance sql-standby
9 Script
Clone name tpcc_dr
o Notification Mount option Auto Mount
Prescript full path MNone
5 Summary

Prescript arguments
Postscript full path None
Postscript arguments

Send email No

Previous Finish

M NetApp SnapCenter® 2 demoysgidba  App Backup and Clone Admin

Microsoft SQL Server H

O Resoures Name Instance Host LastBackup  Overall Status Type
~ master sqit sql1.demo.netapp.com Not available for backup System database
& Monitor
model sqit sqi1.demo.netapp.com Not available for backup System database
44 Reports
msdb sl sqi1.demo.netapp.com Not available for backup System database
Hosts tempdb sqlt sql1.demo.netapp.com Not available for backup System database
tpcc sqit sql1.demo.netapp.com 09/22/2021535:08PM B | Backup failed, Schedules on hold User database
Storage Systems
master sgl-standby sql-standby.demo.netapp.com Not available for backup System database
S model sql-standby sql-standby.demo.netapp.com Not available for backup System database
Alerts msdb sqstandby sql-standby.demo.netapp.com Not available for backup System database
tempdb sallstandby sql-standby.demo.netapp.com Not available for backup System database
tpec_clone sgl-standby sql-standby.demo.netapp.com Not protected User database
W tpec_dev salstandby sql-standby.demo.netapp.com Not protected User database
w tpecdr sqlstandby sql-standby.dema.netapp.com Not protected User database

Post DR clone validation and configuration for SQL
1. Monitor clone job status.

N NetApp SnapCenter® 2 demotsgidba  App Backup and Clone Admin [ Sign Out

Jobs  Schedules  Events  Logs

outiant

Resaces Jobs - Filter
[} Status Name Start date End date Owner
1052 Clone from backup 'sgl1_tpce_09-19-2021_18.25.01.4134" 05/20/2021 2:36:17 PM 1 09/20/2021 2:37:06 PM 4 demotsgldba
1047 Backup of Resource Group 'sql1_tpce_log' with policy 'SQL Server Log Backup' 09/20/2021 2:35:01 PM 14 09/20/2021 2:37:08 PM &4 ‘demo\sgldba
1045 Backup of Resource Group 'sql1_tpcc_log with policy 'SQL Server Log Backup' 09/20/2021 2:28:17 PM 14 09/20/2021 2:30:25 PM & ‘demo\sgldba
Storage Systems [ERIEEY Clone from backup 'sql1_tpce_09-17-2021_18.25.01.4218' 09/20/2021 1:39:24 PM £ 09/20/2021 1:40:09 PM £ demoisgldba
e 1042 Backup of Resource Group 'sql1_tpee_log with policy SQL Server Log Backup' 09/20/2021 1:35:01 P 3 09/20/2021 1:37:08 PM1 4 demonsgldba
e 1040 Backup of Resource Group 'sql1_tpee_log’ with policy SQL Sarver Log Backup' 09/20/2021 12:35:01 PM 14 0972012021 12:37.08 PM B demotsqldba

2. Validate that last transaction has been replicated and recovered with all log file clones and recovery.
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Prompt - sqlemd - SQLCMD

3. Configure a new SnapCenter log directory on the DR server for SQL Server log backup.
4. Split the cloned volume off of the replicated source volume.

5. Reverse replication from the cloud to on-premises and rebuild the failed on-premises database server.

Where to go for help?

If you need help with this solution and use cases, please join the NetApp Solution Automation community
support Slack channel and look for the solution-automation channel to post your questions or inquires.
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https://netapppub.slack.com/archives/C021R4WC0LC
https://netapppub.slack.com/archives/C021R4WC0LC
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