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ANF Cross-Region Replication with SAP HANA
ANF Cross-Region Replication with SAP HANA

Application agnostic information on Cross-Region Replication can be found at the
following location.

Azure NetApp Files documentation | Microsoft Docs in the concepts and how- to guide sections.

Configuration options for Cross-Region Replication with
SAP HANA

The following figure shows the volume replication relationships for an SAP HANA system
using ANF Cross-Region Replication. With ANF Cross-Region Replication, the HANA
data and the HANA shared volume must be replicated. If only the HANA data volume is
replicated, typical RPO values are in the range of one day. If lower RPO values are
required, the HANA log backups must be also replicated for forward recovery.

@ The term “log backup” used in this document includes the log backup and the HANA backup
catalog backup. The HANA backup catalog is required to execute forward recovery operations.

The following description and the lab setup focus on the HANA database. Other shared files, for
@ example the SAP transport directory would be protected and replicated in the same way as the
HANA shared volume.

To enable HANA save-point recovery or forward recovery using the log backups, application-consistent data
Snapshot backups must be created at the primary site for the HANA data volume. This can be done for
example with the ANF backup tool AzAcSnap (see also What is Azure Application Consistent Snapshot tool for
Azure NetApp Files | Microsoft Docs). The Snapshot backups created at the primary site are then replicated to
the DR site.

In the case of a disaster failover, the replication relationship must be broken, the volumes must be mounted to
the DR production server, and the HANA database must be recovered, either to the last HANA save point or
with forward recovery using the replicated log backups. The chapter Disaster recovery failover, describes the
required steps.

The following figure depicts the HANA configuration options for cross-region replication.


https://docs.microsoft.com/en-us/azure/azure-netapp-files/
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azacsnap-introduction
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azacsnap-introduction
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-dr-anf-failover-overview.html
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With the current version of Cross-Region Replication, only fixed schedules can be selected, and the actual
replication update time cannot be defined by the user. Available schedules are daily, hourly and every 10
minutes. Using these schedule options, two different configurations make sense depending on the RPO
requirements: data volume replication without log backup replication and log backup replication with different
schedules, either hourly or every 10 minutes. The lowest achievable RPO is around 20 minutes. The following
table summarizes the configuration options and the resulting RPO and RTO values.

Data volume replication Data and log backup Data and log backup
volume replication volume replication
CRR schedule data Daily Daily Daily
volume
CRR schedule log backup n/a Hourly 10 min
volume
Max RPO 24 hours + Snapshot 1 hour 2 x 10 min
schedule (e.g., 6 hours)
Max RTO Primarily defined by HANA startup time + HANA startup time +
HANA startup time recovery time recovery time
Forward recovery NA Logs for the last 24 hours Logs for the last 24 hours
+ Snapshot schedule + Snapshot schedule
(e.g., 6 hours) (e.g., 6 hours)

Requirements and best practices

Microsoft Azure does not guarantee the availability of a specific virtual machine (VM) type
upon creation or when starting a deallocated VM. Specifically, in case of a region failure,
many clients might require additional VMs at the disaster recovery region. It is therefore
recommended to actively use a VM with the required size for disaster failover as a test or



QA system at the disaster recovery region to have the required VM type allocated.

For cost optimization it makes sense to use an ANF capacity pool with a lower performance tier during normal
operation. The data replication does not require high performance and could therefore use a capacity pool with
a standard performance tier. For disaster recovery testing, or if a disaster failover is required, the volumes must
be moved to a capacity pool with a high-performance tier.

If a second capacity pool is not an option, the replication target volumes should be configured based on
capacity requirements and not on performance requirements during normal operations. The quota or the
throughput (for manual QoS) can then be adapted for disaster recovery testing in the case of disaster failover.

Further information can be found at Requirements and considerations for using Azure NetApp Files volume
cross-region replication | Microsoft Docs.

Lab setup

Solution validation has been performed with an SAP HANA single-host system. The
Microsoft AzAcSnap Snapshot backup tool for ANF has been used to configure HANA
application-consistent Snapshot backups. A daily data volume, hourly log backup, and
shared volume replication were all configured. Disaster recover testing and failover was
validated with a save point as well as with forward recovery operations.

The following software versions have been used in the lab setup:

« Single host SAP HANA 2.0 SPS5 system with a single tenant
* SUSE SLES for SAP 15 SP1
* AzAcSnap 5.0

A single capacity pool with manual QoS has been configured at the DR site.

The following figure depicts the lab setup.
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https://docs.microsoft.com/en-us/azure/azure-netapp-files/cross-region-replication-requirements-considerations
https://docs.microsoft.com/en-us/azure/azure-netapp-files/cross-region-replication-requirements-considerations

Snapshot backup configuration with AzAcSnap

At the primary site, AzZAcSnap was configured to create application-consistent Snapshot backups of the HANA
system PR1. These Snapshot backups are available at the ANF data volume of the PR1 HANA system, and
they are also registered in the SAP HANA backup catalog, as shown in the following two figures. Snapshot

backups were scheduled for every 4 hours.

With the replication of the data volume using ANF Cross-Region Replication, these Snapshot backups are
replicated to the disaster recovery site and can be used to recover the HANA database.

The following figure shows the Snapshot backups of the HANA data volume.
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The following figure shows the SAP HANA backup catalog.
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Configuration steps for ANF Cross-Region Replication

A few preparation steps must be performed at the disaster recovery site before volume
replication can be configured.

* A NetApp account must be available and configured with the same Azure subscription as the source.
* A capacity pool must be available and configured using the above NetApp account.

 Avirtual network must be available and configured.

« Within the virtual network, a delegated subnet must be available and configured for use with ANF.

Protection volumes can now be created for the HANA data, the HANA shared and the HANA log backup
volume. The following table shows the configured destination volumes in our lab setup.

To achieve the best latency, the volumes must be placed close to the VMs that run the SAP
HANA in case of a disaster failover. Therefore, the same pinning process is required for the DR
volumes as for any other SAP HANA production system.

HANA volume Source Destination Replication schedule
HANA data volume PR1-data-mnt00001 PR1-data-mnt00001-sm-  Daily
dest
HANA shared volume PR1-shared PR1-shared-sm-dest Hourly
HANA log/catalog backup hanabackup hanabackup-sm-dest Hourly
volume

For each volume, the following steps must be performed:

1. Create a new protection volume at the DR site:
a. Provide the volume name, capacity pool, quota, and network information.
b. Provide the protocol and volume access information.
c. Provide the source volume ID and a replication schedule.
d. Create a target volume.
2. Authorize replication at the source volume.

> Provide the target volume ID.
The following screenshots show the configuration steps in detail.

At the disaster recovery site, a new protection volume is created by selecting volumes and clicking Add Data
Replication. Within the Basics tab, you must provide the volume name, capacity pool and network information.

The quota of the volume can be set based on capacity requirements, because volume
@ performance does not have an effect on the replication process. In the case of a disaster
recovery failover, the quota must be adjusted to fulfill the real performance requirements.

If the capacity pool has been configured with manual QoS, you can configure the throughput in
@ addition to the capacity requirements. Same as above, you can configure the throughput with a
low value during normal operation and increase it in case of a disaster recovery failover.



Create a new protection volume

Basics  Protocol Replication

Tags Review + create

This page will help you create an Azure MetApp Files volume in your subscription and enable you to access the volume from
within your virtual network. Learn more about Azure MetApp Files

Volume details

Volume name *
Capacity pool * (@

Available quota (GIB) &
Quota (GIB) * (O

Wirtual network * (&)
Delegated subnet * ()

Show advanced saction

Review + create

In the Protocol tab, you must provide the network protocol, the network path, and the export policy.

@ The protocol must be the same as the protocol used for the source volume.

| PR1-data-mnt00001-sm-dest /]
‘ dr-sap-pooll v |
4096

ATiB

| 500 u

500 GiB

| dr-vnet (102.0.0/16,10.0.2.0/24) v |
Create new

| default (10.0.2.0/28) v |
Create new

L]

< Previous Mext : Protocol =




Create a new protection volume

Basics Protocol Replication Tags Review + create

Configure access to your volume,
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Export policy

Configure the volume’s export policy, This can be edited later. Learn more

Move up Movedown T Movetotop <+ Movetobottom [ Delete
index Allowed clients Access Root Access
B | 0.0.00/0 || Readmwriite || on Ve
| | V| v

| < Previous || Mext : Replication = ‘

Within the Replication tab, you must configure the source volume ID and the replication schedule. For data
volume replication, we configured a daily replication schedule for our lab setup.

@ The source volume ID can be copied from the Properties screen of the source volume.



Create a new protection volume

Basics Protocol Replication  Tags Review + create
Source volume ID (D | fsubscriptions/28cfc403-f3f8-4007-9847-4eb 161092870/ resourceGroups,/rg... /|
Replication schedule () | Draily et |

Every 10 minutes
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| < Previous | | MNext : Tags =

As a final step, you must authorize replication at the source volume by providing the ID of the target volume.

@ You can copy the destination volume ID from the Properties screen of the destination volume.
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The same steps must be performed for the HANA shared and the log backup volume.

Monitoring ANF Cross-Region Replication

The following three screenshots show the replication status for the data, log backup, and
shared volumes.

The volume replication lag time is a useful value to understand RPO expectations. For example, the log
backup volume replication shows a maximum lag time of 58 minutes, which means that the maximum RPO
has the same value.

The transfer duration and transfer size provide valuable information on bandwidth requirements and change
the rate of the replicated volume.

The following screenshot shows the replication status of HANA data volume.
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The following screenshot shows the replication status of HANA log backup volume.
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The following screenshot shows the replication status of HANA shared volume.
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have been created at the source volume. The following screenshot shows the snapshots available at the target
volume. As already discussed, each of the snapshots created by the AzAcSnap tool are application-consistent
images of the HANA database that can be used to execute either a savepoint or a forward recovery.

Within the source and the target volume, SnapMirror Snapshot copies are created as well, which

@ are used for resync and replication update operations. These Snapshot copies are not

application consistent from the HANA database perspective; only the application-consistent

snapshots created via AzaCSnap can be used for HANA recovery operations.
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