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NetApp solutions for optimizing SAP lifecycle management are integrated into SAP
AnyDBs and SAP HANA databases. In addition, NetApp integrates into SAP lifecycle
management tools, combining efficient application-integrated data protection with the
flexible provisioning of SAP test systems.
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In today’s dynamic business environment, companies must provide ongoing innovation and react quickly to
changing markets. Under these competitive circumstances, companies that implement greater flexibility in their
work processes can adapt to market demands more effectively.

Changing market demands also affect a company’s SAP environments such that they require regular
integrations, changes, and updates. IT departments must implement these changes with fewer resources and
over shorter time periods. Minimizing risk when deploying those changes requires thorough testing and training
which require additional SAP systems with actual data from production.

Traditional SAP lifecycle-management approaches to provision these systems are primarily based on manual
processes. These manual processes are often error-prone and time-consuming, delaying innovation and the
response to business requirements.

NetApp solutions for optimizing SAP lifecycle management are integrated into SAP AnyDBs and SAP HANA
databases. In addition, NetApp integrates into SAP lifecycle management tools, combining efficient application-
integrated data protection with the flexible provisioning of SAP test systems.

While these NetApp solutions solve the issue of efficiently managing enormous amounts of data even for the
largest databases, full end-to-end SAP system- copy and refresh operations have to include pre- and post-
copy activities to completely change the identity of the source SAP system to the target system. SAP describes
the required activities in their SAP homogenous system copy guide. To further reduce the number of manual
processes and to improve the quality and stability of a SAP system copy process, our partner Libelle has
developed the Libelle SystemCopy (LSC) tool. We have jointly worked with Libelle to integrate the NetApp
solutions for SAP system copies into LSC to provide full end-to-end automated system copies in record time.

Application-integrated Snapshot copy operation

The ability to create application-consistent NetApp Snapshot copies on the storage layer is the foundation for
the system copy and system clone operations described in this document. Storage-based Snapshot copies are
created with the NetApp SnapCenter Plug-In for SAP HANA or SAP Any DBs on native NetApp ONTAP
systems or by using the Microsoft Azure Application Consistent Snapshot tool (AzAcSnap) and interfaces
provided by the SAP HANA and Oracle database running in Microsoft Azure. When using SAP HANA,
SnapCenter and AzAcSnap register Snapshot copies in the SAP HANA backup catalog so that the backups
can be used for restore and recovery as well as for cloning operations.


https://help.sap.com/viewer/6ffd9a3438944dc39dfe288d758a2ed5/LATEST/en-US/f6abb90a62aa4695bb96871a89287704.html
https://www.libelle.com
https://www.libelle.com/products/systemcopy
https://www.youtube.com/watch?v=wAFyA_WbNm4
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azacsnap-introduction

Off-site backup and/or disaster recovery data replication

Application-consistent Snapshot copies can be replicated on the storage layer to an off-site backup site or a
disaster recovery site controlled by SnapCenter on-premises. Replication is based on block changes and is
therefore space and bandwidth efficient. The same technology is available for SAP HANA and Oracle systems
running in Azure with Azure NetApp Files by using the Cross Region Replication (CRR) feature to efficiently
replicate Azure NetApp Files volumes between Azure regions.

Use any Snapshot copy for SAP system copy or clone operations

NetApp technology and software integration allows you to use any Snapshot copy of a source system for an
SAP system copy or clone operation. This Snapshot copy can be either selected from the same storage that is
used for the SAP production systems, the storage that is used for off-site backups (such as Azure NetApp Files
backup in Azure), or the storage at the disaster recovery site (Azure NetApp Files CRR target volumes). This
flexibility allows you to separate development and test systems from production if required and covers other
scenarios, such as the testing of disaster recovery at the disaster recovery site.

Automation with integration

There are various scenarios and use cases for the provisioning of SAP test systems, and you might also have
different requirements for the level of automation. NetApp software products for SAP integrate into database
and lifecycle management products from SAP and other third-party vendors (for example, Libelle) to support
different scenarios and levels of automation.

NetApp SnapCenter with the plug-in for SAP HANA and SAP AnyDBs or AzAcSnap on Azure is used to
provision the required storage- volume clones based on an application-consistent Snapshot copy and to
execute all required host and database operations up to a started SAP database. Depending on the use case,
SAP system copy, system clone, system refresh, or additional manual steps such as SAP postprocessing
might be required. More details are covered in the next section.

A fully automated, end-to-end provisioning or refresh of SAP test systems can be performed by using Libelle
SystemCopy (LSC) automation. The integration of SnapCenter or AzAcSnap into LSC is described in more
detail in this document.

Libelle SystemCopy

Libelle SystemCopy is a framework-based software solution to create fully automated system and landscape
copies. With the proverbial touch of a button, QA and test systems can be updated with fresh production data.
Libelle SystemCopy supports all conventional databases and operating systems, provides its own copy
mechanisms for all platforms but, at the same time, integrates backup/restore procedures or storage tools such
as NetApp Snapshot copies and NetApp FlexClone volumes. The activities that are necessary during a system
copy are controlled from outside the SAP ABAP stack. In this way, no transports or other changes are required
in the SAP applications. Generally, all steps necessary to successfully complete a system copy procedure can
be categorized into four steps:

» Check phase. Check the involved system environments.

* Pre phase. Prepare the target system for a system copy.

« Copy phase. Provide a copy of the actual production database to the target system from the source.

* Post phase. All tasks after the copy to complete the homogeneous system copy procedure and to provide

an updated target system.

During the copy phase, NetApp Snapshot and FlexClone functionality is used to minimize the time needed to a
couple of minutes even for the largest databases.



For the Check, Pre, and Post phases, LSC comes with 450+ preconfigured tasks covering 95% of typical
refresh operations. As a result, LSC embraces automation following SAP standards. Due to the software-
defined nature of LSC, system refresh processes can be easily adjusted and enhanced to meet the specific
needs of customer SAP environments.

Use cases for SAP system refresh and cloning

There are multiple scenarios in which data from a source system must be made available to a target system:

* Regular refresh of quality assurance and test and training systems
 Creating break fix or repair system environments to address logical corruption

» Disaster recovery test scenarios

Although repair systems and disaster recovery test systems are typically provided using SAP system clones
(which don’t require extensive post-processing operations) for refreshed test and training systems, these post-
processing steps must be applied to enable coexistence with the source system. Therefore, this document
focuses on SAP system refresh scenarios. More details about the different use cases can be found in the
technical report TR-4667: Automating SAP HANA System Copy and Clone Operations with SnapCenter.

The remainder of this document is separated into two parts. The first part describes the integration of NetApp
SnapCenter with Libelle SystemCopy for SAP HANA and SAP AnyDBs systems running on NetApp ONTAP
systems on-premises. The second part describes the integration of AzZAcSnap with LSC for SAP HANA
systems running in Microsoft Azure with Azure NetApp Files provided. Although the underlaying ONTAP
technology is identical, Azure NetApp Files provides different interfaces and tool integration (for example,
AzAcSnap) compared to native ONTAP installation.

SAP HANA system refresh with LSC and SnapCenter

This section describes how to integrate LSC with NetApp SnapCenter. The integration
between LSC and SnapCenter supports all SAP- supported databases. Nevertheless, we
must differentiate between SAP AnyDBs and SAP HANA because SAP HANA provides a
central communication host that is not available for SAP AnyDBs.

The default SnapCenter agent and database plug-in installation for SAP AnyDBs is a local installation from the
SnapCenter agent in addition to the corresponding database plug-in for the database server.

In this section, the integration between LSC and SnapCenter is described using an SAP HANA database as an
example. As previously stated for SAP HANA, there are two different options for the installation of the
SnapCenter agent and SAP HANA database plug-in:

« A standard SnapCenter agent and SAP HANA Plug-in installation. In a standard installation, the
SnapCenter agent and the SAP HANA Plug-in are locally installed on the SAP HANA database server.

» A SnapCenter installation with a central communication host. A central communication host is
installed with the SnapCenter agent, the SAP HANA Plug-in, and the HANA database client that handles all
database-related operations needed to back up and restore an SAP HANA database for several SAP
HANA systems in the landscape. Therefore, a central communication host does not need to have a
complete SAP HANA database system installed.

For more details regarding these different SnapCenter agents and SAP HANA database plug-in installation
options, see the technical report TR-4614: SAP HANA backup and recovery with SnapCenter.

The following sections highlight the differences between integrating LSC with SnapCenter using either the


https://docs.netapp.com/us-en/netapp-solutions-sap/lifecycle/sc-copy-clone-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-br-scs-overview.html

standard installation or the central communication host. Notably, all configuration steps that are not highlighted
are the same regardless of the installation option and the database used.

To perform an automated Snapshot copy-based backup from the source database and create a clone for the
new target database, the described integration between LSC and SnapCenter uses the configuration options
and scripts described in TR-4667: Automating SAP HANA System Copy and Clone Operations with
SnapCenter.

Overview

The following figure shows a typical high-level workflow for an SAP system refresh lifecycle with SnapCenter
without LSC:

—_

. A one-time, initial installation and preparation of the target system.
Manual preprocessing (exporting licenses, users, printers, and so on).

If necessary, the deletion of an already existing clone on the target system.

> w N

The cloning of an existing Snapshot copy of the source system to the target system performed by
SnapCenter.

5. Manual SAP post-processing operations (importing licenses, users, printers, disabling batch jobs, and so
on).

6. The system can then be used as test or QA system.

7. When a new system refresh is requested, the workflow restarts at step 2.

SAP customers know that the manual steps colored in green in the figure below are time consuming and error
prone. When using LSC and SnapCenter integration, these manual steps are carried out with LSC in a reliable
and repeatable manner with all necessary logs needed for internal and external audits.

The following figure provides an overview of the general SnapCenter-based SAP system refresh procedure.
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Prerequisites and limitations

The following prerequisites must be fulfilled:

» SnapCenter must be installed. The source and target system must be configured in SnapCenter, either in a
standard installation or by using a central communication host. Snapshot copies can be created on the
source system.

» The storage backend must be configured properly in SnapCenter, as shown in the image below.

Storage Connections

Name E P Cluster Name User Name Controller License
grenada.mucche.hg.netapp.com v
10.65.58.253 grenada.muccbe.hg.netapp.com v
10.65.58.252 grenada.muccbc.hg.netapp.com v

The next two images cover the standard installation in which the SnapCenter agent and the SAP HANA Plug-in
are installed locally on each database server.

The SnapCenter agent and the appropriate database plug-in must be installed on the source database.

Name Iz Type System Plug-in Version Overall Status

sapinx3s.mucchohg,netapp.com Linux Stand-alone UNIX, SAP HANA 4.3 @ Running

The SnapCenter agent and the appropriate database plug-in must be installed on the target database.
cap-lnx36mucche ha.nelapR.Lom Linux Stand-alone LINLX, SAP HANA 4.3 @ Running |

The following image portrays central communication-host deployment in which the SnapCenter agent, the SAP
HANA Plug-in, and the SAP HANA database client are installed on a centralized server (such as the
SnapCenter Server) to manage several SAP HANA systems in the landscape.

The SnapCenter agent, the SAP HANA database plug-in, and the HANA database client must be installed on
the central communication host.

' Managed Hosts Disks Shares Initiator Groups {5C51 Session

Name 2 Type System Plug-in Version Overall Status
i . Stand- L
dbh03 mucche b, netapp.comm Linux adoria UNIX, SAP HANA 4.4 Upgrade available (optional)
: Stand- . .
sap-se-demi-dev.muccbic hg netspp.com Windows alohe Microsoft Windows Sarver, SAP HANA 4.5 ® Running
tand-
sap-wind2 muccbcha.netapp.com Windows EI:P: Microsoft Windows Server 4.5 @& Running

The backup for the source database must be configured properly in SnapCenter so that the Snapshot copy can
be successfully created.
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The LSC master and the LSC worker must be installed in the SAP environment. In this deployment, we also
installed the LSC master on the SnapCenter Server and the LSC worker on the target SAP database server,
which should be refreshed. More details are described in the following section “Lab setup.”

Documentation resources:

» SnapCenter Documentation Center

* TR-4700: SnapCenter Plug-In for Oracle Database

* TR-4614: SAP HANA Backup and Recovery with SnapCenter

* TR-4667: Automating SAP HANA System Copy and Clone Operations with SnapCenter
* TR-4769 -SnapCenter Best Practices and Sizing Guidelines

» SnapCenter 4.6 Cmdlet Reference Guide

Lab setup

This section describes an example architecture that was set up in a demo data center. The setup was divided
into a standard installation and an installation using a central communication host.

Standard installation

The following figure shows a standard installation in which the SnapCenter agent together with the database
plug-in was installed locally on the source and the target database server. In the lab setup, we installed the
SAP HANA Plug-in. In addition, the LSC worker was also installed on the target server. For simplification and
to reduce the number of virtual servers, we installed the LSC master on the SnapCenter Server. The
communication between the different components is illustrated in the following figure.



https://docs.netapp.com/us-en/snapcenter/
https://www.netapp.com/pdf.html?item=/media/12403-tr4700.pdf
https://www.netapp.com/pdf.html?item=/media/12405-tr4614pdf.pdf
https://docs.netapp.com/us-en/netapp-solutions-sap/lifecycle/sc-copy-clone-introduction.html
https://fieldportal.netapp.com/content/883721
https://library.netapp.com/ecm/ecm_download_file/ECMLP2880726
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The following figure shows the setup using a central communication host. In this configuration, the SnapCenter
agent together with the SAP HANA Plug-in and the HANA database client was installed on a dedicated server.
In this setup, we used the SnapCenter Server to install the central communication host. In addition, the LSC
worker was again installed on the target server. For simplification and to reduce the number of virtual servers,
we decided to also install the LSC master on the SnapCenter Server. The communication between the different
components is illustrated in the figure below.
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Initial one-time preparation steps for Libelle SystemCopy
There are three main components of an LSC installation:

+ LSC master. As the name suggests, this is the master component that controls the automatic workflow of a
Libelle-based system copy. In the demo environment, the LSC master was installed on the SnapCenter
Server.

* LSC worker. An LSC worker is the part of the Libelle software that typically runs on the target SAP system
and executes the scripts required for the automated system copy. In the demo environment, the LSC
worker was installed on the target SAP HANA application server.

» LSC satellite. An LSC satellite is a part of the Libelle software that runs on a third-party system on which
further scripts must be executed. The LSC master can also fulfill the role of an LSC satellite system at the
same time.

We first defined all the involved systems inside LSC, as shown in the following image:

* 172.30.15.35. The IP address of the SAP source system and the SAP HANA source system.

* 172.30.15.3. The IP address of the LSC master and the LSC satellite system for this configuration.
Because we installed the LSC master on the SnapCenter Server, the SnapCenter 4.x PowerShell Cmdlets
are already available on this Windows host because they were installed during the SnapCenter Server
installation. So, we decided to enable the LSC satellite role for this system and execute all SnapCenter
PowerShell Cmdlets on this host. If you use a different system, make sure you install the SnapCenter
PowerShell Cmdlets on this host according to the SnapCenter documentation.

* 172.30.15.36. The IP address of the SAP destination system, the SAP HANA destination system, and the
LSC worker.

Instead of IP addresses, host names, or fully qualified domain names can also be used.

The following image shows the LSC configuration of the master, worker, satellite, SAP source, SAP target,
source database, and target database.

System identifier | Worker | SouwceSAP |  SouceDatahase |  TagetSAP | TargetDatabase Satelite System
172.30.15.35 v 5 ' j
172.30.15.3 [172.30,15.3.9000 ' | ' | ' v
17230 16.3 (ZERCEE ﬁ ) f_ ] 2 '

For the main integration, we must again separate the configuration steps into the standard installation and the
installation using a central communication host.

Standard installation

This section describes the configuration steps needed when using a standard installation where the
SnapCenter agent and the necessary database plug-in are installed on the source and target systems. When
using a standard installation, all tasks needed to mount the clone volume and to restore and recover the target
system are carried out from the SnapCenter agent that is running on the target database system on the server
itself. This allows access to all the clone-related details that are available through environmental variables from
the SnapCenter agent. Therefore, you only need to create one additional task in the LSC copy phase. This
task carries out the Snapshot copy process on the source database system and the clone and restore and
recovery process on the target database system. All SnapCenter related tasks are triggered by using a
PowerShell script that is entered in the LSC task NTAP_SYSTEM CLONE.

The following image shows LSC task configuration in the copy phase.
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The following image highlights the configuration of the NTAP SYSTEM CLONE process. Because you are
executing a PowerShell script, this Windows PowerShell script is executed on the satellite system. In this
instance, this is the SnapCenter Server with the installed LSC master that also acts as a satellite system.

Task: NTAP_SYSTEM_CLONE Version:0
Configuratien Data Wil after execution: @ &
Main Attributes

Comment

Execution Attribules

Farameters

Return Codes
Code

5 dafaull client

Because LSC must be made aware of whether the Snapshot copy, cloning, and recovery operation has been
successful, you must define at least two return code types. One code is for a successful execution of the script,
and the other code is for a failed execution of the script, as shown in the following image.

* LSC:0K must be written from the script to standard out if the execution was successful.

* LSC:ERROR must be written from the script to standard out if the execution has failed.



Task: NTAP_SYSTEM_CLONE Versien: 0

Configuration Data

 Cateqory

Execution Atiributes
Patamelets
Ré.t-.urn Codes

Code

LSCI0K
LSC:ERROR

The following image shows part of the PowerShell script that must run to execute a Snapshot-based backup on
the source database system and a clone on the target database system. The script is not intended to be
complete. Rather, the script shows how integration between LSC and SnapCenter can look and how easy it is

to set it up.

Task: NTAP_SYSTEM_CLONE Version:0

Configuration Data

Main Attnbutes

Comment

Category:
Execution Attnbutes

Parameters

Retum Codes

Code

i

5 L DD b 3 D OO =N N (A da G DO e

o e

5
L]
1
g
g

[N
=

i i

erShell Script: Backup HRNA Database HOS clone To sap=-lnxl€ as HOE
# Version 1l.0: 20200&lé

#Sztuing User Credentials
Write-Host "Authenticate to Snaplenter Server™ -foregroundcolor DarkBlue -backgroundcolor White

#generate Ruthentication Passwort Filae:
if (-not (Teac-Path "ci\temp\myapp_password.txt™)) |
jcredencial = Ger-Credential
gjecradencial.Password | ConvertFrom-SecureString | Sec-Content “or\temp\myapp password.tat®

$User = “puccbolsapdsmo”
= New-Cbject -TypaNams Syatem.Management.hucomation.PSCredantial -Argqumentlist fussr, (Get-Content “ci\temp\myapp pasaword.txc”

n=SmConnection =Credential fcred -SMSbaseurl hitps://sap-sc=demo.mucchbe.hg.netapp.com:ildés

#Backup Create:
Write-Host “Starting Workflow Step 1) Backup Create™ -foregroundeclor DarkBlue -backgroundeclor White

Backup = Hew-SmBackup -Folicy MANUAL -RescurceGrouplame sap-1nx3S_muccbc_hq netapp com_hana MDC HOS -ScheduleHame Hourly-Confirm

5 GEr-FmJobSummacyRepert -Jebld SBackup.ld

-1

B B B
B 0

do | &Job=Ger-SmJobSummaryReport -JoblId sBackup.Id; write-host $Job.Stacus; sleep 30 | while { $Jcb.Status -Match “Running™ )
Get=SnJobSummaryReport =JobId $Backup.Id
if (| $Jcb.Stazus -&q "Completed™ ) | Write-Host “"Finiashed Workiflow Step 1) Backup has been created™ | &lae [ Write-Hoat "LSC:ERROR:BA

0 #Selsct Baclkup Hame:

Hit O of O

Because the script is executed on the LSC master (which is also a satellite system), the LSC master on the
SnapCenter Server must be run as a Windows user that has appropriate permissions to execute backup and
cloning operations in SnapCenter. To verify whether the user has appropriate permission, the user should be
able execute a Snapshot copy and a clone in the SnapCenter Ul.

There is no need to run the LSC master and the LSC satellite on the SnapCenter Server itself. The LSC master
and the LSC satellite can run on any Windows machine. The prerequisite for running the PowerShell script on
the LSC satellite is that the SnapCenter PowerShell cmdlets have been installed on the Windows Server.
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Central communication host

For integration between LSC and SnapCenter using a central communication host, the only adjustments that
must be made are performed in the copy phase. The Snapshot copy and the clone are created using the
SnapCenter agent on the central communication host. Therefore, all details about the newly created volumes
are only available on the central communication host and not on the target database server. However, these
details are needed on the target database server to mount the clone volume and to carry out the recovery. This
is the reason why two additional tasks are needed in the copy phase. One task is executed on the central
communication host and one task is executed on the target database server. These two tasks are shown in the
image below.

« NTAP_SYSTEM_CLONE_CP. This task creates the Snapshot copy and the clone using a PowerShell
script that executes the necessary SnapCenter functions on the central communication host. This task
therefore runs on the LSC satellite, which in our instance is the LSC master that runs on Windows. This
script collects all details about the clone and the newly created volumes and hands it over to the second
task NTAP_ MNT RECOVER CP, which runs on the LSC worker that runs on the target database server.

« NTAP_MNT_RECOVER_CP. This task stops the target SAP system and the SAP HANA database,
unmounts the old volumes, and then mounts the newly created storage clone volumes based on the
parameters that were passed through from the previous task NTAP_SYSTEM CLONE_CP. The target SAP
HANA database is then restored and recovered.

copy Copy Phase phase
|copy 1 |NTAP_SYSTEM. CLONE WetApp SnapShat and Gione [psh
copy 2 :NTAP_SYSTEM_CLDNE_CP NetApp SnapShot and Clone Ipsh

|copy 3 NTAP_MNT_RECOVER_CP Mount Volume and Recover HANMA Database |lemd

copy 4 LF

copy 7 LT = TENANT Re: 5 for Tenant Database

post Post Phase phase

The following image highlights the configuration of the task NTAP _SYSTEM CLONE_CP. This is the Windows
PowerShell script that is executed on the satellite system. In this instance, the satellite system is the
SnapCenter Server with the installed LSC master.




€ Display Task X

Task: NTAP_SYSTEM_CLOMNE_CP Version:0
Configuration Data sted: B
Main Attnbutes
LCorimet
Category
Execution Attributes

Parameters RE vy of the roles

Return Codes = B Source Datal
Code

B Target Dalabase

Because LSC must be aware of whether the Snapshot copy and cloning operation was successful, you must
define at least two return code types: one return code for a successful execution of the script and the other for
a failed execution of the script, as shown in the image below.

* LSC:O0K must be written from the script to standard out if the execution was successful.

* LSC:ERROR must be written from the script to standard out if the execution failed.

@ Display Task b 4

Task: NTAP_SYSTEM_CLOME_CP Version: 0

Configuration Data

|
Main Attnbutes . LSC:0K

_Comment
Category
Execution Altnbutes
Parameters
Return Codes
 Code

|LsC:ERROR

Edit Return Code

p:i]:;l'l'll!lf_‘i or create a new one
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The following image shows part of the PowerShell script that must run to execute a Snapshot copy and a clone
using the SnapCenter agent on the central communication host. The script is not meant to be complete.
Rather, the script is used to show how integration between LSC and SnapCenter can look and how easy it is to
set it up.

Task: NTAP_SYSTEM_CLONE_CP Version:0
p Wrice-Hoat "
Configuration Data # PowerShell Script: Backup HANA Database HOS clone to sap-1nx3€ as HOE
§ Version 1.0: 20200E1&
Main Attributes

_C armment
Category

& #Imporc Snaplenter 4.5 PowerShell Commandlers
5 Import-Medule C:\Libelle\PcowerShell\Modules'\Snaplenter

‘Parameters

#Setring User Cradentials

Return Codes 2 Wrice-Boat "Auchenticace to Snaplencer Server®™ -foregroundcolor DarkBlue -backgroundcolor White

Code

{ #genezate Authentication Fasswort File:
if (-not (Test-Pach “c:\vemp\myapp password.txt®)) |
Scredential = Get-Credential
Scredential.Password | Convertfrom-SecureString | Sev-Content “cil\tesp\myspp_password.txt”
5}
4{Ussr = "mucchc)sapdemo®
0 secred = New-Object -Typellame System.Management.Automation.PSCredential -Argumenclist fuser, (Set—Content "cihvtemphmyapp password.tat”
Open-SmConnection -Credential Scred -SMSbaseurl hrtps://sap-sc-demo-dev.muccbe.hg.netapp.com:S1l46/

3 #Backup Create:
Write-Host "Starcing Workflow Step 1) Backup Creace™ -foregroundcolor DarkBlue -backgroundcolor White

6 $Backup = Hew-SmBackup -Policy Manual -ResourceGroupliazme sap-sc-demo-dev_mucchc_hg_necapp_com hana MDC_HOS -Schedulelame Hourly-C
27 Ger-SmJobSusmaryReporr -Jobld SBackup.Id
do [ §JcheGet-SmichSummaryReport -Jobld ¢Backup.Id; write-host §Jcb.5tatus; sleep 3% ) while { §Job.Stacus -Match “Running® )
Get-SmJobSusmaryReport -Jobld $Backup.Id
0 1f [ $Job.Scarus -eg “Compleved” ) [ Write-Host "Finished Workflow Step 1) Backup has been creaved” | elss | Wrive-Host "LSC:ERROR:BA

As previously mentioned, you must hand over the name of the clone volume to the next task

NTAP MNT RECOVER CP to mount the clone volume on the target server. The name of the clone volume, also
known as the junction path, is stored in the variable $JunctionPath. The handover to a subsequent LSC
task is achieved through a custom LSC variable.

echo S$JunctionPath > $ task(current, custompathl) $

Because the script is executed on the LSC master (which is also a satellite system), the LSC master on the
SnapCenter Server must run as a Windows user that has appropriate permissions to execute the backup and
cloning operations in SnapCenter. To verify whether it has the appropriate permissions, the user should be able
execute a Snapshot copy and clone in the SnapCenter GUI.

The following figure highlights the configuration of the task NTAP MNT RECOVER_CP. Because we want to
execute a Linux Shell script, this is a command script executed on the target database system.
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@ Display Task X

Task: NTAP_MNT_RECOVER_CP Version:0

Configuration Data
g ed B Wait after execution: @ M

oai ohiise L Coroand Sceipt |z
Comment

Category

Execution Attributes

Parameters

‘Retum Codes
Code

Because LSC must be made aware of mounting the clone volumes and whether restoring and recovering the
target database was successful, we must define at least two return code types. One code is for a successful
execution of the script, and one is for a failed execution of the script, as is shown in the following figure.

* LSC:0K must be written from the script to standard out if the execution was successful.
* LSC:ERROR must be written from the script to standard out if the execution failed.

@ Display Task b 4

Task: NTAP_MNT_RECOVER_CP VYersion: 0

Configuration Data |

Main Attnbutes LSC.ERROR
SO - lLsc:0k
Calegory

Execution Aftribules

Parameters

Retum Codes

Cade

Edit Retum Code

g parameter or create & new one

The following figure shows part of the Linux Shell script used to stop the target database, unmount the old
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volume, mount the clone volume, and restore and recover the target database. In the previous task, the
junction path was written into an LSC variable. The following command reads this LSC variable and stores the
value in the $JunctionPath variable of the Linux Shell script.

JunctionPath=$ include ($ task(NTAP SYSTEM CLONE CP, custompathl) $, 1,
1)_$

The LSC worker on the target system runs as <sidaadm>, but mount commands must be run as the root user.
This is why you must create the central plugin host wrapper script.sh. The script

central plugin host wrapper script.sh is called from the task NTAP MNT RECOVERY CP using the
sudo command. Using the sudo command, the script runs with UID 0 and we are able to carry out all
subsequent steps, such as unmounting the old volumes, mounting the clone volumes, and restoring and
recovering the target database. To enable script execution using sudo, the following line must be added in
/etc/sudoers:

hn6adm ALL=(root)
NOPASSWD: /usr/local/bin/H06/central plugin host wrapper script.sh

Task: NTAP_MNT_RECOVER_CP Version:0

- §_include tool (unix header.sh) §
Configuratien Data JunctionFathes_inclide(§ task/NTAP SYSTEM CLONE CP, custompathi) §, 1, 1)_5

Main Attnbutes i o z/ fHiD: cen::a'__plugln_hast_wrap;er_sc:1p:.3t'_ ¢{JunctionPach} >> § logFile § 2l

Comment

Calegory

Exacution Attributes
Parameaters

Retum Codes

Code

Search - | Aa = HtDofD

SAP HANA system refresh operation

Now that all necessary integration tasks between LSC and NetApp SnapCenter have been carried out, starting
a fully automated SAP system refresh is a one-click task.

The following figure shows the task NTAP® " SYSTEM' *CLONE in a standard installation. As you can see,
creating a Snapshot copy and a clone, mounting the clone volume on the target database server, and restoring
and recovering the target database took approximately 14 minutes. Remarkably, with Snapshot and NetApp
FlexClone technology, the duration of this task remains nearly the same, independent of the size of the source
database.
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* Control

+ Overall Prugress

check
100%

The execution has finished.
~ Tasks

(Choose a filter -~ |

|LYARIANTEXP |SE38: Export ABAP variant ratat. B/11/21 12:25:55 PM B121 12,2608 PM
|LALERTCONFIGEXP IHDB - Expont Check Thresholds . B/11/21 12:26,08 Pt Bri1/21 122612 PM
[LREVOKEEXPORT IDB: Revoke the privlege EXPOR. B/11/21 122613 PM 1121122614 PM

1 LSAPSTOP ISAP Stop SAP 61121 1226:14 P B2 122B0FM
Copy Phase
[NTAP_SYSTEM_CLONE [NetApp SnapShotand Clone  [/11/21 1.14:16 BM B/117211:27:34 PM
Post Phase
LALERTCONFIGIMP |HDE : import Chack Threshalds ... E/11/21 1:27:34 PM 811121 1:27:37 PM 00:00:03
[SUCENSEDEL ISAPLIKEY: Delete content of 5. BA1/21 1:27:38 PM BH1/211.27:41 PM o0

The following figure shows the two tasks NTAP_SYSTEM CLONE_ CP and NTAP_MNT RECOVERY CP when
using a central communication host. As you can see, creating a Snapshot copy, a clone, mounting the clone
volume on the target database server, and restoring and recovering the target database took approximately 12
minutes. This is more or less the same time needed to carry out these steps when using a standard
installation. Again, Snapshot and NetApp FlexClone technology enables the consistent, rapid completion of
these tasks, independent of the size of the source database.

+ Control

~ Overall Progress

The execulion has finished.

« Tasks
=
| un. i Mame | Start time. End time.
LVARIANTEXP ISE38; Export ABAP vanant relat.,. 42321 11.06,11 AM 423721 1.06:21 AM
ILALERTCONFIGE® IHDB : Expon Check Thresholds .. 42321 11:06:22 AM 42321 110626 AM
ILREVOKEEXPORT IDB Revoke the priviege EXPOR. 4723721 11:06:27 AM 4731 11.05:28 AM
1 |LSAPSTOP 1SAP. Stop SAP /2321 11:06:26 AM 42321 11:10:25 AM
Copy Phase
NTAP_SYSTEM_CLONE_CP  |NetApp SnapShat and Clone  [4/26/21 8:57:32 AM 472621 G.01:26 AM
[NTAP_MNT_RECOVER_CF | Mount Volume snd Recowsr HAN, | 4/26/21 3101:28 AM 4221 5.09.49 AM
Post I’.hnsz | [ [
[LALERTCONFIGIMP {HDB  Impont Chack Thrasholds . 4/26/219,10:49 AM ARER 81051 AM oo
| &l IEFNSFRF [APHIKFY: Nelate contant of & W/ORET G102 A &AM 9 NAd AM wnnn?

SAP HANA system refresh with LSC, AzAcSnap, and Azure
NetApp Files

Using Azure NetApp Files for SAP HANA, Oracle, and DB2 on Azure provides customers
with the advanced data management and data protection features of NetApp ONTAP with
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the native Microsoft Azure NetApp Files service. AzAcSnap is the foundation for very fast
SAP system refresh operations to create application-consistent NetApp Snapshot copies
of SAP HANA and Oracle systems (DB2 is not currently supported by AzAcSnap).

Snapshot copy backups, which are created either on-demand or on a regular basis as part of the backup
strategy, can then be efficiently cloned to new volumes and used to quickly refresh target systems. AzAcSnap
provides the workflows necessary to create backups and clone them to new volumes, while Libelle
SystemCopy performs the pre- and post-processing steps necessary for a full end-to-end system refresh.

In this chapter, we describe an automated SAP system refresh using AzAcSnap and Libelle SystemCopy using
SAP HANA as the underlying database. Because AzAcSnap is also available for Oracle, the same procedure
can also be implemented using AzAcSnap for Oracle. Other databases might be supported by AzAcSnap in
the future, which would then enable system copy operations for those databases with LSC and AzAcSnap.

The following figure shows a typical high-level workflow of an SAP system refresh lifecycle with AzAcSnap and
LSC:

* A one-time, initial installation and preparation of the target system.

» SAP preprocessing operations performed by LSC.

» Restoring (or cloning) an existing Snapshot copy of the source system to the target system performed by
AzAcSnap.

* SAP post-processing operations performed by LSC.

The system can then be used as a test or QA system. When a new system refresh is requested, the workflow
restarts with step 2. Any remaining cloned volumes must be deleted manually.

Minutes

SAP

AzAcSnap post-processing

restore to new
vol workflow

Installation of the
target system.

SAP
pre-processing
- HANA database
- SAP application

EiEl

Request for SAP
System Refresh

SAP system is used
as test/QA system

- LSC Operations clone delete
- AzAcSnap Operations
- Manual Operations

workflow

17


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azacsnap-introduction

Prerequisites and limitations

The following prerequisites must be fulfilled.

AzAcSnap installed and configured for the source database

In general, there are two deployments options for AzAcSnap, as is shown in the following picture.

Customer Network and Azure Subscription

+ Y

SAP landscape vNet

AzAcSnap can runon a

separate central Linux
VM.

AzAcSnap
hdbsqg]l
client

Or can be deployed on
each individual HANA

database host.

AzAcSnap AzAcSnap 1

ANF
MgmtAPIls

L T —

..
Azure NetApp Files

AzAcSnap can be installed and run on a central Linux VM for which all DB configuration files are stored
centrally and AzAcSnap has access to all databases (through the hdbsql client) and the configured HANA
userstore keys for all these databases. With a decentralized deployment, AzAcSnap is installed individually on
each database host where typically only the DB configuration for the local database is stored. Both deployment
options are supported for LSC integration. However, we followed a hybrid approach in the lab setup for this
document. AzAcSnap was installed on a central NFS share along with all DB configuration files. This central
installation share was mounted on all VMs under /mnt/software/AZACSNAP/snapshot-tool. The
execution of the tool was then performed locally on the DB VMs.

Libelle SystemCopy installed and configured for source and target SAP system

Libelle SystemCopy deployments consist of the following components:
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Sowurce SAP System Target SAP System

Target DB
sap | = SAP
f — —
LSCServer Worker| P : > [LSC Server Master] 1
.ﬂ\. i L ¥ 3 A& *m
N
Source DB System —
h J T 4 L 4
DBECopy - DBCopy LSC LSC
(or Backup Toal) | ~ far Backup Tocl) Graphical User | | Shell interface
Interface
_ satellite P a— > -
e = I

LSC Server Worker| [ ««

L]

* LSC Master. As the name suggests, this is the master component that controls the automatic workflow of a
Libelle-based system copy.

* LSC Worker. An LSC worker usually runs on the target SAP system and executes the scripts required for
the automated system copy.

» LSC Satellite. An LSC satellite runs on a third-party system on which further scripts must be executed.
The LSC master can also fulfill the role of an LSC satellite system.

The Libelle SystemCopy (LSC) GUI must be installed on a suitable VM. In this lab setup, the LSC GUI was
installed on a separate Windows VM, but it can also run on the DB host together with the LSC worker. The LSC
worker must be installed at least on the VM of the target DB. Depending on your chosen AzAcSnap
deployment option, additional LSC worker installations might be required. You must have an LSC worker
installation on the VM where AzAcSnap is executed.

After LSC is installed, the basic configuration for the source and the target database must be performed
according to the LSC guidelines. The following images shows the configuration of the lab environment for this
document. See the next section for details about the source and the target SAP systems and databases.

@ Libelle SystemCopy 9.0.0.0.052 = O X

Setup Maoritar Administration b Ebe"e SystemCopy \’E
dnin
Configurations L PN1teQN1
~ General
~PoC
PN1toQN1 Systems

s and their roles in the configuration

Worker Source SAP Source Database Target SAP Target Database Satellite System
v

v

yrr-gjl1:9000
vmeql1:9000
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You should also configure a suitable standard task list for the SAP systems. For more details about the
installation and configuration of LSC, consult the LSC user manual that is part of the LSC installation package.

Known limitations

The AzAcSnap and LSC integration described here only works for SAP HANA single-host databases. SAP
HANA multiple-host (or scale-out) deployments can also be supported, but such deployments require a few
adjustments or enhancements to the LSC custom tasks for the copy phase and the underlaying scripts. Such
enhancements are not covered in this document.

SAP system refresh integration always uses the latest successful Snapshot copy of the source system to
perform the refresh of the target system. If you would like to use other older Snapshot copies, the
corresponding logic in the ZAZACSNAPRESTORE custom task must be adjusted. This process is out of scope
for this document.

Lab setup

The lab setup consists of a source SAP system and a target SAP system, both running on SAP HANA single-
host databases.

The following picture shows the lab setup.

PN1 -
NWABAP e— LSC master
and GUI
P01
| SAP HANA

vm-Isc-master

- |
= o sc-system-refresh.sh
p01-d;1ta-mnt66001 II. . B p01-data-rwclone
. azacsnap —

p01-log-mnt00001

ql1-log-mnt00001

qh—sharéd 7

pbi—sharédr

It contains the following systems, software versions, and Azure NetApp Files volumes:

* P01. SAP HANA 2.0 SP5 database. Source database, single host, single user tenant.

* PN1. SAP NetWeaver ABAP 7.51. Source SAP system.

* vm-p01. SLES 15 SP2 with AzAcSnap installed. Source VM hosting P01 and PN1.

* QL1. SAP HANA 2.0 SP5 database. System refresh target database, single host, single-user tenant.
* QN1. SAP NetWeaver ABAP 7.51. System refresh target SAP system.

* vim-ql1. SLES 15 SP2 with LSC worker installed. Target VM hosting QL1 and QN1.

» LSC master version 9.0.0.0.052.

* vm- Isc-master. Windows Server 2016. Hosts LSC master and LSC GUI.
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* Azure NetApp Files volumes for data, log, and shared for PO1 and QL1 mounted on the dedicated DB
hosts.

» Central Azure NetApp Files volume for scripts, AzAcSnap installation, and configuration files mounted on
all VMs.

Initial one-time preparation steps

Before the first SAP system refresh can be executed, you must integrate Azure NetApp Files Snapshot copy-
and-cloning-based storage operations executed by AzAcSnap. You must also execute an auxiliary script for
starting and stopping the database and mounting or unmounting the Azure NetApp Files volumes. All required
tasks are performed as custom tasks in LSC as part of the copy phase. The following picture shows the
custom tasks in the LSC task list.

Phase

uiD

Name

Twpe

pre o

i i g THT Tr T

TTOL . CAROTL GTIEL T TITE ST

Copy Phase

pre 77 LREVOKEEXPORT DB: Revoke the privilege EXPO.. lcmd
ore 76 LJAVACONFEXF JAVA: Backup fava config files...|cmd
pre 79 LETORPSETIOBE LTRC: Stop all replication jobs .. |lsh
L |pre 80 LSAFPSTOF SAP: Stop SAF inty
pre 81 LSTOPSAPSY STEM Stops all SAP instances (appli... |lsh

post

Post Phase

@ |copy 1 ZSCCOPYSHUTDOWN Shutdown HANA DB e
copy 2 ZECCOPYUMODUNT Unmaount data volurmes crid
copy 3 IATACESMNAPRESTORE Restore snapshat backup of so... cmd
copy 4 ZSCCOPYMOUNT Mount data valumes crnd
copy ISCCOPYRECOWER Recover target DB based on sn... cmd

post T LCANGHOBPYWD HOB : Restore the password fo...
post 2 LHDELICIMP HaMA DB License Import Ish
post 3 LALERTCONFIGIMP HDE : Impaort Check Threshald... |lsh

All five copy tasks are described here in more detail. In some of these tasks, a sample script sc-system-
refresh. sh is used to further automate the required SAP HANA database recovery operation and the mount
and unmount of the data volumes. The script uses an LSC: success message in the system output to
indicate a successful execution to LSC. Details about custom tasks and available parameters can be found in
the LSC user manual and the LSC developer guide. All tasks in this lab environment are executed on the
target DB VM.

@ The sample script is provided as is and is not supported by NetApp. You can request the script
by email to ng-sapcc@netapp.com.

Sc-system-refresh.sh configuration file

As mentioned before, an auxiliary script is used to start and stop the database, to mount and unmount the
Azure NetApp Files volumes, and to recover the SAP HANA database from a Snapshot copy. The script sc-
system-refresh. sh is stored on the central NFS share. The script requires a configuration file for each
target database that must be stored in the same folder as the script itself. The configuration file must have the
following name: sc-system-refresh-<target DB SID>.cfg (for example sc-system-refresh-
QL1.cfgqg in this lab environment). The configuration file used here uses a fixed/hard-coded source DB SID.
With a few changes, the script and the config file can be enhanced to take the source DB SID as an input
parameter.

The following parameters must be adjusted according to the specific environment:

21


mailto:ng-sapcc@netapp.com

# hdbuserstore key, which should be used to connect to the target database
KEY="QL1SYSTEM”

# single container or MDC

export PO l_HANA_DATABASE_TYPE=MULT IPLE CONTAINERS

# source tenant names { TENANT SID [, TENANT SID]* }

export POl TENANT DATABASE NAMES=P01

# cloned vol mount path

export CLONED VOLUMES MOUNT PATH= tail -2

/mnt/software/AZACSNAP/snapshot tool/logs/azacsnap-restore-azacsnap-
POl.log | grep -oe “[0-9]1*\.[0-9]1*\.[0-9]*\.[0=-9]*:/.* ™

ZSCCOPYSHUTDOWN

This task stops the target SAP HANA database. The Code section of this task contains the following text:

$ include tool (unix header.sh) $
sudo /mnt/software/scripts/sc-system-refresh/sc-system-refresh.sh shutdown
$ system(target db, id) $ > $ logfile S

The script sc-system-refresh. sh takes two parameters, the shutdown command and the DB SID, to stop
the SAP HANA database using sapcontrol. The system output is redirected to the standard LSC lodfile. As
mentioned before, an LSC: success message is used to indicate successful execution.

Task: ZSCCOPYSHUTDOWN Version: 0

Configuration Data

Main Attributes LSC:success

Cornrment

Catagory

Execution Atributes
Pararmneters

Return Codes

ZSCCOPYUMOUNT

This task unmounts the old Azure NetApp Files data volume from the target DB operating system (OS). The
code section of this task contains the following text:

$ include tool (unix header.sh) S
sudo /mnt/software/scripts/sc-system-refresh/sc-system-refresh.sh umount
$ system(target db, id) $ > $ logfile $

The same scripts as in the previous task is used. The two parameters passed are the umount command and
the DB SID.
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ZAZACSNAPRESTORE

This task runs AzAcSnap to clone the latest successful Snapshot copy of the source database to a new
volume for the target database. This operation is equivalent to a redirected restore of backup in traditional
backup environments. However, the Snapshot copy and cloning functionality enables you to perform this task
within seconds even for the largest databases, whereas, with traditional backups, this task could easily take
several hours. The code section of this task contains the following text:

$ include tool (unix header.sh) $

sudo /mnt/software/AZACSNAP/snapshot tool/azacsnap -c restore --restore
snaptovol --hanasid $ system(source db, id) S
--configfile=/mnt/software/AZACSNAP/snapshot tool/azacsnap

-S system(source db, id) $.json > § logfile S

Full documentation for the AzAcSnap command line options for the restore command can be found in the
Azure documentation here: Restore using Azure Application Consistent Snapshot tool. The call assumes that
the json DB configuration file for the source DB can be found on the central NFS share with the following
naming convention: azacsnap-<source DB SID>. json, (for example, azacsnap-P01.json in this lab
environment).

Because the output of the AzAcSnap command cannot be changed, the default LSC: success

@ message cannot be used for this task. Therefore, the string Example mount instructions
from the AzAcSnap output is used as a successful return code. In the 5.0 GA version of
AzAcSnap, this output is only generated if the cloning process was successful.

The following figure shows the AzAcSnap restore to new volume success message.

Task: ZAZACSNAPRESTORE Version: 0

Configuration Data

Iain Attributes Example mount instructions
Camment

Category
Execution Attributes

Parameters
Return Codes

ZSCCOPYMOUNT

This task mounts the new Azure NetApp Files data volume on the OS of the target DB. The code section of this
task contains the following text:

$ include tool (unix header.sh) $
sudo /mnt/software/scripts/sc-system-refresh/sc-system-refresh.sh mount
$ system(target db, id) $ > $ logfile S

The sc-system-refresh.sh script is used again, passing the mount command and the target DB SID.
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ZSCCOPYRECOVER

This task performs an SAP HANA database recovery of the system database and the tenant database based

on the restored (cloned) Snapshot copy. The recovery option used here is to specific database backup, such

as no additional logs, are applied for forward recovery. Therefore, the recovery time is very short (a few
minutes at most). The runtime of this operation is determined by the startup of the SAP HANA database that

happens automatically after the recovery process. To speed up the startup time, the throughput of the Azure

NetApp Files data volume can be increased temporarily if needed as described in this Azure documentation:
Dynamically increasing or decreasing volume quota. The code section of this task contains the following text:

$ include tool (unix header.sh) S
sudo /mnt/software/scripts/sc-system-refresh/sc-system-refresh.sh recover

$ system(target db, id) $ > $ logfile $

This script is used again with the recover command and the target DB SID.

SAP HANA system refresh operation

In this section a sample refresh operation of lab systems shows the main steps of this workflow.

Regular and on-demand Snapshot copies have been created for the PO1 source database as listed in the
backup catalog.

# Backup SYSTEMDB@FO01 (SYSTEM)

Overview | Configuration | Backup Catalog|

Backup Catalog

Database: P01

e

[[]Show Log Backups [_] Show Delta Backups

D0 000000 OODDY
&
I

.. Started

Mar 12, 2021 10:40:54 AM
Mar 12, 2021 8:00:01 AM
Mar 12, 2021 4:00:01 AM
Mar 12, 2021 12:00:02 AM
Mar 11, 2021 8:00:02 PM
Mar 11, 2021 4:00:02 PM
Mar 11, 2021 2:27:21 PM
Mar 11, 2021 12:00:03 PM
Mar 11,2021 10:38:23 AM
Mar 2, 2021 12:00:04 PM
Mar 2, 2021 9:27:03 AM
Feb 25, 2021 12.00:02 PM

Duration
00h 0Tm 03s
00h 0Tm 04s
00h 01m 04s
00h 02m 13s
00h 0Tm 05s
00h 0Tm 08s
00h 01m 03s
00h 01m 10s
00h 0Tm 04s
00h 0Tm 33s
00h 04m 13s
00h 01m 03s

Size
9.75 GB
9.75 GB
975GB
9.75GB
9.72 GB
9.72 GB
9.72GB
972GB
9.72 GB
9.72 GB
9.72GB
972GB

Backup Ty...

Data Back...
Data Back...
Data Back...
Data Back...
Data Back...
Data Back...
Data Back...
Data Back...
Data Back...
Data Back...
Data Back...
Data Back...

Destinati...
Snapshot
Snapshot
Snapshot
Snapshot
Snapshot
Snapshot
Snapshot
Snapshot
Snapshot
Snapshot
Snapshot
Snapshot

Backup Details

1D:
Status:

Backup Type:

Destination Type:

Started:
Finished:
Duration:
Size:

Throughput:

System ID:
Comment:

Additional Information:

1615545654786

Successful
Data Backup
Snapshot

Last Update:10:42:07 AM " |

Mar 12, 2021 10:40:54 AM (UTC)
Mar 12, 2021 10:41:58 AM {UTC)

00h 0Tm 03s
9.75 GB

na.

Snapshot prefix: hourly
Tools version: 5.0 Preview (20201214.65524)

<ok

Location: ‘ /hana/data/P01/mnt00001/

t Service Size Name S EBID

p01 indexserver 956 GB hdb00003.0.. v hourly_2021-03-12T104054-4046416Z
p01 xsengine 192,11 .. hdb00002.0.. v hourly_2021-03-12T104054-40464167

For the refresh operation, the latest backup from March 12th was used. In the backup details section, the
external backup ID (EBID) for this backup is listed. This is the Snapshot copy name of the corresponding
Snapshot copy backup on the Azure NetApp Files data volume as shown in the following picture.

24

| By

~


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-performance-considerations

t-EastUS > p01-data-mnt00001 (mcScott-EastUS/mcScott-Premium/p01-data-mnt00001) 7
(mcScott-EastUS/mcScott-Premium/p01-data-mnt00001) | ... - X 1615545654786
Successful
Data Backup
~+ add snapshot O Refresh Snapshot
~ Mar 12, 2021 10:40:54 AM (UTC)
|/r:; bEar(h snapshots Mar 12, 2021 10:41:58 AM (UTC)
00h 01m 03s
Name T4 Location T, Created Ty 975 GB
e na
..(\94 hourly_2021-02-25T120001-8350005Z East US 02/25/2021, 11:59:37 AM it
E@j offline-20210226 East US 02/26/2021, 01:09:40 PM i Snapshot prefix: hourly
e Tools version: 5.0 Preview (20201214.65524)
.@ hourly__2021-03-02T092702-8909509Z East US 03/02/2021, 09:27:20 AM e :
< ation: | <ok ‘
:@j hourly_ 2021-03-02T120003-4067821Z East US 03/02/2021, 11:59:38 AM ne
o /hana/data/P01/mnt00001/
£~94 hourly_ 2021-03-11T103823-2185089Z East US 03/11/2021, 10:37:55 AM .
E:L): hourly_ 2021-03-11T120003-0695010Z East US 03/11/2021, 11:59:23 AM i e Size Name S EBID
Iy N e PO SIATEIE o T . erver 956 GB hdb00003.0.. v hourly 2021-03-12T104054-4046416Z
s R i : s 12021, Q2:26; ine 19211... hdbO0OZO... v hourly. 2021-03-12T10407¢ 40464167
:f'L\): hourly_ 2021-03-11T160002-44580987 East US 03/11/2021, 03:59:17 PM Siis
:(}): hourly_2021-03-11T200001-8577603Z East US 03/11/2021, 07:59:17 PM WL
~
:(9: hourly_ 2021-03-12T000001-7550954Z East US 03/11/2021, 11:59:51 PM L 2E7TE 8~ 08
1(91 hourly__2021-03-12T040001-5101399Z East US 03/12/2021, 03:59:16 AM e
:(9: hourly_ 2021-03-12T080001-57427247 East US 03/12/2021, 07:59:34 AM £
m hourly_ 2021-03-12T104054-4046416Z East US 03/12/2021, 10:40:26 AM s

To start the refresh operation, select the correct configuration in the LSC GUI, and then click Start Execution.

Monitor Libelle SystemCopy

Configurations + |~ Control

PH10ONT 8 HisTORY

~ Overall Progress

pre
100%

€ Start Execution X

Execution

Check Ph:
NVIRONMENT
{LCHECKSAPKERNEL

ERPRE
SYSTEMPRE
UTION

[Read SAR systam cetting: 3 517 PM 23820 PM on 00,03
[SFPA and CEDE. Funnet sliant ranfriirstinns (9A1171 338290 DR AN AR Ol hnrant

LSC starts to execute the tasks of the Check phase followed by the configured tasks of the Pre phase.
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~ Overall Progress

The execution is curri

¥ Tasks

2
| U Haime. Start ine End time Duration Prouress

Check Phase l‘

IRONMENT Read application semer ng 110:49:42 AM 00.00:02

RNEL -ChPDkS for SAP Kemal compatibility hatwee 110:48:47 AM 000003
|LCHECKSAPCOMPONENTS Iechecks the 5 ... 3012721 10.4351 AM i } 00.00.02
.LCHECKSTMSCDNFIG -|:|I9£'k the SAP STMS configuratio . 3112/21 10:49:54 AM 00:00:03 . 0%

Run several checks for SAP tabl

eck for the login to the SAP clients is ex
d check

1: Read application server st

Run geveral batch system related che.

Checks th tian of a SAP ABAP progr

Read SAP system
C4 and SEO6 Exp
4 and SE0G! Check and change client pr

s for post fasks

fent configurations

LTOOOCHBEXP 4 and SE0G Expont client configurations.
|tBUFRESE T1 P huffers after ch w client prote. |
.\.. [2ADD messsage 1o '«J\-%AF' users |
|LsEsiERE ¢ login screen information
LETJBSUSP pend bratch jobs by executing SA
|LUsERE: v Administration tables
LETJBEXP tant of Batch Johs tables
LETE £ 1ot 1ables for the STMS job for autamatic

As the last step of the Pre phase, the target SAP system is stopped. In the following Copy phase, the steps
described in the previous section are executed. First, the target SAP HANA database is stopped, and the old
Azure NetApp Files volume is unmounted from the OS.

€ Display Task x

Tagk: ZSCCOPYSHUTDOWN Version: 0
Configuration Data

Iain Attributes

Comrment 202103121054384# fvn-ql1###sc-systen-refresh. sh: Stopping HANA datahase.

Category 20210312105436##¢vu-ql 1 ###ac-systen-refresh. sh: sapcontrol -nre®0 -fimetion StopSysten HDB
Execution Attributes 20210312105438#§#vu-qll##fsc-systen-refresh. sh: Wait until SAP HANA databasze is stopped ....
20210312105438#F#vm~-ql 1 ##4sc-sysven-refresh.sh: Sratus: GREEN
20210312105448###vu-qll###sc-systen-refresh. sh: Status: GREEN
20210312105458##8vm-qll##ssc-systen-refresh. sh: Status: GREEN

Cade 20210312105508#4 #vn-qll##¥ac-aysten-refresh.oh: Status: CORAY
20210312105508###vn-qll##s#sc-system-refresh. sh: SAP HANA database is stopped.
20210312105508###vu-gll###sc-systen-refresh. sh: LIC:success

Parameters
Return Codes

Execution Data

Statistics

2021-02-25 1240524
2021-02-25 130328
2021-03-02_08-56-30
2021-03-02_11-53-49
2021-03-11_10-53-43
2021-03-11_11-21-38
2021-03-11_11-42-47
2021-03-11_11-51-14
2021-03-11_14-37-16
202103-12_1049-18

The ZAZACSNAPRESTORE task then creates a new volume as a clone from the existing Snapshot copy of
the P01 system. The following two pictures show the logs of the task in the LSC GUI and the cloned Azure
NetApp Files volume in the Azure portal.
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STOF HISTORY
€ Display Task x
(o)

Task: ZAZACSNAPRESTORE Version: 0

Configuration Data

1 b Filz; i0ro:
hain Attributes
Camment

Category This build [20201214.65524) is 88 days old.
Execution Attributes
Parameters

Return Codes

Code

PREVIEWS ARE PROVIDED "AS-I3," "WITH ALL FAULTS,” AND "AS AVAILABLE,” AND
AFE EXCLUDED FROM THE SERVICE LEVEL AGREEMENTS AND LIMITED WARRANTY
httpa: //azure.nicrosoft. com/en—us/support/legal /previev-supplenental-terns,

Erecution Dot Checking state of ANF uolumes for SID 'BOL! ) )
Example mount instructions: sude mount -t nfs -o rw hard,rsize=1046576,wsize=1046576,vers=3,tcp 10.1.8.5: /p0l-data-unt00001l-rwclone-20210312-1056 J/mnt/p0l
Statistics
2021-02-25 12-05-24
2021-02-25_13-02-28
2021-03-02_08-56-30
2021-03-02 11-53-48
2021-03-11_10-53-48
2021-03-11_11:21-38
2021-03-11_11-42-47
2021-03-11_11-51-14
2021-03-11_14-37-16
20210312 10-49-18

© Hit0of0

Volumes « = pO1-data-mnt00001-rwclong-20210312-1056 (mcScott-EastUS/mcSco...

Volume

[\

« -+ Add volume ‘)3 Search (Ctrl+/) | « EG\ Resize / Edit @] Delete

= . - .
S Overview Essentials

|/C’ Search volumes

Rescurce group Capacity peol

H Activity lo
Name & = rg-mcscott mcScott-Premium
=] : - pR Access control (IAM) Mount path Protocol type
& Nana-dis Py 10.1.8.5:/p01-data-mnt00001-rwclone-20210... NFSvA.1
ags
p01-data-mnt00001 Subscription Lbeation
. Pay-As-You-Go East US
pO1-data-mnt00001-rwclone-20210, Settings

p01-log-mnt00001
p01-shared
q01-data-mnt00001
q01-log-mnt00001
q01-shared
gb1-hana-data

gb1-hana-log

1| gl | ol il il il | g1 gl il il

fll Properties

E] Locks

Storage service

@ Mount instructions
El Export policy

. snapshots

|D Replication

Subscription ID
28cfc403-3f6-4b07-9847-42b161092870
Quota

500 GiB

Throughput MiB/s

32

Virtual netwerk/subnet
mecScott-SAP-vnet/ANF.sn

Service level

Premium

Hide snapshot path

No

Security Style

Unix

Kerberos

Disabled

Encryption key source
Microsoft Managed Key

This new volume is then mounted on the target DB host and the system database and the tenant database are
recovered using the containing Snapshot copy. After successful recovery, the SAP HANA database is started
automatically. This startup of the SAP HANA database occupies most of the time of the Copy phase. The
remaining steps typically finish in a few seconds to a few minutes, regardless of the size of the database. The
following picture shows how the system database is recovered using SAP- provided python recovery scripts.
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Task: ZSCCOPYRECOVER Version: 0

Configuration Data

b File i01rl
Ilain Attributes

Cornrnent

20210312105735###vn-glléddsc-systen-refresh. sh: RBecover system database.

Category 202103121057354§fvn-ql14#§#zc-systen-refresh. sh: Jfusr/sap/0L1/HDB20/exe,/Python/bin/python fust/sap/QL1HDB20/exs/python_support/recoversys.py —-command "R
Execution Attributes [140435354936256, 0.006] > starting recoverdys (at Fri Mar 12 10:57:35 2021)

e [140435384936256, 0.006] args: ()

[140435384936256, 0.006] keys: {'command': 'RECOVER DATA USING SNAPSHOT CLEAR LOG'}

using logfile fuse/fsap/QLL/HDBZ0/vm-gll/trace /backup. log

Cade recoverSys started: ===2021-03-12 10:57:35 ==

Return Codes

testing master: vm-gll
vm-gll is master
Statistics shutdown database, timeout is 120
20210225 1206524 s
- stop system on: vm-gll
20210225 1309-28 stopping system: 2021-03-12 10:57:36
2021-03-02 08-56-30 stopped system: 20Z1-03-12 10:57:36
20210302 11-53-49 creating file recowerInstance. =gl
o restart. datahase
DG LeStart master nameserver: 2Z02Z1-03-12 10:57:41
202105311 _11-21-36 start system: vm-gll
2021-03-11_11-42-47 sapcontrol parameter: ['-function', 'Start']
2021-03-11_11-51-14 sepoontrol returned suocessfully: )
20010311 14-37-16 2021-03-12T10:58:12+00:00 PO0L4499 1782615d480 INFO RE_CUVER]}REEUVER DATA finished successfully

20210312 104918

Execution Data

_DIRDEL |05 | Delete contents of wark directory of SA.. 312721 11:00:22 A 312021 11:00:23 AM o001

After the Copy phase, LSC continues with all the defined steps of the Post phase. When the System Refresh
process finishes completely, the target system is up and running again and fully usable. With this lab system,
the total runtime for the SAP system refresh was roughly 25 minutes, of which the Copy phase consumed just
under 5 minutes.

~ Overall Progress

The execution has finished.

x| I

Hame | Start time: Endlime Prouress
[LSP12CLN |SP12 TemSe check inconsistencies 31221 11026.AM 12721 11:10:28 AM 00:00:01
B10EL SEB1 Delete Login Screen Information [n21 11 10:29 AM A2R21 11:10:91 AM 000002
51000 SEB1. bodiy SAR lagn scresn nformation. 31221 111032 AV 21 111032 AM L]

SEGT Restore Login Screen Information 3M2721 11.10:33 AM 421 11:10:35 AM 000002

SE38) Change variants for the ABAP rapor . (311221 11,1036 AM 301221 11,1038 A o002 [

St f ransactional RFC 13A2/721 11,10:38 AM BAZZ21 1110042 AM no0-00:03 R |
[BDS4 Delste content of RFC Destination of . (#1221 111043 AM 1110045 Al ooz

BOS4" Import clisnt sattings 21 111046 A 1o ] 00:00:01 . ]

[Refiesh the table huflrs for the tables impar (312721 11.10.48,/AM 111050 AN
WEZD and WEZ1: Delete contents of Dl an. | 10:51 2 221 11:10:53 A
 LEmiaLEcLIMP \WEZ0 ‘and WEZ1: Import contents of EDI an... [312/21 11.10:54 AM 111055 AM looooo |
|LEDIALECLIRESET {able buffer for ED) and ALE client dep._ (31221 1.10.56 AM 131221 111057 AM looo0.02
and WE21, Delete contents of EDlan. 3221 110,58 AM far2a1 111,01 A lnoom | ——————————
1- Iimpart cantents of EDIan_ 31221 11101 Abd 131221 1111 14 AM oo 14 | ]
EDIALEINDRESET 116 AM ! HATA7 AM o001 | ———————
1RESET 1:19 AM [3ri221 111120 am loo.o0:03 . |
TOOORGIME 1SECA Import log 1121 4M lBA2E 111 22 A0 o n) | ——————
‘Rl—ﬂ-‘\ SAP hum;. er changing client prote  [3/12/21 11 11 23 AM V"-.’m;’ﬂ 11:11:25 A :ﬂﬂ nooz |
|[CUABEL [CUA : Gentral User Admmistration table delets 312721 11.11.26 AM 11521 1111 28 A0 logion.03 |
|Lcuame CUA - Central User Adrministration table import (412021 111129 AM 31221 11:11,30 AM Tl _—--
|CcuAResET Resel table bulfer for Central User Administta, (311221 111131 AN 132021 11:11:33 AM o002 |
|BTIBREL |SE38 Release batch jobs by executing SAP. [3/12/21 1111-34 AM BN221 11130 A lono0.04

Where to find additional information and version history

To learn more about the information that is described in this document, review the
following documents and/or websites:

* NetApp Product Documentation

https://docs.netapp.com
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Version history

Version

Version 1.0

Date
April 2022

Document Version History

Initial release.
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