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Backup, Restore and Disaster Recovery

SAP HANA on Amazon FSx for NetApp ONTAP - Backup
and recovery with SnapCenter

TR-4926: SAP HANA on Amazon FSx for NetApp ONTAP - Backup and recovery
with SnapCenter

Nils Bauer, NetApp

This technical report provides best practices for SAP HANA data protection on Amazon FSx for NetApp
ONTAP and NetApp SnapCenter. This document covers SnapCenter concepts, configuration
recommendations, and operation workflows, including configuration, backup operations, and restore and
recovery operations.

Companies today require continuous, uninterrupted availability for their SAP applications. They expect
consistent performance levels in the face of ever-increasing volumes of data and the need for routine
maintenance tasks, such as system backups. Performing backups of SAP databases is a critical task and can
have a significant performance impact on the production SAP system.

Backup windows are shrinking while the amount of data to be backed up is increasing. Therefore, it is difficult
to find a time when you can perform backups with minimal effect on business processes. The time needed to
restore and recover SAP systems is a concern because downtime for SAP production and nonproduction
systems must be minimized to reduce cost to the business.

Backup and recovery using Amazon FSx for ONTAP
You can use NetApp Snapshot technology to create database backups in minutes.

The time needed to create a Snapshot copy is independent of the size of the database because a Snapshot
copy does not move any physical data blocks on the storage platform. In addition, the use of Snapshot
technology has no performance effect on the live SAP system. Therefore, you can schedule the creation of
Snapshot copies without considering peak dialog or batch activity periods. SAP and NetApp customers
typically schedule multiple online Snapshot backups during the day; for example, every six hours is common.
These Snapshot backups are typically kept for three to five days on the primary storage system before being
removed or tiered to cheaper storage for long term retention.

Snapshot copies also provide key advantages for restore and recovery operations. NetApp SnapRestore
technology enables the restoration of an entire database or, alternatively, just a portion of a database to any
point in time, based on the currently available Snapshot copies. Such restore processes are finished in a few
seconds, independent of the size of the database. Because several online Snapshot backups can be created
during the day, the time needed for the recovery process is significantly reduced relative to a traditional once
per day backup approach. Because you can perform a restore with a Snapshot copy that is at most only a few
hours old (rather than up to 24 hours), fewer transaction logs must be applied during forward recovery.
Therefore, the RTO is reduced to several minutes rather than the several hours required for conventional
streaming backups.

Snapshot copy backups are stored on the same disk system as the active online data. Therefore, NetApp
recommends using Snapshot copy backups as a supplement rather than a replacement for backups to a
secondary location. Most restore and recovery actions are managed by using SnapRestore on the primary
storage system. Restores from a secondary location are only necessary if the primary storage system
containing the Snapshot copies is damaged. You can also use the secondary location if it is necessary to



restore a backup that is no longer available on the primary location.

A backup to a secondary location is based on Snapshot copies created on the primary storage. Therefore, the
data is read directly from the primary storage system without generating load on the SAP database server. The
primary storage communicates directly with the secondary storage and replicates the backup data to the
destination by using the NetApp SnapVault feature.

SnapVault offers significant advantages when compared to traditional backups. After an initial data transfer, in
which all data has been transferred from the source to the destination, all subsequent backups copy only move
the changed blocks to the secondary storage. Therefore, the load on the primary storage system and the time
needed for a full backup are significantly reduced. Because SnapVault stores only the changed blocks at the
destination, any additional full database backups consume significantly less disk space.

Runtime of Snapshot backup and restore operations

The following figure shows a customer’s HANA Studio using Snapshot backup operations. The image shows
that the HANA database (approximately 4TB in size) is backed up in 1 minute and 20 seconds by using
Snapshot backup technology and more than 4 hours with a file-based backup operation.

The largest part of the overall backup workflow runtime is the time needed to execute the HANA backup save
point operation, and this step is dependent on the load on the HANA database. The storage Snapshot backup
itself always finishes in a couple of seconds.
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Recovery time objective comparison

This section provides a recovery time objective (RTO) comparison of file-based and storage-based Snapshot
backups. The RTO is defined by the sum of the time needed to restore, recover, and then start the database.

Time needed to restore database

With a file-based backup, the restore time depends on the size of the database and backup infrastructure,
which defines the restore speed in megabytes per second. For example, if the infrastructure supports a restore
operation at a speed of 250MBps, it takes approximately 4.5 hours to restore a database 4TB in size on the
persistence.

With storage Snapshot copy backups, the restore time is independent of the size of the database and is always
in the range of a couple of seconds.



Time needed to start database

The database start time depends on the size of the database and the time needed to load the data into
memory. In the following examples, it is assumed that the data can be loaded with 1000MBps. Loading 4TB
into memory takes around 1hour and 10 minutes. The start time is the same for a file-based and Snapshot
based restore and recovery operations.

Time needed to recover database

The recovery time depends on the number of logs that must be applied after the restore. This number is
determined by the frequency at which data backups are taken.

With file-based data backups, the backup schedule is typically once per day. A higher backup frequency is
normally not possible, because the backup degrades production performance. Therefore, in the worst case, all
the logs that were written during the day must be applied during forward recovery.

Snapshot backups are typically scheduled with a higher frequency because they do not influence the
performance of the SAP HANA database. For example, if Snapshot backups are scheduled every six hours,
the recovery time would be, in the worst case, one-fourth of the recovery time for a file-based backup (6 hours /
24 hours = .25).

The following figure shows a comparison of restore and recovery operations with a daily file-based backup and
Snapshot backups with different schedules.

The first two bars show that even with a single Snapshot backup per day, the restore and recovery is reduced
to 43% due to the speed of the restore operation from a Snapshot backup. If multiple Snapshot backups per
day are created, the runtime can be reduced further because less logs need to be applied during forward
recovery.

The following figure also shows that four to six Snapshot backups per day makes the most sense, because a
higher frequency does not have a big influence on the overall runtime anymore.
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Use cases and values of accelerated backup and cloning operations

Executing backups is a critical part of any data protection strategy. Backups are scheduled on a regular basis
to ensure that you can recover from system failures. This is the most obvious use case, but there are also
other SAP lifecycle management tasks, where accelerating backup and recovery operations is crucial.

SAP HANA system upgrade is an example of where an on-demand backup before the upgrade and a possible
restore operation if the upgrade fails has a significant impact on the overall planned downtime. With the
example of a 4TB database, you can reduce the planned downtime by 8 hours by using the Snapshot-based
backup and restore operations.

Another use case example would be a typical test cycle, where testing must be done over multiple iterations
with different data sets or parameters. When leveraging the fast backup and restore operations, you can easily
create save points within your test cycle and reset the system to any of these previous save points if a test fails
or needs to be repeated. This enables testing to finish earlier or enables more testing at the same time and
improves test results.

Use Cases for Backup and Recovery
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When Snapshot backups have been implemented, they can be used to address multiple other use cases,
which require copies of a HANA database. With FSx for ONTAP, you can create a new volume based on the
content of any available Snapshot backup. The runtime of this operation is a few seconds, independent of the
size of the volume.

The most popular use case is the SAP System Refresh, where data from the production system needs to be
copied to the test or QA system. By leveraging the FSx for ONTAP cloning feature, you can provision the
volume for the test system from any Snapshot copy of the production system in a matter of seconds. The new
volume then must be attached to the test system and the HANA database recovered.

The second use case is the creation of a repair system, which is used to address a logical corruption in the
production system. In this case, an older Snapshot backup of the production system is used to start a repair
system, which is an identical clone of the production system with the data before the corruption occurred. The
repair system is then used to analyze the problem and export the required data before it was corrupted.

The last use case is the ability to run a disaster recover failover test without stopping the replication and
therefore without influencing RTO and recovery point objective (RPO) of the disaster recovery setup. When



FSx for ONTAP NetApp SnapMirror replication is used to replicate the data to the disaster recovery site, the
production Snapshot backups are available at the disaster recovery site as well and can then be used to create
a new volume for disaster recover testing.

Use Cases for Cloning Operations
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SnapCenter architecture

SnapCenter is a unified, scalable platform for application-consistent data protection.
SnapCenter provides centralized control and oversight, while delegating the ability for
users to manage application-specific backup, restore, and clone jobs. With SnapCenter,
database and storage administrators learn a single tool to manage backup, restore, and
cloning operations for a variety of applications and databases.

SnapCenter manages data across endpoints in the data fabric powered by NetApp. You can use SnapCenter
to replicate data between on-premises environments; between on-premises environments and the cloud; and
between private, hybrid, or public clouds.

SnapCenter components

SnapCenter includes the SnapCenter Server, the SnapCenter Plug-In Package for Windows, and the
SnapCenter Plug-In Package for Linux. Each package contains plug-ins to SnapCenter for various applications
and infrastructure components.
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SnapCenter SAP HANA backup solution

The SnapCenter backup solution for SAP HANA covers the following areas:

» Backup operations, scheduling, and retention management
o SAP HANA data backup with storage-based Snapshot copies
° Non-data volume backup with storage-based Snapshot copies (for example, /hana/shared)
o Database block integrity checks using a file-based backup
> Replication to an off-site backup or disaster recovery location

» Housekeeping of the SAP HANA backup catalog
o For HANA data backups (Snapshot and file-based)
o For HANA log backups

* Restore and recovery operations
o Automated restore and recovery
o Single tenant restore operations for SAP HANA (MDC) systems

Database data file backups are executed by SnapCenter in combination with the plug-in for SAP HANA. The

plug-in triggers the SAP HANA database backup save point so that the Snapshot copies, which are created on
the primary storage system, are based on a consistent image of the SAP HANA database.

SnapCenter enables the replication of consistent database images to an off-site backup or disaster recovery
location by using SnapVault or the SnapMirror feature. Typically, different retention policies are defined for
backups at primary and at the off-site backup storage. SnapCenter handles the retention at primary storage,
and ONTAP handles the retention at the off-site backup storage.

To allow a complete backup of all SAP HANA-related resources, SnapCenter also enables you to back up all
non-data volumes by using the SAP HANA plug-in with storage-based Snapshot copies. You can schedule
non-data volumes independently from the database data backup to enable individual retention and protection
policies.

SAP recommends combining storage-based Snapshot backups with a weekly file-based backup to execute a



block integrity check. You can execute the block integrity check from within SnapCenter. Based on your
configured retention policies, SnapCenter manages the housekeeping of data file backups at the primary
storage, log file backups, and the SAP HANA backup catalog.

SnapCenter handles the retention at primary storage, while FSx for ONTAP manages secondary backup
retention.

The following figure shows an overview of the SnapCenter backup and retention management operations.
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When executing a storage-based Snapshot backup of the SAP HANA database, SnapCenter performs the
following tasks:

v

Creates an SAP HANA backup save point to create a consistent image on the persistence layer.
Creates a storage-based Snapshot copy of the data volume.

Registers the storage- based Snapshot back up in the SAP HANA backup catalog.

Releases the SAP HANA backup save point.

Executes a SnapVault or SnapMirror update for the data volume, if configured.

Deletes storage Snapshot copies at the primary storage based on the defined retention policies.

N o g M W DN~

Deletes SAP HANA backup catalog entries if the backups do not exist anymore at the primary or off-site
backup storage.

8. Whenever a backup has been deleted based on the retention policy or manually, SnapCenter also deletes
all log backups that are older than the oldest data backup. Log backups are deleted on the file system and
in the SAP HANA backup catalog.

Scope of this document

This document describes the most common SnapCenter configuration option for an SAP HANA MDC single
host system with a single tenant on FSx for ONTAP. Other configuration options are possible and, in some



cases, required for specific SAP HANA systems, for example, for a multiple host system. For a detailed
description about other configuration options, see SnapCenter concepts and best practices (netapp.com).

In this document, we use the Amazon Web Services (AWS) console and the FSx for ONTAP CLI to execute
the required configuration steps on the storage layer. You can also use NetApp Cloud Manager to manage FSx
for ONTAP, but this is out of scope for this document. For information about using NetApp Cloud Manager for
FSx for ONTAP, see Learn about Amazon FSx for ONTAP (netapp.com).

Data protection strategy

The following figure shows a typical backup architecture for SAP HANA on FSx for ONTAP. The HANA system
is located in the AWS availability zone 1 and is using an FSx for ONTAP file system within the same availability
zone. Snapshot backup operations are executed for the data and the shared volume of the HANA database. In
addition to the local Snapshot backups, which are kept for 3-5 days, backups are also replicated to an offsite
storage for longer term retention. The offsite backup storage is a second FSx for ONTAP file system located in
a different AWS availability zone. Backups of the HANA data and shared volume are replicated with SnapVault
to the second FSx for ONTAP file system and are kept for 2-3 weeks.

AWS Availability Zone 1 AWS Availability Zone 2
ETHANA SnapCenter
SVM 1 SVM 2 SVM 3 SVM 1
SnapVault

Log Data

Backup
BEIE] II.
Retention: 2-4 weeks
_‘@:D— Backup
Shared II.

FSxN

Retention: 3-5 days

FSxN

Before configuring SnapCenter, the data protection strategy must be defined based on the RTO and RPO
requirements of the various SAP systems.

A common approach is to define system types such as production, development, test, or sandbox systems. All
SAP systems of the same system type typically have the same data protection parameters.

The following parameters must be defined:

* How often should a Snapshot backup be executed?
* How long should Snapshot copy backups be kept on the primary storage system?
* How often should a block integrity check be executed?
« Should the primary backups be replicated to an off-site backup site?
* How long should the backups be kept at the off-site backup storage?
The following table shows an example of data protection parameters for the system types: production,

development, and test. For the production system, a high backup frequency has been defined, and the
backups are replicated to an off-site backup site once per day. The test systems have lower requirements and


https://docs.netapp.com/us-en/netapp-solutions-sap/backup/saphana-br-scs-snapcenter-concepts-and-best-practices.html
https://docs.netapp.com/us-en/occm/concept_fsx_aws.html

no replication of the backups.

Parameters

Backup frequency
Primary retention
Block integrity check

Replication to off-site
backup site

Off-site backup retention

Production systems
Every 6 hours

3 days

Once per week

Once per day

2 weeks

Development systems
Every 6 hours

3 days

Once per week

Once per day

2 weeks

Test systems
Every 6 hours
3 days

No

No

Not applicable

The following table shows the policies that must be configured for the data protection parameters.

Parameters

Backup type
Schedule frequency
Primary retention

SnapVault replication

Policy LocalSnap

Snapshot based
Hourly

Count =12

No

Policy
LocalSnapAndSnapVaul
t

Snapshot based
Daily
Count=3

Yes

Policy
BlockintegrityCheck

File based
Weekly

Count =1

Not applicable

The policy LocalSnapshot is used for the production, development, and test systems to cover the local
Snapshot backups with a retention of two days.

In the resource protection configuration, the schedule is defined differently for the system types:

* Production: Schedule every 4 hours.

» Development: Schedule every 4 hours.

» Test: Schedule every 4 hours.

The policy LocalSnapAndSnapVault is used for the production and development systems to cover the daily
replication to the off-site backup storage.

In the resource protection configuration, the schedule is defined for production and development:

* Production: Schedule every day.

* Development: Schedule every day.The policy BlockIntegrityCheck is used for the production and
development systems to cover the weekly block integrity check by using a file-based backup.

In the resource protection configuration, the schedule is defined for production and development:

* Production: Schedule every week.

* Development: Schedule every week.

For each individual SAP HANA database that uses the off-site backup policy, you must configure a protection
relationship on the storage layer. The protection relationship defines which volumes are replicated and the

retention of backups at the off-site backup storage.



With the following example, for each production and development system, a retention of two weeks is defined
at the off-site backup storage.

In this example, protection policies and retention for SAP HANA database resources and non- data volume
resources are not different.

Example lab setup
The following lab setup was used as an example configuration for the rest of this document.

HANA system PFX:

 Single host MDC system with a single tenant
* HANA 2.0 SPS 6 revision 60
» SLES for SAP 15SP3

SnapCenter:

* Version 4.6

* HANA and Linux plug-in deployed on a HANA database host
FSx for ONTAP file systems:

» Two FSx for ONTAP file systems with a single storage virtual machine (SVM)
« Each FSx for ONTAP system in a different AWS availability zone
* HANA data volume replicated to the second FSx for ONTAP file system

AWS Availability Zone 1 AWS Availability Zone 2
hana-1 HYHANA SnapCenter
PFX - single host
MDC single tenant -
HANA plug-in
=
SVM: sapcc-hana-svm SVM: sapcc-backup-target-zone5
SnapVault

~ Backup
158 % ‘g] g Data II.
Log
Backup

FSxN FSxN

SnapCenter configuration

You must perform the steps in this section for base SnapCenter configuration and the
protection of the HANA resource.
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Overview configuration steps

You must perform the following steps for base SnapCenter configuration and the protection of the HANA
resource. Each step is described in detail in the following chapters.

1.

Configure SAP HANA backup user and hdbuserstore key. Used to access the HANA database with the
hdbsql client.

Configure storage in SnapCenter. Credentials to access the FSx for ONTAP SVMs from SnapCenter

Configure credentials for plug-in deployment. Used to automatically deploy and install the required
SnapCenter plug-ins on the HANA database host.

Add HANA host to SnapCenter. Deploys and installs the required SnapCenter plug-ins.

Configure policies. Defines the backup operation type (Snapshot, file), retentions, as well asoptional
Snapshot backup replication.

Configure HANA resource protection. Provide hdbuserstore key and attach policies and schedules to the

HANA resource.

SAP HANA backup user and hdbuserstore configuration

NetApp recommends configuring a dedicated database user in the HANA database to run the backup

operations with SnapCenter. In the second step, an SAP HANA user store key is configured for this backup

user, and this user store key is used in the configuration of the SnapCenter SAP HANA plug-in.

The following figure shows the SAP HANA Studio through which you can create the backup user

The required privileges are changed with the HANA 2.0 SPS5 release: backup admin, catalog read, database
backup admin, and database recovery operator. For earlier releases, backup admin and catalog read are
sufficient.

For an SAP HANA MDC system, you must create the user in the system database because all backup
commands for the system and the tenant databases are executed by using the system database.

11
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The following command is used for the user store configuration with the <sid>adm user:

hdbuserstore set <key> <host>:<port> <database user> <password>

SnapCenter uses the <sid>adm user to communicate with the HANA database. Therefore, you must configure
the user store key by using the <’sid>adm’ user on the database host. Typically, the SAP HANA hdbsq| client
software is installed together with the database server installation. If this is not the case, you must install the
hdbclient first.

In an SAP HANA MDC setup, port 3<instanceNo>13 is the standard port for SQL access to the system
database and must be used in the hdbuserstore configuration.

For an SAP HANA multiple-host setup, you must configure user store keys for all hosts. SnapCenter tries to
connect to the database by using each of the provided keys and can therefore operate independently of a
failover of an SAP HANA service to a different host. In our lab setup, we configured a user store key for the
user pfxadm for our system PFX, which is a single host HANA MDC system with a single tenant.

pfxadm@hana-1:/usr/sap/PFX/home> hdbuserstore set PFXKEY hana-1:30013
SNAPCENTER <password>
Operation succeed.
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pfxadm@hana-1:/usr/sap/PFX/home> hdbuserstore list

DATA FILE : /usr/sap/PFX/home/.hdb/hana-1/SSFS_HDB.DAT
KEY FILE : /usr/sap/PFX/home/.hdb/hana-1/SSFS_HDB.KEY
ACTIVE RECORDS : 7

DELETED RECORDS : 0
KEY PEFXKEY
ENV : hana-1:30013
USER: SNAPCENTER
KEY PEFXSAPDBCTRL
ENV : hana-1:30013
USER: SAPDBCTRL
Operation succeed.

You can check the access to the HANA system database that uses the key with the hdbsgl command.

pfxadm@hana-1:/usr/sap/PFX/home> hdbsgl -U PFXKEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands

\g to quit
hdbsgl SYSTEMDB=>

Configure storage

Follow these steps to configure storage in SnapCenter.

1.

In the SnapCenter Ul, select Storage Systems.

M NetApp SnapCenter® ~  Lscadmin  SnapCenterAdmin @ Sign Out

Status  GetStarted

Last refreshed: 02/21/2022 03:15 PM

RECENTJOB ACTVITIES @ ALERTS @ LATEST PROTECTION SUMMARY €

© 0 crital 0 Warning Secondary
Primary

R 6 O
i

I
£
L

© PrimarySnapshots  ® Secondary Snapshots Primary Storage

CONFIGURATION @

B 0 hosss ®o ®o ®o0 € 0w

You can select the storage system type, which can be ONTAP SVMs or ONTAP Clusters. In the following
example, SVM management is selected.
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n  WsignOut

M NetApp SnapCenter®
ONTAP storage

<

e |ENEEE ~ [ searcnby

ONTAP Storage Connections

Dashboard

Resources

6 Q

Monitor Name JE Cluster Name. User Name Platform Controller License

There is no match for your search or data Is not avallable.

R

= I
g

2
4
i

i
£
@

. To add a storage system and provide the required host name and credentials, click New.

The SVM user is not required to be the vsadmin user, as shown in the following figure. Typically, a user is
configured on the SVM and assigned the required permissions to execute backup and restore operations.
For information about required privileges, see SnapCenter Installation Guide in the section titled “Minimum
ONTARP privileges required”.

M NetApp SnapCenter®

Add Storage System

Add Storage System @

ONTAP Storage Connections

= Send AutoSupport noficaton to storage system

g Shaptentar Sarver evens tssiog

£ More Options : Platform, Protocol, Preferred IP etc.

3. To configure the storage platform, click More Options.

14

Select All Flash FAS as the storage system to ensure that the license, which is part of FSx for ONTAP, is
available for SnapCenter.

More Options X
Platform | All Flash FAS - (J Secondary @
Protocol HTTPS -
Port 443
Timeout 60 secands [ ]

J Preferred IP

The SVM sapcc-hana-svm is now configured in SnapCenter.


http://docs.netapp.com/ocsc-43/index.jsp?topic=%2Fcom.netapp.doc.ocsc-isg%2Fhome.html

I NetApp SnapCenter®
ONTAP Storage

H oswors U

@ Resources ONTAP Storage Connections
om

£ Monitor (] Name [ER Cluster Name User Name Platform Controller License

] sapechanasim 198.19.255.0 vsadmin aFF v

Create credentials for plugin deployment

To enable SnapCenter to deploy the required plug-ins on the HANA hosts, you must configure user credentials.

1. Go to Settings, select Credentials, and click New.

I NetApp SnapCenter®

Global Settings  Policles sersandAccess  Roles  Credential  Software

<

Dashboard

Resources Credential Name Authentication Mode Details

There is no match for your search or data Is not avalable.
Monitor

RO QA

B
g
@

Storage Systems

Settings

B> R

Alerts

2. In the lab setup, we configured a new user, snapcenter, on the HANA host that is used for the plug- in
deployment. You must enable sudo prvileges, as shown in the following figure.

Credential X

Credential Name | PluginOnLinux

Authentication Mode | Linux v

Username | snapcenter i

Password TTIIII

Use sudo privileges €

15



hana-1:/etc/sudoers.d # cat /etc/sudoers.d/90-cloud-init-users
# Created by cloud-init v. 20.2-8.48.1 on Mon, 14 Feb 2022 10:36:40 +0000
# User rules for ec2-user

ec2-user ALL=(ALL) NOPASSWD:ALL

# User rules for snapcenter user

snapcenter ALL=(ALL) NOPASSWD:ALL

hana-1:/etc/sudoers.d #

Add a SAP HANA host

When adding an SAP HANA host, SnapCenter deploys the required plug-ins on the database host and
executes auto discovery operations.

The SAP HANA plug-in requires Java 64-bit version 1.8. Java must be installed on the host before the host is
added to SnapCenter.

hana-1:/etc/ssh # java -version
openjdk version "1.8.0 312"
OpenJDK Runtime Environment (IcedTea 3.21.0) (build 1.8.0 312-b07 suse-

3.61.3-x86_64)
OpenJDK 64-Bit Server VM (build 25.312-b07, mixed mode)

hana-1:/etc/ssh #

OpendDK or Oracle Java is supported with SnapCenter.
To add the SAP HANA host, follow these steps:
1. From the host tab, click Add.

I NetApp SnapCenter®
Wosts  Disks  Shares lnitatorGroups  ISCSISe

Version Overall Status

Name £ Tye System Plug-in
There is no match for your search or data is not avallable.

2. Provide host information and select the SAP HANA plug-in to be installed. Click Submit.

#5ign Out

@ = ©- sadmin  SnapCenterAdmin

X

Add Host
HostType | Linux
HostName  hana-1

Credentils | Plugnontinux BEX

Select Plug-ins to Install SnapCenter Plug-ins Package 4.6 for Linux
Oracle Database
B sapHANA
£# More Options : Port, Install Path, Custom Plug-ns.
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3. Confirm the fingerprint.

Confirm Fingerprint o

Authenticity of the host cannot be determined @@

Host name £ Fingerprint Valid

hana-1 ssh-rsa 3072 2A:98:DB:7E:58:A3:7E:51:06:79:83:C6:9D:BA:BE:69

Confirm and Submit

The installation of the HANA and the Linux plug-in starts automatically. When the installation is finished, the
status column of the host shows Configure VMware Plug-in. SnapCenter detects if the SAP HANA plug-in
is installed on a virtualized environment. This might be a VMware environment or an environment at a
public cloud provider. In this case, SnapCenter displays a warning to configure the hypervisor.

You can remove the warning message by using the following steps.

M NetApp SnapCenter® - scadmin  SnapCenterAdmin @ Sign Out

Managed Hosts sks  Shares Initiator Groups  ISCS Session

<

Resources Name 2 Type System Plugin Version Overall tatus

,,,,, nux Stand-alone UNIX,SAP HANA 16 Configure VMware plugin @

RO QA

B
1
3
¢

a. From the Settings tab, select Global Settings.

b. For the hypervisor settings, select VMs Have iSCSI Direct Attached Disks or NFS For All the Hosts and
update the settings.

M NetApp SnapCenter®
Global Settings  Policles

Global Settings

9
D Monit
@

Reports Hypervisor Settings @ .

Hosts VMs have ISCSI direct attached lsks or NFS for al the hosts

Notification Server Settings @ X

Configuration Settings @

3 v IR
£
3

Purge Jobs Settings @
Domain Settings @ -
CACertficate Settings @

Disaster Recovery @

The screen now shows the Linux plug-in and the HANA plug-in with the status Running.

17



FINetApp SnapCent

Managed Hosts  Disks roups  ISCSI Session

5 Dashboard

[— Na o Type System Plugin Version Overall Status

P . hana Linux Stand-alone UNIX, SAP HANA a6 @ Running

Configure policies

Policies are usually configured independently of the resource and can be used by multiple SAP HANA
databases.

A typical minimum configuration consists of the following policies:

* Policy for hourly backups without replication: LocalSnap.

* Policy for weekly block integrity check using a file-based backup: BlockIntegrityCheck.

The following sections describe the configuration of these policies.

Policy for Snapshot backups

Follow these steps to configure Snapshot backup policies.

3.

18

. Go to Settings > Policies and click New.

M NetApp SnapCenter® ~  ALscadmin  SnapCenterAdmin @ Sign Out

Global Settings ~ Policies
<
SAP HANA

Name Iz BackupType Schedule Type Replication

There Is no match for your search or data Is not available.

L
e
0

4 Reports

>
z
&

b i v
E
@

Enter the policy name and description. Click Next.

New SAP HANA Backup Policy *
Provide a policy name

2 Settings Policy name LocalSnap I o

3 reterition Detalls : Snapshot backup at primary volume

4 Replication

u

summary

Select backup type as Snapshot Based and select Hourly for schedule frequency.

The schedule itself is configured later with the HANA resource protection configuration.



New SAP HANA Backup Policy X
o Name Select backup settings
Backup Type ® SnapshotBased O File-Based @
3 Retention
Schedule Frequency
4 Replication Select how often you want the schedules to occur in the palicy. The specific times are set at backup job creation enabling you to
stagger your start times.
S © On demand
® Hourly
O Daily
O Weekly
O Monthly
4. Configure the retention settings for on-demand backups.
New SAP HANA Backup Policy 2
0 Name Retention settings
e el Hourly retention settings
® Total Snapshot copies to keep 7 o
O Keep Snapshot coples for 14 days
4 Replication
5 Summary
5. Configure the replication options. In this case, no SnapVault or SnapMirror update is selected.
x

New SAP HANA Backup Policy

o heme Select secondary replication options @
o Settings [ Update SnapMirror after creating a local Snapshat copy.
o Ratantion [ Update SnapVault after creating a local Snapshot copy.

Secondary policy label (1]
4 Replication
3 i)

Error retry count

5  Summary
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New SAP HANA Backup Policy x

o AR Summary
aSettlngs Policy name LocalSnap
Details Sniapshot backup at primary volume
© retention
Backup Type Snapshot Based Backup
o Replication Schedule Type Hourly

Hourly backup retention Total backup copies to retain : 7
5 Summary
Replication none

The new policy is now configured.

N NetApp SnapCenter® - scadmin ~ SnapCenterAdmin [ Sign Out

Global Settings _ Policies

<
SAP HANA

Dashboard

@  Resources
Name L BackupType Schedule Ty Replication
D Monitor 1 P TYP! ype P
" Localsnap Data Backup Hourly
il Reports
& Hosts
1 Storage Systems

Policy for block integrity check

Follow these steps to configure the block integrity check policy.

1. Go to Settings > Policies and click New.

2. Enter the policy name and description. Click Next.

New SAP HANA Backup Policy L
Provide a policy name
2 Settings Policy name BlockintegrityCheck (i)
' Details Check HANA DB blocks using file-based backup
3 Retention
4 Replication
5 Summary

3. Set the backup type to File-Based and schedule frequency to Weekly. The schedule itself is configured
later with the HANA resource protection configuration.
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New SAP HANA Backup Policy x

o Name Select backup settings
Backup Type O SnapshotBased @ File-Based @
3 Retention

Schedule Frequency

& Summary Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to

stagger your start times.

O On demand
O Hourly

O Daily

® Weekly

O Monthly

4. Configure the retention settings for on-demand backups.

New SAP HANA Backup Policy x
o hame Retention settings
o il Weekly retention settings
Total k i k 1
@® Total backup copies to keep o
O Keep backup coples for 14 days
4 Summary

5. On the Summary page, click Finish.

New SAP HANA Backup Policy x
o Nl Summary
o Settings Policy name BlockintegrityCheck

Details Check HANA DB blocks using file-hased backup

© retention

Backup Type File-Based Backup
SChEGUIE Type “"‘lreo\y
Weekly backup retention Total backup coples to retain : 1

M NetApp SnapCenter® - A #sign out

GlobalSettings  Policles  Users and A Roles  Credential  Software
<

SAP HANA
Dashboard

Resources

Name l: BackupType Schedule Type Replication

© Q

Monitor
BlockintegrityCheck File Based Backup Weekly
Reports

®

Localsnap Data Backup Hourly.
Hosts

T

Storage Systems

L ili
F
@

21



Configure and protect a HANA resource

After the plug-in installation, the automatic discovery process of the HANA resource starts automatically. In the
Resources screen, a new resource is created, which is marked as locked with the red padlock icon. To
configure and protect the new HANA resource, follow these steps:

1. Select and click the resource to continue the configuration.

You can also trigger the automatic discovery process manually within the Resources screen by clicking
Refresh Resources.

M NetApp SnapCenter®

Resources o~ System System ID (SID) Tenant Databases Replication Plug-in Host Resource Groups Policies Lastbackup  Overall Status.

@ Monitor 8 PFX PRX PFX None hana-1 Not protected
af

2. Provide the userstore key for the HANA database.

22

Configure Database X
Plug-in host hana-1
HDBSQL OS User pfxadm

HDB Secure User Store

: PFXKEY i
ey

The second level automatic discovery process starts in which tenant data and storage footprint information
is discovered.



I NetApp SnapCenter® - scadmin ~ SnapCenterAdmin @ Sign Out
saprana R e: X

&

Details for selected resource

Type

O K J i

HANA System Name

R

so
& Tenant Databases pix

H Plugin Host

- HDB Secure ser Store Key

== HDBSQLOS User

& Log backup location packupfiog

Backup catalog location backup/io
System Replication

plugiin name SAP HANA
Last backup

Resource Groups

Policy

Discovery Type

Storage Footprint

svm Volume Junction Path LUN/Qtree

sapcchana-svm PFX_data_mnt00001 PFX_data_mnt0000

M NetApp SnapCenter®

saprana

<

Resources .~ System System ID (SID) Tenant Databases Replication Plug-in Host Resource Groups Policies Lastbackup  Overall Status

PRX PRX PEX None hana-1 Not protected

. Configure a custom name format for the Snapshot copy.

NetApp recommends using a custom Snapshot copy name to easily identify which backups have been
created with which policy and schedule type. By adding the schedule type in the Snapshot copy name, you
can distinguish between scheduled and on-demand backups. The schedule name string for on-demand
backups is empty, while scheduled backups include the string Hourly, Daily, or Weekly.

M NetApp SnapCenter®

SAP HANA
5 -]
9 Ik System i hedules, =
- = Configure an send or going Server Settings. X
v
af

o 2 3 4 5

Resource  Application Settings Policies Notifcation Summary

Provide format for custom snapshot name

B it

Use custom name format for Snapshot copy

SnapCenter

. No specific setting needs to be made on the Application Settings page. Click Next.
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I NetApp SnapCenter®

SAP HANA - Multitenant Database Container - Protect
>
o e 2 4 cl

Resource Application Settings Policies Notification Summary

Select consistency group option for backup @

O Enable consistency group backup
Scripts
Custom Configurations

Snapshot Copy Tool

Select the policies to be added to the resource.

I NetApp SnapCenter®

SAP HANA - Multitenant Database Container - Protect
>
=
o © © : :

Resource Application Settings Policies Notification Summary

Select one or more policies and configure schedules

LocalSnap, BlockintegrityCheck - + O

v Locaisnap

+ BlockintegrityCheck s

Policy Iz Applied Schedules Configure Schedules
BlockintegrityCheck None +

LocalSnap None +

Total 2

Define the schedule for the block integrity check policy.

In this example, it is set for once per week.

<

2 scadmin

2 scadmin

SnapCenterAdmin

SnapCenterAdmin

#signout

#signout

X




Add schedules for policy BlockIntegrityCheck

Weekly

Start date 02/22/2022 12:00 pm s

[J Expires on 03/22/2022 12:00 pm &

Days Sunday *

+ Sunday g
Monday
Tuesday
Wednesday
Thursday
Friday

1'_' The schedules are triggered in the SnapCenter Server time
zone.

8. Define the schedule for the local Snapshot policy.

In this example, it is set for every 6 hours.
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Modify schedules for policy LocalSnap

Hourly

Start date 02/22/2022 02:00 pm iz

(J Expires on 04/28/2022 11:57 am

Repeat every 6 hours 0 mins

i The schedules are triggered in the SnapCenter Server time %
zone.

FINetApp SnapCenter®
saprana R

napCenterAdmin [ Sign Out

System

PFX

Select one or more policies and confi

LocalSnap, BlockintegrityCheck

Configure schedules for selected policies
Policy 1¢  Applied Schedules Configure Schedules
BlockintegrityCheck Weekly: Run on days: Sunday s ox
LocalSnap Hourly: Repeat every 6 hours s x

Total 2

. Provide information about the email notification.



FINetApp SnapCenter® - Lscadmin SnapCenterAdmin

saprana [ Multitenant Database Container - Protect

System If you want to send notifications for scheduled or on demand jobs, an SMTP server must be configured. Continue to the summary page to save your Information, g the SMTP
PEX
o—0—0—0 :
Resource Application Settings Policies Notification Summary

Provide email settings @

Select the service accounts or people to notify regarding protection issues.

Email preference | Never
From

T

Subject

Attach job report

M NetApp SnapCenter® - scadmin ~ SnapCenterAdmin @ Sign Out

saprana [ Multitenant Database Container - Protect X

Detats

Il System If you want to send notifications for scheduled or on demand jobs, an SMTP server must [ Y p: information, and then er . X

O K] v

- Resource  Application Settings Policies Notification Summary
L
5
System name. PFX
= Policy

send email

© Application Settings

The HANA resource configuration is now completed, and you can execute backups.

M NetApp SnapCenter® - scadmin #signout
SAP HANA ﬂ X

>

Manage Copies

PRX
P o cociuos Summary Card
= | ocines 0 Backups

Local coples

0 Clones

Primary Backup(s)
search v

Backup Name Count  If End Date

There is no match for your search.

SnapCenter backup operations

You can create an on-demand Snapshot backup and an on-demand block integrity check
operation.

Create an on-demand Snapshot backup

Follow these steps to create on-demand Snapshot backups.
1. In the Resource view, select the resource and double-click the line to switch to the Topology view.
The Resource Topology view provides an overview of all available backups that have been created by
using SnapCenter. The top area of this view displays the backup topology showing the backups on the

primary storage (local copies) and, if available, on the off-site backup storage (vault copies).

2. In the top row, select the Back up Now icon to start an on-demand backup.
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in  SnapCenterAdmin [ Sign Out

I NetApp SnapCenter®
EXIN - | "PFX" Topology

>

L System Manage Copies
PR
Summary Card

P ) caciups
—
= 0 Backups

Primary Backup(s)

search v

X

Count. IF End Date

Backup Name

There s no match for your search.

From the drop-down list, select the backup policy LocalSnap, and then click Backup to start the on-
demand backup.

Backup

Create a backup for the selected resource

Resource Name PFX

Policy LacalSnap ~ @



Confirmation X

The policy selected for the on-demand backup Is
associated with a backup schedule and the on-
demand backups will be retained based on the
retention settings specified for the schedule type.
Do you want to continue ?

A log of the previous five jobs is shown in the Activity area at the bottom of the Topology view.

4. The job details are shown when clicking the job’s activity line in the Activity area. You can open a detailed
job log by clicking View Logs
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Job Details

Backup of Resource Group ‘hana-1_hana_MDC_PFX' with policy 'LocalSnap'

+ w Backup of Resource Group 'hana-1_hana_MDC_PFX' with policy 'LocalSnap’

v * hana-1

v

L & < 4

<

© Task Name: Backup Start Time: 02/22/2022 12:08:58 PM End Time: 02/22/2022 12:10:21 PM

Backup

e

Validate Dataset Parameters

» Validate Plugin Parameters

[

»

b

k

Complete Application Discovery
Initialize Filesystem Plugin
Discover Filesystem Resources
Validate Retention Settings
Quiesce Application

Quiesce Filesystem

Create Snapshot

UnQuiesce Filesystem
UnQuiesce Application

Get Snapshot Details

Get Filesystem Meta Data
Finalize Filesystem Plugin
Collect Autosupport data
Register Backup and Apply Retention
Register Snapshot attributes
Application Clean-Up

Data Collection

Agent Finalize Workflow

View Logs

Close

When the backup is finished, a new entry is shown in the topology view. The backup names follow the
same naming convention as the Snapshot name defined in the section “Configure and protect a HANA

resource”.




You must close and reopen the topology view to see the updated backup list.

M NetApp SnapCenter® L.scadmin  SnapCenterAdmin @ Sign Out
SAP HANA = “PFX -

Backup Now Contgee Database

Summary Card
0 Clones 1 Backup
Local coples 1 Snapstot bsed backip

0 FleBased backups @

0 Clones
Primary Backup(s)

search v
Backup Name Count  IF End Date
SnapCenter_hana-1_LocalSnap_Hourly 02-22-2022_12.08.54.4516 1 0212272022 12:09:57 PM £

In the SAP HANA backup catalog, the SnapCenter backup name is stored as a Comment field as well as
External Backup ID (EBID). Thisis shown in the following figure for the system database and in the
next figure for the tenant database PFX.

- hdbstudio - System: SYSTEMDB@PFX Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio -~ =] X
Fle Edit Navigate Search Run Window Help
- E@id- - eoe-o - Q e
94 Systems X T O Jhexa@pex ) Backup SYSTEMDB@PEX (SYSTEM) HANAZ.0 SPS5 Tl systemps@Prx  SYSTEMDB@PFX - SNAPCENTER Y SYSTEMDB@PFX T4 pexapex % Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5 X =0
B-Bil-285% § & Backup SYSTEMDB@PFX (SYSTEM) HANAZ.0 SPS5 Last Update2:10:00 P % (] e
> [ PFX@PFX (SYSTEM) HANA20 SPS5 R
> [EHSYSTEMDB@PFX (SYSTEM) HANA2 O Overview  C Backup Catalog
Backup Catalog Backup Details 2
Database: SYSTEMDB b 1P 1643531762175
: Status: Successful
I show Log Backups [ IShow Deita Backups Backup Type: Data Backup
Status  Started Duration Size Backup Type Destination Ty. Destination Tyge: Snapshot
o Feb 22, 2022, 12:09:22 PM 00h 00m 165 550 GB Data Backup Snapshot Started: Feb 22, 2022, 12:09:22 PM (UTC)
8 Feb 21,2022, 3:01:49 PM 00h 00m 195 356GB DataBackup  File Finished: Feb 22, 2022, 12:09:38 PM (UTC)
Duration: 00h 00m 165
Size: 550 GB
Throughput: na.
System ID:
Comment SnapCenter_hana-1_LocalSnap_Hourly_02-22-2022_12.08.544516

Additional Information: | <ok

Location: /hana/data/PFX/mnt00001/
Host Service Size Name Source Type  EBID
hana-1 nameserver 550 GB_hdboo001 volume SnapCenter_hana-1_LocalSnap_Hour...|
o = s o
[E] properties X @] Error Log Al Y & 8 t

Property Value
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n hdbstudio - System: SYSTEMDB@PFX Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio

File Edit Navigate Search Run Window Help

o 1é - -t

SOl prxa@prx
B-r2il-=286% 3§

> \%PFX@PFX (SYSTEM) HANA2.0 SPS5

> [E5 SYSTEMDB@PFX (SYSTEM) HANAZ0

- 5%

Ga Systems X ) Backup SYSTEMDB@PFX (SYSTEM) HANAZ0 5PS5 Tl svstempB@PEX SYSTEMDB@PFX - SNAPCENTER

&) Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5
Overview Configuration  Backup Catalog

Backup Catalog Backup Details

Location:

Host
hana-1
hana-1

[ Properties X @ Error Log

Property Value

Database: |PFX = ID: 1645531762174
Status: Successful
Show Log Backups [|Show Delta Backups Backup Type: Data Backup
Status  Started Duration Size Backup Type Destination Ty.. Destination Type: Snapshot
o Feb 22, 2022, 12:09:22 PM 00h 00m 165 594 GB Data Backup Snapshot Started: Feb 22, 2022, 12:09:22 PM (UTC)
® Feb 21, 2022, 3:02:31 PM 00h 00m 195 364GB DataBackup  File Finished: Feb 22, 2022, 12:09:38 PM (UTC)
Duration: 00h 00m 165
Size: 594GB
Throughput na.
System ID:
Comment:

SnapCenter_hana-1_LocalSnap_Hourly_02-22-2022_12.08.54.4516

Additional Information: | <ok

/hana/data/PFX/mnt00001/

Service Size Name Source Type  EBID
indexserver 569 GB hdb00003.00003  volume SnapCenter_hana-1_LocalSnap_Hour.
xsengine 256.00 MB_hdb00002.00003  volume

SnapCenter_hana-1_LocalSnap_Hour.

HAlEY

- o x
Q B
IV svsiempsapex [ prx@pex () Backup SYSTEMDB@PFX (SYSTEM) HANA20 SPS5 X o
Last Update:12:12:08 PM 5% [EN

On the FSx for ONTAP file system, you can list the Snapshot backups by connecting to the console of the

SVM.

sapcc-hana-svm: :> snapshot
-—--Blocks—-—--

Vserver
Used$%

Volume Snapshot

sapcc-hana-svm
PFX data mnt00001

show -volume PFX data mnt00001

Size Total%

SnapCenter hana-1 LocalSnap Hourly 02-22-

2022 12.08.54.4516

2%

sapcc-hana-svm: : >

Create an on-demand block integrity check operation

126.6MB

An on-demand block integrity check operation is executed in the same way as a Snapshot backup job, by
selecting the policy BlockintegrityCheck. When scheduling backups using this policy, SnapCenter creates a

standard SAP HANA file backup for the system and tenant databases.
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Backup

Create a backup for the selected resource

Resource Name PEX

Policy BlockintegrityCheck ~| @




Job Details X

Backup of Resource Group 'hana-1_hana_MDC_PFX' with policy 'BlockintegrityCheck'

+ v Backup of Resource Group ‘hana-1_hana_MDC_PFX' with policy 'BlockintegrityCheck’

¥ hana-1

> Validate Plugin Parameters
k Start File-Based Backup
» Check File-Based Backup

» Register Backup and Apply Retention

¢ € € <« <« B <

» Data Collection

@ Task Name: File-Based Backup Start Time: 02/22/2022 12:55:21 PM End Time: 02/22/2022 12:56:36 PM

View Logs | Cancel job ‘ Close

SnapCenter does not display the block integrity check in the same manner as Snapshot copy-based backups.
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Instead, the summary card shows the number of file-based backups and the status of the previous backup.

N NetApp SnapCenter® @~  Lscadmin  SnapCenterAdmin @ Sign Out
PFX Topology X
>
-
i X o
[r— Wartnance
£ el Manage Copies
PRX

- Summary Card

—
= 0Cones

2 Backups
Local copies 1 Snapshot based backup
1 il Based backup.
Last Backup 2/22/2022 12:56:25 PM
Backup succeeded

Primary Backup(s)

search v
Backup Name Count IF End Date
SnapCenter_hana-1_LocalSnap_Hourly_02-22:2022_12.08.54.4516 1 0212272022 12:09:57 PM 3

The SAP HANA backup catalog shows entries for both the system and the tenant databases. The following
figures show the SnapCenter block integrity check in the backup catalog of the system and the tenant
database.

I8 hdbstudio - System: SYSTEMDB@PFX Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio

[u] X
File Edit Navigate Search Run Window Help
D HRE 5D e o Q BE
Y Systems X = O Jhreexerx 2 Backup SYSTEMDB@PFX (SYSTEM) HANA20 SPS5 1§ SYSTEMDB@PFX ~ SYSTEMDB@PFX - SNAPCENTER  } § SYSTEMDB@PFX Bl prx@pex ) Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5 X =0
B-B0-2BE2% 3 & Backup SYSTEMDB@PFX (SYSTEM) HANAZ.0 SPS5 Last Update12:57:59 pM 1§ | ]| B
> EPFX@PFX (SYSTEM) HANA2.0 SPS5 -

> [ SYSTEMDB@PFX (SYSTEM) HANA20  Overview | Configuration Backup Catalog

Backup Catalog Backup Details =

Database: SYSTEMDB v - IGHSAACE R

Status: Successful
[CIshow Log Backups []Show Delta Backups Backup Type: Data Backup
Status  Started Duration Size Backup Type Destination Ty. Destination Type: Fle
L} Feb 22,2022, 125521PM  00h 00m 21s 356GB DataBackup  File Started. Feli22,2022, 02,55 2UPMTUIE)
a Feb 22, 2022, 12:09:22 PM 00h 00m 165 550 GB Data Backup Snapshot Finished: Feb 22, 2022, 12:55:43 PM (UTC)
B Feb 21, 2022, 30149 PM 00h 00m 195 356GB DataBackup  File Duration: 00h 00m 21s

Size: 356 GB

Throughput: 17371 MB/s

System ID:

Comment:

SnapCenter_hana-1_BlockintegrityCheck_Weekly_02-22-2022_12.55.18.7966 ‘

Additional Information:

<ok> ‘

Location: /backup/data/SYSTEMDB/ ‘
Host Service Size Name Source Type  EBID

hana-1 nameserver 6.06 KB SnapCenter_Snap... topology

hana-1 nameserver 356 GB SnapCenter_Snap... volume

[ Properties X @ Error Log

§ -0
Property Value
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9o Systems X =
B-@-a80% 38

> [F5 PFX@PFX (SYSTEM) HANAZ0 5PS5

> (B SYSTEMDB@PFX (SYSTEM) HANA2.0

I8 hdbstudio - System: SYSTEMDB@PFX Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio
File Edit Navigate Search Run Window Help
‘rﬁvw SRR IR 1= XeRd V.‘m

1§ prx@rex ¥ Backup SYSTEMDB@PFX (SYSTEM) HANA2 SPS5 1 svstempB@PFX SYSTEMDB@PFX - SNAPCENTER

& Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5

Overview | C: Backup Catalog

SYSTEMDB@PFX Bl prxaprx ) Backup SYSTEMDB@PFX (SYSTEM) HANAZ.0 SPS5 X

u] X

Q H®
=i

Last Updater12:58:19 PM | (]| B

Backup Catalog
Database: PFX v

[CIshow Log Backups [ Show Delta Backups

Status  Started Duration size Backup Type Destination Ty...
L] Feb 22, 2022, 12:55:34 PM 00h 00m 27s. 364 GB Data Backup File

=] Feb 22, 2022, 12:09:22 PM 00h 00m 16s 5.94 GB Data Backup Snapshot

=] Feb 21, 2022, 3:02:31 PM 00h 00m 19s 3.64 GB Data Backup File

[ Properties X @] Error Log
Property Value

Backup Details

D:

Status:

Backup Type:
Destination Type:
Started:

Finished:
Duration:

Size:
Throughput:
System ID:

Comment:

Additional Information:

1645534534230

Successful

Data Backup

File

Feb 22, 2022, 12:55:34 PM (UTC)
Feb 22, 2022, 12:56:01 PM (UTC)
00h 00m 275

364GB

138.07 MB/s

‘ SnapCenter_hana-1_BlockintegrityCheck_Weekly_02-22-2022_12.55.18.7966

<ok>

Location: /backup/data/DB_PFX/

Host Service Size Name Source Type  EBID
hana-1 indexserver 1.58KB SnapCenter_Snap... topology

hana-1 xsengine 80.00 MB SnapCenter Snap... volume

hana-1 indexserver 356GB SnapCenter Snap... volume

A successful block integrity check creates standard SAP HANA data backup files. SnapCenter uses the

backup path that has been configured with the HANA database for file-based data backup operations.
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hana-1:~ # 1s -al /backup/data/*
/backup/data/DB PFX:
total 7665384

drwxr-xr—-- 2 pfxadm sapsys 4096 Feb 22 12:56
drwxr-xr-x 4 pfxadm sapsys 4096 Feb 21 15:02
SR Rees=e 1 pfxadm sapsys 155648 Feb 21 15:02
COMPLETE DATA BACKUP databackup 0 1
=SEf= === 1 pfxadm sapsys 83894272 Feb 21 15:02
COMPLETE DATA BACKUP databackup 2 1
SE—Eee=== 1 pfxadm sapsys 3825213440 Feb 21 15:02
COMPLETE DATA BACKUP databackup 3 1
== Eo—=—e 1 pfxadm sapsys 155648 Feb 22 12:55

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 0 1

== po—m—e 1 pfxadm sapsys 83894272 Feb 22 12:55

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 2 1

SE= o= 1 pfxadm sapsys 3825213440 Feb 22 12:56

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 3 1

/backup/data/SYSTEMDB:

total 7500880

drwxr-xr-- 2 pfxadm sapsys 4096 Feb 22 12:55
drwxr-xr-x 4 pfxadm sapsys 4096 Feb 21 15:02
SEj—Ee——== 1 pfxadm sapsys 159744 Feb 21 15:01
COMPLETE_DATA BACKUP databackup 0 1

SE—E=——== 1 pfxadm sapsys 3825213440 Feb 21 15:02
COMPLETE DATA BACKUP databackup 1 1

SE—Rees=e 1 pfxadm sapsys 159744 Feb 22 12:55

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 0 1

A 1 pfxadm sapsys 3825213440 Feb 22 12:55

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 1 1

hana-1:~ #

Backup of non-data volumes

The backup of non-data volumes is an integrated part of the SnapCenter and the SAP
HANA plug-in.

Protecting the database data volume is sufficient to restore and recover the SAP HANA database to a given
point in time, provided that the database installation resources, and the required logs are still available.

To recover from situations where other non-data files must be restored, NetApp recommends developing an
additional backup strategy for non-data volumes to augment the SAP HANA database backup. Depending on
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your specific requirements, the backup of non-data volumes might differ in scheduling frequency and retention
settings, and you should consider how frequently non-data files are changed. For instance, the HANA volume
/hana/shared contains executables but also SAP HANA trace files. While executables only change when
the SAP HANA database is upgraded, the SAP HANA trace files might need a higher backup frequency to
support analyzing problem situations with SAP HANA.

SnapCenter non-data volume backup enables Snapshot copies of all relevant volumes to be created in a few

seconds with the same space efficiency as SAP HANA database backups. The difference is that there is no
SQL communication with SAP HANA database required.

Configure non-data volume resources

Follow these steps to configure non-data volume resources:

1. From the Resources tab, select Non-Data-Volume and click Add SAP HANA Database.

M NetApp SnapCenter®

Name. Associated System D (SID) Plugin Host Resource Groups Policies Lastbackup  Overall Status

2. In step one of the Add SAP HANA Database dialog, in the Resource Type list, select Non- data Volumes.
Specify a name for the resource and the associated SID and the SAP HANA plug-in host that you want to
use for the resource, then click Next.
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Add SAP HANA Database

Provide Resource Details

2 Storage Footprint Resource Type Non-data Volume
3 Summary Resource Name PFX-Shared-Volume
Associated SID PFX
Plug-in Host hana-1

3. Add the SVM and the storage volume as storage footprint, then click Next.
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Add SAP HANA Database X

o Name

2 Storage Footprint

3 Summary

Provide Storage Footprint Details

Storage Type ® ONTAP
Add Storage Footprint
x
Storage System sapcc-hana-svm =
Select one or more volumes and if required their assoclated Qtrees and LUNs
Volume name LUNSs or Qtrees
PFX_shared - Default is "None' or type to find
Save

4. To save the settings, in the summary step, click Finish.
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Add SAP HANA Database

o Name

o Storage Footprint

Summary

Resource Type
Resource Name
Associated SID

Plug-in Host

Storage Footprint

Storage System

sapc:-ha-‘a-s-m*.

Non-data Volume
PFX-Shared-Volume
PFX

hana-1

Volume

PFX_shared

LUN/Qtree

The new non-data volume is now added to SnapCenter. Double click the new resource to execute the

resource protection.

I NetApp SnapCenter®

swnana
<
5 Dashboard K Non-DataVolume ~
@ Resources o Name
$  wonitor 2 PFX-Shared-Volume
i Reports
& Hosts
I8 Storage Systems
Z=  Settings
A Hers

Associated System D (SID)

PFX

Plugein Host Resource Groups.

hana-1

Policies Lastbackup  Overall Status

Not protected

The resource protection is done in the same way as described before with a HANA database resource.

5. You can now execute a backup by clicking on Backup Now.
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M NetApp SnapCenter®
sapriana [ “PFX-Shared-Volume* Topology

3 N
L fame Manage Copies
2 PFX-Shared-Volume
- B2 Summary Card
=
0 Backups

= | 0Ciones
Local copies 0 Snapshot based backups

Primary Backup(s)
v
Backup Name Count. IF End Date
6. Select the policy and start the backup operation.
*

Backup

Create a backup for the selected resource

Resource Name PF¥-Shared-Volume

Policy LocalSnap - 0

The SnapCenter job log shows the individual workflow steps.
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Job Details

Backup of Resource Group 'hana-1_hana_NonDataVolume_PFX_PFX-Shared-Volume' with

policy 'LocalSnap’

¥ Backup of Resource Group 'hana-1_hana_NonDataVolume_PFX_PFX-Shared-Volume' with policy

'LocalSnap'

w hana-1

» Validate Dataset Parameters

» Validate Plugin Parameters

b Validate Retention Settings

» Create Snapshot

» Get Snapshot Details

» Collect Autosupport data

» Register Backup and Apply Retention
» Register Snapshot attributes

# Data Collection

€ € € € ¢ ¢ < ¢ < B

» Agent Finalize Workflow

€ Task Name: Backup Start Time: 02/22/2022 3:27:48 PM End Time:

View Logs

Cancel job | Close

4

The new backup is now visible in the resource view of the non- data volume resource.
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M NetApp SnapCenter® @ = @- Lsadmin  SnapCenterAdmin @ Sign Out

>

Manage Copies

O KJ i

. | aciup Summary Card
=
= 0Clones

B

Local coples

Primary Backup(s)

B it W

Backup Name Count  IF End Date

Restore and recover

With SnapCenter, automated restore and recovery operations are supported for HANA single host MDC
systems with a single tenant. For multiple-host systems or MDC systems with multiple tenants, SnapCenter
only executes the restore operation and you must perform the recovery manually.

You can execute an automated restore and recovery operation with the following steps:

1. Select the backup to be used for the restore operation.
2. Select the restore type. Select Complete Restore with Volume Revert or without Volume Revert.
3. Select the recovery type from the following options:

o To most recent state

o Point in time

o To specific data backup

> No recovery

The selected recovery type is used for the recovery of the system and the tenant database.

Next, SnapCenter performs the following operations:

1. It stops the HANA database.
2. It restores the database. Depending on the selected restore type, different operations are executed.

o If Volume Revert is selected, then SnapCenter unmounts the volume, restores the volume by using
volume-based SnapRestore on the storage layer, and mounts the volume.

o If Volume Revert is not selected, then SnapCenter restores all files by using single file SnapRestore
operations on the storage layer.

3. It recovers the database:
a. By recovering the system database
b. recovering the tenant database
c. starting the HANA database

If No Recovery is selected, SnapCenter exits, and you must perform the restore operation for the
system and the tenant database manually.

To perform a manual restore operation, follow these steps:
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. Select a backup in SnapCenter to be used for the restore operation.

I NetApp SnapCenter®

1 Systam Manage Copies
PEX
- = Summary Card
= | ocones 5 Backups
Local coples i
[r——
0 Clor

Primary Backup(s)

search v

Backup Name Count  IF

02/23/2022 201:11 PM &3

02/22/2022 8:01:01 PM &3

nap_Hourly_02-22-2022_14.00.028713 0272272022 2:01:01 PM B

_Hourly_02-22-2022_12.08.54.4516 02/22/2022 12:09:57 PM 8

. Select the restore scope and type.
The standard scenario for HANA MDC single tenant systems is to use complete resource with volume

revert. For a HANA MDC system with multiple tenants, you might want to restore only a single tenant. For
more information about the single tenant restore, see Restore and recovery (netapp.com).
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3.
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Restore from SnapCenter_hana-1_LocalSnap_Hourly_02-23-2022_14.00.05.4361 x

Select the restore types

2 Recovery scope @ Complete Resource €

Volume Revert

3 PreOps )
As part of Complete Resource restore, if a resource contains volumes as Storage Footprint, then the latest Snapshot
copies on such volumes will be deleted permanently. Also, if there are other resources hosted on the same volumes,
4 PostOps then it will result in data loss for such resources.
5 MNotification O Tenant Database
6 Summary

The newer tenants added on the host after the backup was created cannot be restored and will be lost after restore operation.

Configure an SMTP Server to send emall notifications for Restore jobs by going to Settings>Global Settings>Notification Server Settings.

Select Recovery Scope and provide the location for log backup and catalog backup.

SnapCenter uses the default path or the changed paths in the HANA global.ini file to prepopulate the log
and catalog backup locations.



Restore from SnapCenter_hana-1_LocalSnap_Hourly_02-23-2022_14.00.05.4361

0 Restare scope Recover database files using

2 Recovery scope @ Recover to most recent state @

O Recover to pointin time €@

3 PreOps O Recover to specified data backup @
O No recovery @
4 PostOps
5 Notification Specify log backup locations @
Add
& Summary T
fbackup/log

Specify backup catalog location @

fbackup/log

Recovery options are applicable to both system database and tenant database.

Configure an SMTP Server to send emall notifications for Restore fobs by going to. Settings>Global Settings>Notification Server Settings.

4. Enter the optional pre-restore commands.
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Restore from SnapCenter_hana-1_LocalSnap_Hourly 02-23-2022_14.00.05.4361 X

o HEsiorRS60PE Enter optional commands to run before performing a restore operation @
o Recovery scope Pre restore command _
4 PostOps

5 Notification

& Summary

Configure an SMTP Server to send emall notifications for Restore jobs by going to Settings>Global Settings>Notification Server Settings.

5. Enter the optional post-restore commands.
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Restore from SnapCenter_hana-1_LocalSnap_Hourly 02-23-2022_14.00.05.4361

o Bestore scope Enter optional commands to run after performing a restore operation @

e Recovery scope Post restore command
o PreQps

4 PostOps

5 Notification

£

6 Summary

Configure an SMTP Server to send emall notifications for Restore jobs by going to Settings=Global Settings>Notification Server Settings.

6. To start the restore and recovery operation, click Finish.
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Restore from SnapCenter_hana-1_LocalSnap_Hourly 02-23-2022_14.00.05.4361 %

o Restore scope Summary
oRECOVEW scope Backup Name SnapCenter_hana-1_LocalSnap_Hourly_02-23-2022_14.00.05.4361
Backup date 02/23/2022 2:01:11 PM
© o
Restore scope Complete Resource with Volume Revert
of’cstﬂps Recovery scope Recover to most recent state
Log backup locations /backup/log
oNcﬂﬂcatjan
Backup catalog location /backup/log

6 Summary Pre restore command

Post restore command

Send email No

If you want to send notifications for Restore Jobs, an SMTP server must be configured. Continue to the Summary page to save your Information, and
then go to Settings>Global Settings>Notification Server Settings to configure the SMTP server.
Previous

SnapCenter executes the restore and recovery operation. This example shows the job details of the
restore and recovery job.



Job Details

Restore 'hana-1\hana\MDC\PFX'

¥ Restore ‘hana-1\hanatMDCWPFX'
v hana-1
v Restore

» Validate Plugin Parameters

» Stopping HANA instance
» Fllesystem Pre Restore

v

L

v

L

v v Pre Restore Application
L

v

v v Restore Filesystem
L

» Filesystem Post Restore

» Recovering system database
» Checking HDB services status
» Recovering tenant database 'PFX'
» Starting HANA instance
» Clear Catalog on Server
» Application Clean-Up

» Data Collection

¢ ¢ £ ¢ £ £ < 4

» Agent Finalize Workflow

© Task Name: Recaver Application Start Time: 02/23/2022 2:07:31 PM End Time:

View Logs

Cancel job

k

4

Close
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Backup replication with SnapVault

Overview - Backup replication with SnapVault

In our lab setup, we use a second FSX for ONTAP file system in a second AWS
availability zone to showcase the backup replication for the HANA data volume.

As discussed in chapter “Data protection strategy”, the replication target must be a second FSx for ONTAP file
system in another availability zone to be protected from a failure of the primary FSx for ONTAP file system.
Also, the HANA shared volume should be replicated to the secondary FSx for ONTAP file system.

AWS Availability Zone 1 AWS Availability Zone 2
hana-1 HYHANA SnapCenter
PFX - single host -
MDC single tenant -
HANA plug-in
I
SVM: sapcc-hana-svm SVM: sapcc-backup-target-zone5
SnapVault

i~ Backup
Log % ‘B] g Data II.
Log
Backup

FSxN FSxN

Overview of configuration steps

There are a couple of configuration steps that you must execute on the FSx for ONTAP layer. You can do this
either with NetApp Cloud Manager or the FSx for ONTAP command line.

1. Peer FSx for ONTAP file systems. FSx for ONTAP file systems must be peered to allow replication
between each other.
2. Peer SVMs. SVMs must be peered to allow replication between each other.

3. Create a target volume. Create a volume at the target SVM with volume type DP. Type DP is required to be
used as a replication target volume.

4. Create a SnapMirror policy. This is used to create a policy for replication with type vault.

a. Add a rule to policy. The rule contains the SnapMirror label and the retention for backups at the
secondary site. You must configure the same SnapMirror label later in the SnapCenter policy so that
SnapCenter creates Snapshot backups at the source volume containing this label.

5. Create a SnapMirror relationship. Defines the replication relationship between the source and target
volume and attaches a policy.

6. Initialize SnapMirror. This starts the initial replication in which the complete source data is transferred to the
target volume.

When volume replication configuration is complete, you must configure the backup replication in SnapCenter
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as follows:

1. Add the target SVM to SnapCenter.
2. Create a new SnapCenter policy for Snapshot backup and SnapVault replication.
3. Add the policy to HANA resource protection.

4. You can now execute backups with the new policy.

The following chapters describe the individual steps in more detail.

Configure replication relationships on FSx for ONTAP file systems

You can find additional information about SnapMirror configuration options in the ONTAP
documentation at SnapMirror replication workflow (netapp.com).

* Source FSx for ONTAP file system: FsxId00fa9%e3c784b6abbb
* Source SVM: sapcc-hana-svm
* Target FSx for ONTAP file system: FsxId05f7f00af49dc7a3e

* Target SVM: sapcc-backup-target-zoneb

Peer FSx for ONTAP file systems

FsxId00fa9%9e3c784b6abbb: :> network interface show -role intercluster

Logical Status Network Current Current
Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home

FsxId00fa%9e3c784bbabbb
inter 1 up/up 10.1.1.57/24
FsxId00fa%e3c784bbabbb-01
ele
true
inter 2 up/up 10.1.2.7/24
FsxId00fa%e3c784bbabbb-02
ele
true
2 entries were displayed.
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FsxId05f7f00af49dc7a3e: :> network interface show

Logical Status Network
Is
Vserver Interface Admin/Oper Address/Mask
Home

-role intercluster

Current

Node

Current

Port

FsxId05f7f00af49dc7a3e
inter 1 up/up 10.1.2.144/24
FsxId05£f7f00af49dc7a3e-01

true
inter 2 up/up 10.1.2.69/24
FsxId05f7f00af49dc7a3e-02

true

2 entries were displayed.

ele

ele

FsxId05f7f00af49dc7a3e::> cluster peer create -address-family ipv4 -peer

-addrs 10.1.1.57, 10.1.2.7

Notice: Use a generated passphrase or choose a passphrase of 8 or more

characters. To ensure the authenticity of the peering relationship,

phrase or sequence of characters that would be hard to guess.

Enter the passphrase:
Confirm the passphrase:

use a

Notice: Now use the same passphrase in the "cluster peer create" command

in the other cluster.

@ peer-addrs are cluster IPs of the destination cluster.



FsxId00fa9e3c784b6abbb::> cluster peer create -address-family ipv4 -peer

-addrs 10.1.2.144, 10.1.2.69

Notice: Use a generated passphrase or choose a passphrase of 8 or more

characters. To ensure the authenticity of the peering relationship, use a
phrase or sequence of characters that would be hard to guess.

Enter the passphrase:

Confirm the passphrase:

FsxId00fa%9e3c784bbabbb: :>

FsxId00fa9%e3c784b6abbb::> cluster peer show

Peer Cluster Name Cluster Serial Number Availability

Authentication

FsxId05f7f00af49dc7a3e 1-80-000011 Available ok
Peer SVMs

FsxId05f7f00af49dc7a3e: :> vserver peer create -vserver sapcc-backup-
target-zoneb5 -peer-vserver sapcc-hana-svm -peer-cluster
FsxId00fa9%e3c784b6abbb -applications snapmirror

Info: [Job 41] 'vserver peer create' job queued

FsxId00fa%9e3c784bbabbb::> vserver peer accept -vserver sapcc-hana-svm
-peer-vserver sapcc-backup-target-zoneb

Info: [Job 960] 'vserver peer accept' job queued

FsxId05f7£00af49dc7a3e: :> vserver peer show

Peer Peer Peering
Remote
Vserver Vserver State Peer Cluster Applications
Vserver

sapcc-backup-target-zoneb
peer-source-cluster
peered FsxId00fa%e3c784b6abbb
snapmirror
sapcc—hana-svm

Create a target volume

You must create the target volume with the type DP to flag it as a replication target.



FsxId05f7f00af49dc7a3e: :> volume create -vserver sapcc-backup-target-zoneb
-volume PFX data mnt00001 -aggregate aggrl -size 100GB -state online
-policy default -type DP -autosize-mode grow shrink -snapshot-policy none
-foreground true -tiering-policy all -anti-ransomware-state disabled

[Job 42] Job succeeded: Successful

Create a SnapMirror policy

The SnapMirror policy and the added rule define the retention and the Snapmirror label to identify Snapshots
that should be replicated. When creating the SnapCenter policy later, you must use the same label.

FsxId05f7f00af49dc7a3e: :> snapmirror policy create -policy snapcenter-
policy -tries 8 —-transfer-priority normal -ignore-atime false -restart
always —-type vault -vserver sapcc-backup-target-zoneb

FsxId05f7f00af49dc7a3e: :> snapmirror policy add-rule -vserver sapcc-
backup-target-zone5 -policy snapcenter-policy -snapmirror-label
snapcenter -keep 14

FsxId00fa%e3c784bbabbb::> snapmirror policy showVserver Policy
Policy Number Transfer
Name Name Type Of Rules Tries Priority Comment

FsxId00fa%e3c784b6abbb

snapcenter-policy vault 1 8 normal -
SnapMirror Label: snapcenter Keep: 14
Total Keep: 14

Create SnapMirror relationship

Now the relation between the source and target volume is defined as well as the type XDP and the policy we
created earlier.
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FsxId05f7f00af49dc7a3e: :> snapmirror create -source-path sapcc-hana-
svm:PFX data mnt00001 -destination-path sapcc-backup-target-
zone5:PFX data mnt00001 -vserver sapcc-backup-target-zone5 -throttle
unlimited -identity-preserve false -type XDP -policy snapcenter-policy
Operation succeeded: snapmirror create for the relationship with
destination "sapcc-backup-target-zone5:PFX data mnt00001".



Initialize SnapMirror

With this command, the initial replication starts. This is a full transfer of all data from the source volume to the
target volume.

FsxId05f7f00af49dc7a3e: :> snapmirror initialize -destination-path sapcc-
backup-target-zone5:PFX data mnt00001 -source-path sapcc-hana-
svm:PFX data mnt00001

Operation is queued: snapmirror initialize of destination "sapcc-backup-
target-zone5:PFX data mnt00001".

You can check the status of the replication with the snapmirror show command.

FsxId05f7£00af49dc7a3e: :> snapmirror show

Progress

Source Destination Mirror Relationship Total

Last

Path Type Path State Status Progress Healthy
Updated

sapcc-hana-svm:PFX data mnt00001
XDP sapcc-backup-target-zone5:PFX data mnt00001
Uninitialized
Transferring 1009MB true
02/24 12:34:28

FsxId05f7f00af49dc7a3e::> snapmirror show

Progress

Source Destination Mirror Relationship Total

Last

Path Type Path State Status Progress Healthy
Updated

sapcc-hana-svm:PFX data mnt00001
XDP sapcc-backup-target-zone5:PFX data mnt00001
Snapmirrored
Idle - true -
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Add a backup SVM to SnapCenter
To add a backup SVM to SnapCenter, follow these steps:

1. Configure the SVM where the SnapVault target volume is located in SnapCenter.

- Lscadmin  SnapCenterAdmin @ Sign Out

FINetApp SnapCenter®
ONTAP Storage

X

Add Storage System

Add Storage System @

Storage system
ONTAP Storage Connections e

Name It

Send AutoSupport notification to storage system

B Logsnapcenter
£ More Options : Platform, Protocol, Preferred IP etc.

cancel || Reset

2. On the More Options window, select All Flash FAS as the platform and select Secondary.

More Options X

Platform | All Flash FAS - Secondary @
Protocol HTTPS -
Port | 443

Timeout 60 seconds (1 )

(J Preferred IP (1]

Save Cancel

The SVM is now available in SnapCenter.

M NetApp SnapCenter® 2 scadmin  SnapCenterAdmin Sign Out
‘ ONTAP Storage
: +
T Ll  ONTAP SVMs ~ [ search by Name =
©  Resources ONTAP Storage Connections
@ Monitor [ Name 12 P Cluster Name User Name Platform Controller License
[ sapcc-backup-target-zone5 10.1.2.31 vsadmin AFF Not applicable
.’ﬁﬁ Reports - R p-targ: PP
O sapcc-hana-svm 198.19.255.9 vsadmin AFF v
i!i Hosts
:-I Storage Systems
== Settings
A Alerts

58



Create a new SnapCenter policy for backup replication
You must configure a policy for the backup replication as follows:
1. Provide a name for the policy.

M NetApp SnapCenter® ~  ALscadmin  SnapCenterAdmin @ Sign Out

Global Settings ~ Polides  UsersandAccess  Roles  Credential  Software
< =

SAP HANA
Dashboard

Resources

9
0]

Name i BackupT, Schedule Type Replication
Monitor = ip Type VP Pl

BlockintegrityCheck File Based Backup Weekly

]

Reports
i Localsnap Data Backup Hourly

Hosts

Storage Systems

Settings

[ il Rl

Aerts

2. Select Snapshot backup and a schedule frequency. Daily is typically used for backup replication.

New SAP HANA Backup Policy x
m Provide a policy name
2 Settings Policy name LocalSnapAndSnapVault i
Detalls | Replication to backup volume

3 Retentlon

4 Replication

Ln

Summary

3. Select the retention for the Snapshot backups.

New SAP HANA Backup Policy =
o Name Select backup settings
Backup Type ® Snapshot Based O File-Based @
3 Retention

Schedule Frequency
4 i Replication Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to
stagger your start times.

5 Summary O On demand

O Hourly

® Daily

O Weekly

O Monthly

This is the retention for the daily Snapshot backups taken at the primary storage. The retention for
secondary backups at the SnapVault target has already been configured previously using the add rule
command at the ONTAP level. See “Configure replication relationships on FSx for ONTAP file systems”
(xref).
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New SAP HANA Backup Policy X
o Narme Retention settings

o Settings Dally retention settings

® Total h i =
@® Total Snapshot coples to keep | 3 (i ]
14 days

O Keep Snapshot coples for
4 Replication

5 Summary

4. Select the Update SnapVault field and provide a custom label.

This label must match the SnapMirror label provided in the add rule command at ONTAP level.

New SAP HANA Backup Policy X
o Name Select secondary replication options @
o Settings [ Update SnapMirror after creating a local Snapshot copy.
o Retention Update SnapVault after creating a local Snapshot copy.
Secondary policy label Custom Label - 0
4 Replication
snapcented
5 Summar
Y Error retry count 3 i ]
New SAP HANA Backup Policy X
o LS Summary
o Settings Policy name LocalSnapAndSnapVault
Details Replication to backup volume
© retention
Backup Type Snapshot Based Backup
o Replication Schedule Type Daily
Daily backup retention Total backup coples to retain: 3
5 Summary
Replication SnapVault enabled , Secondary policy label; Custom Label : snapcenter , Error retry
count: 3

The new SnapCenter policy is now configured.

N NetApp SnapCenter® ~  Ascadmin  SnapCenterAdmin @ Sign Out

Global Settings ~ Policies ~ UsersandAccess  Roles  Credential  Software

SAP HANA

-

S -
P - Name It BackupType Schedule Type Replication
w

BlockintegrityCheck File Based Backup Weekly
i Reports

LocalSnap Data Backup Hourly
& Hosts LocalSnapAndSnapVault Data Backup Dally SnapVault

a1 Storage Systems

IE  settings
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Add a policy to resource protection

You must add the new policy to the HANA resource protection configuration, as shown in

the following figure.

I NetApp SnapCenter®
saprana B

PFX Topology X

Manage Copies
PFX Primary Backup(s)

search

Backup Name

SnapCenter_hana-1_LocalSnap_Hourly_02-
24-2022_14.00.03.6698

SnapCenter_hana-1_LocalSnap_Hourly_02-
24-2022.08.00.02.2808
SnapCenter_hana-1_Localsnap_Hourly_02-
242022 02.00.02.1758

SnapCenter_hana-1_LocalSnap_Hourly_02-
23-2022.20.00.02.3280

SnapCenter_hana-1_Localsnap_Hourly_02-
232022 14.00.05.4361

SnapCenter_hana-1_LocalSnap_Hourly_02-
22-2022_20.00.01.4482

SnapCenter_hana-1_LocalSnap_Hourly_02-
22-2022.14.00.02.8713

Resource

Multitenant Database Container - Protect

4

2 scadmin  SnapCenteradmin  Sign Out

5

Application Settings Policies Notification

Select one or more policies and configure schedules

Localsnap, BlockintegrityCheck ~ + O

v Localsnap

v BlockintegrityCheck s
LocalsnapAndsnapVault lrhecites

BlockintegrityCheck Weekly: Run on days: Sunday

Localsnap Hourly: Repeat every 6 hours

Total 2

A daily schedule is defined in our setup.

M NetApp SnapCenter®

SAP HANA| -

PFX Topology x

Manage Copies
PRX Primary Backup(s)

search

Backup Name

SnapCenter_hana-1_Localsnap_Hourly,02-
24-2022.14.00.03.6698

SnapCenter_hana-1_LocalSnap_Hourly_02-
242022 08.00.02.2808

SnapCenter_hana-1_LocalSnap_Hourly_02-
24-2022.020002.1758

SnapCenter_hana-1_LocalSnap_Hourly 02-
232022.20.00.02.3280

SnapCenter_hana-1_LocalSnap_Hourly_02-
23-2022_14.00.05.4361

SnapCenter_hana-1_LocalSnap_Hourly 02-
22-2022.20.00.01.4482

SnapCenter_hana-1_LocalSnap_Hourly_02
22:2022_14.0002.8713

Create a backup with replication

Resource

Multitenant Database Container - Protect

o—0—© :

Summary

Configure Schedules
2, | x
s x

2 scadmin  SnapCenterAdmin  § Sign Out

5

Application Settings Policies Notification

Select one or more policies and configure schedules
LocalSnap, BlockintegrityCheck, LocalSnapAr~ + o

Configure schedules for selected policies

Policy Iz Applied Schedules

BlockintegrityCheck Weekly: Run on days: Sunday

Localsnap Hourly: Repeat every 6 hours
LocalsnapAndsnapVault Dally: Repeat every 1 days
Total 3

Summary

Configure Schedules
s %
s | x
s x

A backup is created in the same way as with a local Snapshot copy.

To create a backup with replication, select the policy that includes the backup replication and click Backup.
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Backup X
Create a backup for the selected resource

Resource Mame PEX

Policy LocalSnapAndSnapVault ~-| @

Within the SnapCenter job log, you can see the Secondary Update step, which initiates a SnapVault update
operation. Replication changed blocks from the source volume to the target volume.

62



Job Details X

Backup of Resource Group 'hana-1_hana_MDC_PFX' with policy 'LocalSnapAndSnapVault'
w ¥ Hackup O Hesource Lroup nana-1_nana_MuUL_FEX With policy ‘LocalbnapAndsnapvault

« ¥ hana-
4 ¥ Backup
» Validate Dataset Parameters
» Validate Plugin Parameters
* Complete Application Discovery
» Initialize Filesystem Plugin
» Discover Filesystem Resources
» Validate Retention Settings
b Quiesce Application
* Quiesce Filesystem
* Create Snapshot

b UnQuiesce Filesystem

v

v

L

v

L4

v

4

L4

v

v

v * UnQulesce Application
L4 b Get Snapshot Detalls

L b Get Filesystem Meta Data
v * Finalize Filesystern Plugin

v b Collect Autosupport data

vy » Register Backup and Apply Retention
e * Register Snapshot attributes
v » Application Clean-Up

»* » Data Collection

v b Agent Finallze Workflow

v

¥ (Job 49 ) SnapVault update

@ Task Name: Secondary Update Start Time: 02/24/2022 3:14:37 PM End Time: 02/24/2022 3:14:46 PM =
| View Logs | Cancel job | Close

On the FSx for ONTAP file system, a Snapshot on the source volume is created using the SnapMirror label,
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snapcenter, as configured in the SnapCenter policy.

FsxId00fa%e3c784bbabbb::> snapshot show -vserver sapcc-hana-svm -volume
PFX data mnt00001 -fields snapmirror-label
vserver volume snapshot

snapmirror-label

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 03-31-
2022 13.10.26.5482 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 03-31-
2022 14.00.05.2023 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-05-
2022 08.00.06.3380 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-05-
2022 14.00.01.6482 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-14-
2022 20.00.05.0316 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-28-
2022 08.00.06.3629 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-28-
2022 14.00.01.7275 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-

1 LocalSnapAndSnapVault Daily 04-28-2022 16.21.41.5853

snapcenter
8 entries were displayed.

At the target volume, a Snapshot copy with the same name is created.

FsxId05£f7f00af49dc7a3e: :> snapshot show -vserver sapcc-backup-target-zoneb
-volume PFX data mnt00001 -fields snapmirror-label
vserver volume snapshot

snapmirror-label

sapcc-backup-target-zone5 PFX data mnt00001 SnapCenter hana-
1 LocalSnapAndSnapVault Daily 04-28-2022 16.21.41.5853 snapcenter
FsxId05£f7f00af49dc7a3e: :>

The new Snapshot backup is also listed in the HANA backup catalog.
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Backup Catalog

Database: |SYSTEMDB

[ Show Log Backups [] Show Delta Backups

Backup Details
ID:
Status:
Backup Type:
Destination Type:

1651162926424
Successful
Data Backup
Snapshot

Status  Started Duration Size Backup Type Destination Ty..

(=]} Apr 28, 2022, 4:22:06 PM 00h 00m 155 550GB Data Backup Snapshot Started: Apri26,,2022,:4:22:061PM.(LITC)
Apr 28, 2022, 2:00:26 PM 00h 00m 15s 5.50 GB Data Backup Snapshot Finished: Apr 28, 2022, 4:22:21 PM (UTC)
Apr 28, 2022, 8:00:35 AM 00h 00m 155 550 GB Data Backup Snapshot Duration: 00h 00m 155

] Apr 15, 2022, 5:00:44 PM 00h 06m 595 550GB DataBackup  Snapshot e SR

= Apr 14, 2022, 8:00:32 PM 00h 00m 165 550 GB Data Backup Snapshot Througbpu e

Apr 5, 2022, 2:00:29 PM 00h 00m 155 550GB Data Backup Snapshot

@ Apr 5, 2022, 8:00: 00h 00m 155 550GB Data Backup Snapshot System P

= Mar 31, 2022, 21 00h 00m 155 550GB DataBackup  Snapshot Comment: SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.2141.5853
=] Mar 31, 2022, 1: 00h 00m 165 550GB Data Backup Snapshot

Feb 22, 2022, 12:55:21 PM 00h 00m 21s 3.56GB Data Backup File

Additional Information: | <ok>

Location: /hana/data/PFX/mnt00001/
Host : Service Size Name Source Type EBID
hana-1 nameserver 5.50 GB hdb00001 volume SnapCent...

In SnapCenter, you can list the replicated backups by clicking Vault Copies in the topology view.

I NetApp SnapCenter® ™ @- Ascadmin  SnapCenterAdmin [ Sign Out

SAP HANA . PFX Topology X

& e ¢ ©

Removeprotecton BackupNaw Moty Production

Syste p
szl Manage Copies

PFX
@ | 8Backups

Summary Card
e 0 Clones

10 Backups
Local copies 9 Snapshot based backups.

1 Fle-Bases backup

u 0 Clones

0 Clones
Vault coples
Secondary Vault Backup(s)
search v
Backup Name. count IF End Date

SnapCenter_hana-1_LocalSnapAndSnapVaul Dally_04-26-2022_16.21.41.5853 1 042872022 422:00 P11 B

Restore and recover from secondary storage

To restore and recover from secondary storage, follow these steps:

To retrieve the list of all the backups on the secondary storage, in the SnapCenter Topology view, click Vault
Copies, then select a backup and click Restore.

M NetApp SnapCenter® 2 scadmin  SnapCenterAdmin [ Sign Out
SAP HANA - PFX Topology
=
. Gackupow . st o R
i
kI System Manage Copies
PRX

- 5ok
= ocones

Summary Card

10 Backups

Local coples 9 Snapshot tased backups

g zm

1 Hie Based backup X
0 Clones

0 Clones
Vault copies
Secondary Vault Backup(s)
search v W 4
- Gone | store
Backup Name Count  IF End Date

SnapCenter_hana-1_LocalSnapAndsnapVault_Dally_04-28-2022_16.21.41.5853 1 04/28/2022 4:22:40 PM 13

The restore dialog shows the secondary locations.
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Restore from SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853

2 Recovery scope ® Complete Resource @
O Tenant Database
3 PreOps
Choose archive location
4 PostOps

SepeEhana-auTL PR data TtaBaat sapcc-backup-target-zone5:PFX_data_mnt00 ~

5 Notification

6 Summary

The newer tenants added on the host after the backup was created cannot be restored and will be lost after restore operation.

Configure an SMTP Server to send email notifications for Restore jobs by going to Settings>Global Settings=Notification Server Settings.

Further restore and recovery steps are identical to those previously covered for a Snapshot backup at the

primary storage.

Where to find additional information

To learn more about the information that is described in this document, review the

following documents and/or websites:
» FSx for NetApp ONTAP user guide — What is Amazon FSx for NetApp ONTAP?
https://docs.aws.amazon.com/fsx/latest/ ONTAPGuide/what-is-fsx-ontap.html

» SnapCenter resources page
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https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html

https://www.netapp.com/us/documentation/snapcenter-software.aspx

* SnapCenter Software documentation
https://docs.netapp.com/us-en/snapcenter/index.htmi

* TR-4667: Automating SAP HANA System Copy and Clone Operations with SnapCenter
https://www.netapp.com/pdf.html?item=/media/17111-tr4667 .pdf

* TR-4719: SAP HANA System Replication — Backup and Recovery with SnapCenter

https://docs.netapp.com/us-en/netapp-solutions-sap/backup/saphana-sr-scs-sap-hana-system-replication-
overview.html

Version history

Version Date Document version history

Version 1.0 May 2022 Initial release.

SAP HANA backup and recovery with SnapCenter

TR-4614: SAP HANA backup and recovery with SnapCenter
Nils Bauer, NetApp

Companies today require continuous, uninterrupted availability for their SAP applications. They expect
consistent performance levels in the face of ever-increasing volumes of data and the need for routine
maintenance tasks such as system backups. Performing backups of SAP databases is a critical task and can
have a significant performance effect on the production SAP system.

Backup windows are shrinking, while the amount of data to be backed up is increasing. Therefore, it is difficult
to find a time when backups can be performed with minimal effect on business processes. The time needed to
restore and recover SAP systems is a concern, because downtime for SAP production and nonproduction
systems must be minimized to reduce data loss and cost to the business.

The following points summarize the challenges facing SAP backup and recovery:

* Performance effects on production SAP systems. Typically, traditional copy-based backups create a
significant performance drain on production SAP systems because of the heavy loads placed on the
database server, the storage system, and the storage network.

» Shrinking backup windows. Conventional backups can only be made when few dialog or batch activities
are in process on the SAP system. The scheduling of backups becomes more difficult when SAP systems
are in use around the clock.

* Rapid data growth. Rapid data growth and shrinking backup windows require ongoing investment in
backup infrastructure. In other words, you must procure more tape drives, additional backup disk space,
and faster backup networks. You must also cover the ongoing expense of storing and managing these tape
assets. Incremental or differential backups can address these issues, but this arrangement results in a very
slow, cumbersome, and complex restore process that is harder to verify. Such systems usually increase
recovery time objective (RTO) and recovery point objective (RPO) times in ways that are not acceptable to
the business.
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* Increasing cost of downtime. Unplanned downtime of an SAP system typically affects business finances.
A significant part of any unplanned downtime is consumed by the requirement to restore and recover the
SAP system. Therefore, the desired RTO dictates the design of the backup and recovery architecture.

» Backup and recovery time for SAP upgrade projects. The project plan for an SAP upgrade includes at
least three backups of the SAP database. These backups significantly reduce the time available for the
upgrade process. The decision to proceed is generally based on the amount of time required to restore and
recover the database from the previously created backup. Rather than just restoring a system to its
previous state, a rapid restore provides more time to solve problems that might occur during an upgrade.

The NetApp solution

NetApp Snapshot technology can be used to create database backups in minutes. The time needed to create
a Snapshot copy is independent of the size of the database because a Snapshot copy does not move any
physical data blocks on the storage platform. In addition, the use of Snapshot technology has no performance
effect on the live SAP system because the NetApp Snapshot technology does not move or copy data blocks
when the Snapshot copy is created or when data in the active file system is changed. Therefore, the creation
of Snapshot copies can be scheduled without considering peak dialog or batch activity periods. SAP and
NetApp customers typically schedule multiple online Snapshot backups during the day; for example, every four
hours is common. These Snapshot backups are typically kept for three to five days on the primary storage
system before being removed.

Snapshot copies also provide key advantages for restore and recovery operations. NetApp SnapRestore data
recovery software enables the restore of an entire database or, alternatively, a portion of a database to any
point in time, based on the available Snapshot copies. Such restore processes are finished in a few minutes,
independent of the size of the database. Because several online Snapshot backups are created during the day,
the time needed for the recovery process is significantly reduced relative to a traditional backup approach.
Because a restore can be performed with a Snapshot copy that is only a few hours old (rather than up to 24
hours), fewer transaction logs must be applied. Therefore, the RTO is reduced to several minutes rather than
the several hours required for conventional single-cycle tape backups.

Snapshot copy backups are stored on the same disk system as the active online data. Therefore, NetApp
recommends using Snapshot copy backups as a supplement rather than a replacement for backups to a
secondary location. Most restore and recovery actions are handled by using SnapRestore on the primary
storage system. Restores from a secondary location are only necessary if the primary storage system
containing the Snapshot copies is damaged. The secondary location can also be used if it is necessary to
restore a backup that is no longer available from a Snapshot copy: a month-end backup, for example.

A backup to a secondary location is based on Snapshot copies created on the primary storage. Therefore, the
data is read directly from the primary storage system without generating load on the SAP database server. The
primary storage communicates directly with the secondary storage and sends the backup data to the
destination by using a NetApp SnapVault disk-to-disk backup.

SnapVault offers significant advantages when compared to traditional backups. After an initial data transfer, in
which all data has been transferred from the source to the destination, all subsequent backups copy only the
changed blocks to the secondary storage. Therefore, the load on the primary storage system and the time
needed for a full backup are significantly reduced. Because SnapVault stores only the changed blocks at the
destination, a full database backup requires less disk space.

The solution can also be seamlessly extended to a hybrid cloud operation model. Data replication for disaster
recovery or offsite backup purposes can be done from on-premises NetApp ONTAP systems to Cloud Volumes
ONTAP instances running in the cloud. You can use SnapCenter as a central tool to manage the data
protection and data replication, independent if the SAP HANA system run on-premises or in the cloud. The
following figure shows an overview of the backup solution.
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Runtime of Snapshot backups

The next screenshot shows a customer’s HANA Studio running SAP HANA on NetApp storage. The customer
is using Snapshot copies to back up the HANA database. The image shows that the HANA database
(approximately 2.3TB in size) is backed up in 2 minutes and 11 seconds by using Snapshot backup technology.

The largest part of the overall backup workflow runtime is the time needed to execute the HANA
@ backup savepoint operation, and this step is dependent on the load on the HANA database. The
storage Snapshot backup itself always finishes in a couple of seconds.
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Recovery time objective comparison

This section provides an RTO comparison of file-based and storage-based Snapshot backups. The RTO is
defined by the sum of the time needed to restore the database and the time needed to start and recover the
database.

Time needed to restore database

With a file-based backup, the restore time depends on the size of the database and backup infrastructure,
which defines the restore speed in megabytes per second. For example, if the infrastructure supports a restore
operation at a speed of 250MBps, it takes approximately 1 hour and 10 minutes to restore a database 1TB in



size.

With storage Snapshot copy backups, the restore time is independent of the size of the database and is in the
range of a couple of seconds when the restore can be performed from primary storage. A restore from
secondary storage is only required in the case of a disaster when the primary storage is no longer available.

Time needed to start database

The database start time depends on the size of the row and column store. For the column store, the start time
also depends on how much data is preloaded during the database start. In the following examples, we assume
that the start time is 30 minutes. The start time is the same for a file-based restore and recovery and a restore
and recovery based on Snapshot.

Time needed to recover database

The recovery time depends on the number of logs that must be applied after the restore. This number is
determined by the frequency at which data backups are taken.

With file-based data backups, the backup schedule is typically once per day. A higher backup frequency is
normally not possible, because the backup degrades production performance. Therefore, in the worst case, all
the logs that were written during the day must be applied during forward recovery.

Storage Snapshot copy data backups are typically scheduled with a higher frequency because they do not
influence the performance of the SAP HANA database. For example, if Snapshot copy backups are scheduled
every six hours, the recovery time would be, in the worst case, one-fourth of the recovery time for a file-based
backup (6 hours / 24 hours = V).

The following figure shows an RTO example for a 1TB database when file-based data backups are used. In
this example, a backup is taken once per day. The RTO differs depending on when the restore and recovery
were performed. If the restore and recovery were performed immediately after a backup was taken, the RTO is
primarily based on the restore time, which is 1 hour and 10 minutes in the example. The recovery time
increased to 2 hours and 50 minutes when restore and recovery were performed immediately before the next
backup was taken, and the maximum RTO was 4 hours and 30 minutes.

RTO Daily file- Maximum RTO:
(hours) based or 4 hours
A e g backint = ------=--pr-m--me--- 30 minutes

4 backup 1

3 Maximum
2 hours 50 minutes
for recovery

2

30 minutes database start time

— T 1 hour 10 minutes restore time

| | >

Example: ot nd . Timeline
Restore with 250MB/sec 1¢ day 2r day 3 day

Logs per day: 50% of database size
Forward recovery with 100MB/sec

The following figure shows an RTO example for a 1TB database when Snapshot backups are used. With
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storage-based Snapshot backups, the RTO only depends on the database start time and the forward recovery
time because the restore is completed in a few seconds, independent of the size of the database. The forward
recovery time also increases depending on when the restore and recovery are done, but due to the higher
frequency of backups (every six hours in this example), the forward recovery time is 43 minutes at most. In this
example, the maximum RTO is 1 hour and 13 minutes.

RTO
(hours)
A

4 -

— Storage-based
3 — NetApp _

Snapshot Maximum RTO:

a backup every 1 hour 13 minutes

2 = 6 hours

Maximum 43 minutes for recovery

S 'JF 30 minutes database start time

06AM osPm | | ' Timeline
Example: 15t day 2 day 3 day

Logs per day: 50% of database size

Forward recovery with 100MB/sec

The following figure shows an RTO comparison of file-based and storage-based Snapshot backups for
different database sizes and different frequencies of Snapshot backups. The green bar shows the file-based
backup. The other bars show Snapshot copy backups with different backup frequencies.

With a single Snapshot copy data backup per day, the RTO is already reduced by 40% when compared to a
file-based data backup. The reduction increases to 70% when four Snapshot backups are taken per day. The
figure also shows that the curve goes flat if you increase the Snapshot backup frequency to more than four to
six Snapshot backups per day. Our customers therefore typically configure four to six Snapshot backups per
day.
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@ The graph shows the HANA server RAM size. The database size in memory is calculated to be
half of the server RAM size.

The restore and recovery time is calculated based on the following assumptions. The database

@ can be restored at 250MBps. The number of log files per day is 50% of the database size. For
example, a 1TB database creates 500MB of log files per day. A recovery can be performed at
100MBps.

SnapCenter architecture

SnapCenter is a unified, scalable platform for application-consistent data protection.
SnapCenter provides centralized control and oversight, while delegating the ability for
users to manage application-specific backup, restore, and clone jobs. With SnapCenter,
database and storage administrators learn a single tool to manage backup, restore, and
cloning operations for a variety of applications and databases.

SnapCenter manages data across endpoints in the data fabric powered by NetApp. You can use SnapCenter
to replicate data between on-premises environments; between on-premises environments and the cloud; and
between private, hybrid, or public clouds.

SnapCenter components

SnapCenter includes the SnapCenter Server, the SnapCenter Plug-In Package for Windows, and the
SnapCenter Plug-Ins Package for Linux. Each package contains plug-ins to SnapCenter for various
applications and infrastructure components.

The SnapCenter custom plug-ins enable you to create your own plug-ins and protect your application using the
same SnapCenter interface.

The following figure depicts SnapCenter components.

NetApp® SnapCenter® server SnapCenter plug-ins Managed applications

SAP application

ORACLE
Plug-in Application
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SnapCenter SAP HANA backup solution

This section lists the components, supported SAP HANA releases and configurations,
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and SnapCenter 4.6 enhancements used in this solution.

Solution components

The SnapCenter backup solution for SAP HANA covers the following areas:

+ SAP HANA data backup with storage-based Snapshot copies:
> Backup scheduling
o Retention management
> Housekeeping of the SAP HANA backup catalog
* Non-data volume (for example, /hana/shared) backup with storage-based Snapshot copies:
o Backup scheduling
> Retention management
* Replication to an off-site backup or disaster recovery location:
o SAP HANA data Snapshot backups
> Non-data volumes
o Retention management configured at off-site backup storage
o Housekeeping of the SAP HANA backup catalog
» Database block integrity checks using a file-based backup:
o Backup scheduling
o Retention management
o Housekeeping of the SAP HANA backup catalog
» Retention management of HANA database log backup:
> Retention management based on data backup retention
o Housekeeping of the SAP HANA backup catalog
» Automatic discovery of HANA databases
* Automated restore and recovery
+ Single-tenant restore operations with SAP HANA multitenant database container (MDC) systems
Database data file backups are executed by SnapCenter in combination with the plug-in for SAP HANA. The

plug-in triggers an SAP HANA database backup save point so that the Snapshot copies, which are created on
the primary storage system, are based on a consistent image of the SAP HANA database.

SnapCenter enables the replication of consistent database images to an off-site backup or disaster recovery
location by using SnapVault or the NetApp SnapMirror. feature. Typically, different retention policies are defined
for backups at primary and at the off-site backup storage. SnapCenter handles the retention at primary storage,
and ONTAP handles the retention at the off-site backup storage.

To allow a complete backup of all SAP HANA-related resources, SnapCenter also allows you to back up all
non- data volumes using the SAP HANA plug-in with storage-based Snapshot copies. Non-data volumes can
be scheduled independently from the database data backup to enable individual retention and protection
policies.

The SAP HANA database automatically executes log backups. Depending on the recovery point objectives,
there are several options for the storage location of the log backups:
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* The log backup is written to a storage system that synchronously mirrors the data to a second location with
NetApp MetroCluster high-availability (HA) and disaster recovery storage software.

» The log backup destination can be configured on the same primary storage system and then replicated
synchronously or asynchronously to a secondary storage with SnapMirror.

* The log backup destination can be configured on the same off-site backup storage in which the database
backups are replicated with SnapVault. With this configuration, the off-site backup storage has availability
requirements like those of the primary storage so that log backups can be written to the off-site backup
storage.

SAP recommends combining storage-based Snapshot backups with a weekly file-based backup to execute a
block integrity check. The block integrity check can be executed from within SnapCenter. Based on your
configurable retention policies, SnapCenter manages the housekeeping of data file backups at the primary
storage, log file backups, and the SAP HANA backup catalog.

@ SnapCenter handles the retention at primary storage, while ONTAP manages secondary backup
retention.

The following figure shows an overview of the database and log backup configuration, where the log backups
are written to an NFS mount of the off-site backup storage.
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When executing a storage-based Snapshot backup of non-data volumes, SnapCenter performs the following
tasks:

1. Creation of a storage Snapshot copy of the non-data volume.
2. Execution of a SnapVault or SnapMirror update for the data volume, if configured.

3. Deletion of storage Snapshot copies at the primary storage based on the defined retention policy.

When executing a storage-based Snapshot backup of the SAP HANA database, SnapCenter performs the
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following tasks:

1. Creation of an SAP HANA backup save point to create a consistent image on the persistence layer.
Creation of a storage Snapshot copy of the data volume.

Registration of the storage Snapshot back up in the SAP HANA backup catalog.

Release of the SAP HANA backup save point.

Execution of a SnapVault or SnapMirror update for the data volume, if configured.

Deletion of storage Snapshot copies at the primary storage based on the defined retention policy.

N o ok~ 0 DN

Deletion of SAP HANA backup catalog entries if the backups do not exist anymore at the primary or off-site
backup storage.

8. Whenever a backup has been deleted based on the retention policy or manually, SnapCenter deletes all
log backups that are older than the oldest data backup. Log backups are deleted on the file system and in
the SAP HANA backup catalog.

Supported SAP HANA releases and configurations

SnapCenter supports SAP HANA single-host and multiple-host configurations using NFS- or FC-attached
NetApp storage systems (AFF and FAS), as well as SAP HANA systems running on Cloud Volumes ONTAP at
AWS, Azure, the Google Cloud Platform, and AWS FSx ONTAP using NFS.

SnapCenter supports the following SAP HANA architectures and releases:

» SAP HANA single container: SAP HANA 1.0 SPS12
+ SAP HANA multitenant-database container (MDC) single tenant: SAP HANA 2.0 SPS3 and later
+ SAP HANA multitenant-database container (MDC) multiple tenants: SAP HANA 2.0 SPS4 and later

SnapCenter 4.6 enhancements

Starting with version 4.6, SnapCenter supports auto-discovery of HANA systems configured in a HANA System
Replication relationship. Each host is configured using its physical IP address (host name) and its individual
data volume on the storage layer. The two SnapCenter resources are combined in a resource group,
SnapCenter automatically identifies which host is primary or secondary, and it then executes the required
backup operations accordingly. Retention management for Snapshot and file-based backups created with
SnapCenter is performed across both hosts to ensure that old backups are also deleted at the current
secondary host. The following figure shows a high-level overview. A detailed description of the configuration
and operation of HANA System Replication-enabled HANA systems in SnapCenter can be found in TR-4719
SAP HANA System Replication, Backup and Recovery with SnapCenter.
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SnapCenter concepts and best practices

This section describes SnapCenter concepts and best practices as they relate to SAP
HANA resource configuration and deployment.

SAP HANA resource configuration options and concepts

With SnapCenter, SAP HANA database resource configuration can be performed with two different
approaches.

* Manual resource configuration. HANA resource and storage footprint information must be provided
manually.
+ Automatic discovery of HANA resources. Automatic discovery simplifies the configuration of HANA

databases in SnapCenter and enables automated restore and recovery.

It is important to understand that only HANA database resources in SnapCenter that have been automatically
discovered are enabled for automated restore and recovery. HANA database resources that are configured
manually in SnapCenter must be recovered manually after a restore operation in SnapCenter.
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On the other hand, automatic discovery with SnapCenter is not supported for all HANA architectures and
infrastructure configurations. Therefore, HANA landscapes might require a mixed approach in which some
HANA systems (HANA multiple host systems) require manual resource configuration and all others can be
configured using automatic discovery.

Automatic discovery and automated restore and recovery depend on the ability to execute OS commands on
the database host. Examples of this are file system and storage footprint discovery, and unmount, mount, or
LUN discovery operations. These operations are executed with the SnapCenter Linux plug-in, which is
automatically deployed together with the HANA plug-in. Therefore, it is prerequisite to deploy the HANA plug-in
on the database host to enable automatic discovery as well as automated restore and recovery. It is also
possible to disable the auto discovery after the deployment of the HANA plug-in on the database host. In this
instance, the resource will be a manually configured resource.

The following figure summarizes the dependencies. More details on the HANA deployment options are
covered in the section “Deployment options for the SAP HANA plug-in.”

Central HANA Manual HANA Manual

resource
configuration

plug-in host recovery

7

Disabled auto discovery

v

HANA plug-in Auto discovery Automated

deployed on of HANA restore and
database host resource recovery

@ The HANA and Linux plug-ins are currently only available for Intel-based systems. If the HANA
databases are running on IBM Power Systems, a central HANA plug-in host must be used.

Supported HANA architectures for automatic discovery and automated recovery

With SnapCenter, automatic discovery and automated restore and recovery is supported for most HANA
configurations with the exception that HANA multiple host systems require a manual configuration.

The following table shows supported HANA configurations for automatic discovery.
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HANA plug-in installed = HANA architecture HANA system
on: configuration
HANA database host Single host * HANA single
container
+ SAP HANA

multitenant database
containers (MDC) with
single or multiple
tenants

* HANA System
Replication

®

Supported HANA architectures for manual HANA resource configuration

automated restore and recovery with the current SnapCenter release.

Infrastructure

« Bare metal with NFS

» Bare metal with XFS
and FC with or without
Linux Logical Volume
Manager (LVM)

* VMware with direct
OS NFS mounts

HANA MDC systems with multiple tenants are supported for automatic discovery, but not for

Manual configuration of HANA resources is supported for all HANA architectures; however, it requires a central
HANA plug-in host. The central plug-in host can be the SnapCenter server itself or a separate Linux or

Windows host.

When the HANA plug-in is deployed on the HANA database host, by default, the resource is
auto discovered. Auto discovery can be disabled for individual hosts, so that the plug-in can be

®

deployed; for example, on a database host with activated HANA System Replication and a

SnapCenter release < 4.6, where auto discovery is not supported. For more information, see the

section “Disable auto discovery on the HANA plug-in host.”

The following table shows supported HANA configurations for manual HANA resource configuration.

HANA Plug-In installed HANA architecture HANA system

on: configuration

Central plug-in host Single or multiple host * HANA single
container

(SnapCenter Server or

separate Linux host) « HANA MDC with

single or multiple
tenants

* HANA System
Replication

Deployment options for the SAP HANA plug-in

Infrastructure

« Bare metal with NFS

» Bare metal with XFS
and FC with or without
Linux LVM

* VMware with direct
OS NFS mounts

The following figure shows the logical view and the communication between the SnapCenter Server and the

SAP HANA databases.

The SnapCenter Server communicates through the SAP HANA plug-in with the SAP HANA databases. The
SAP HANA plug-in uses the SAP HANA hdbsq| client software to execute SQL commands to the SAP HANA
databases. The SAP HANA hdbuserstore is used to provide the user credentials, the host name, and the port

information to access the SAP HANA databases.
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@ The SAP HANA plug-in and the SAP hdbsql client software, which include the hdbuserstore
configuration tool, must be installed together on the same host.

The host can be the SnapCenter Server itself, a separate central plug-in host, or the individual SAP HANA
database hosts.

SnapCenter server high availability

SnapCenter can be set up in a two-node HA configuration. In such a configuration, a load balancer (for
example, F5) is used in an active/passive mode using a virtual IP address pointing to the active SnapCenter
host. The SnapCenter repository (the MySQL database) is replicated by SnapCenter between the two hosts so
that the SnapCenter data is always in-sync.

SnapCenter server HA is not supported if the HANA plug-in is installed on the SnapCenter server. If you plan
to set up SnapCenter in an HA configuration, do not install the HANA plug-in on the SnapCenter server. More
details on SnapCenter HA can be found at this NetApp Knowledge Base page.

SnapCenter server as a central HANA plug-in host

The following figure shows a configuration in which the SnapCenter Server is used as a central plug-in host.
The SAP HANA plug-in and the SAP hdbsql client software are installed on the SnapCenter Server.
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Since the HANA plug-in can communicate with the managed HANA databases using the hdbclient through the
network, you do not need to install any SnapCenter components on the individual HANA database hosts.
SnapCenter can protect the HANA databases by using a central HANA plug-in host on which all userstore keys
are configured for the managed databases.

On the other hand, enhanced workflow automation for automatic discovery, automation of restore and
recovery, as well as SAP system refresh operations require SnapCenter components to be installed on the
database host. When using a central HANA plug-in host, these features are not available.

Also, high availability of the SnapCenter server using the in-build HA feature cannot be used when the HANA

plug-in is installed on the SnapCenter server. High availability can be achieved using VMware HA if the
SnapCenter server is running in a VM within a VMware cluster.

Separate host as a central HANA plug-in host

The following figure shows a configuration in which a separate Linux host is used as a central plug-in host. In
this case, the SAP HANA plug-in and the SAP hdbsql client software are installed on the Linux host.

@ The separate central plug-in host can also be a Windows host.
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The same restriction regarding feature availability described in the previous section also applies for a separate
central plug-in host.

However, with this deployment option the SnapCenter server can be configured with the in-build HA
functionality. The central plug-in host must also be HA, for example, by using a Linux cluster solution.

HANA plug-in deployed on individual HANA database hosts

The following figure shows a configuration in which the SAP HANA plug-in is installed on each SAP HANA
database host.
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When the HANA plug-in is installed on each individual HANA database host, all features, such as automatic
discovery and automated restore and recovery, are available. Also, the SnapCenter server can be set up in an
HA configuration.

Mixed HANA plug-in deployment

As discussed at the beginning of this section, some HANA system configurations, such as multiple-host
systems, require a central plug-in host. Therefore, most SnapCenter configurations require a mixed
deployment of the HANA plug-in.

NetApp recommends that you deploy the HANA plug-in on the HANA database host for all HANA system
configurations that are supported for automatic discovery. Other HANA systems, such as multiple-host
configurations, should be managed with a central HANA plug-in host.

The following two figures show mixed plug-in deployments either with the SnapCenter server or a separate
Linux host as a central plug-in host. The only difference between these two deployments is the optional HA
configuration.

HANA multiple host system

NetApp® SnapCenter® server as a central plug-in host

SnapCenter server 'SAP HANA plug-in

HANA System Replication

Sos

SAP HANA plug-in

Linux plug-in

Optional SnapCenter
HA configuration

SnapCenter server

Central plug-in host

HANA System Replication

MySQL
database
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SnapCenter server

SAP HANA plug-in

Linux plug-in

Summary and recommendations

In general, NetApp recommends that you deploy the HANA plug-in on each SAP HANA host to enable all
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available SnapCenter HANA features and to enhance workflow automation.

®

The HANA and Linux plug-ins are currently only available for Intel- based systems. If the HANA
databases are running on IBM Power Systems, a central HANA plug-in host must be used.

For HANA configurations in which automatic discovery is not supported, such as HANA multiple-host
configurations, an additional central HANA plug-in host must be configured. The central plug-in host can be the
SnapCenter server if VMware HA can be leveraged for SnapCenter HA. If you plan to use the SnapCenter in-

build HA capability, use a separate Linux plug-in host.

The following table summarizes the different deployment options.

Deployment option

Central HANA plug-in host
Plug-in installed on SnapCenter server

Central HANA plug-in host
Plug-in installed on separate Linux or Windows server

Dependencies

Pros:

* Single HANA plug-in, central HDB user store
configuration

* No SnapCenter software components required on
individual HANA database hosts

* Support of all HANA architectures

Cons:

* Manual resource configuration

* Manual recovery

* No single tenant restore support

* Any Pre- and post-script steps are executed on the
central plug-in host

* In-build SnapCenter high availability not supported
* Combination of SID and tenant name must be
unique across all managed HANA databases

* Log backup retention management enabled/disabled
for all managed HANA databases

Pros:

* Single HANA plug-in, central HDB user store
configuration

* No SnapCenter software components required on
individual HANA database hosts

* Support of all HANA architectures

* In-build SnapCenter high availability supported
Cons:

* Manual resource configuration

* Manual recovery

* No single tenant restore support

* Any Pre- and post-script steps are executed on the
central plug-in host

* Combination of SID and tenant name must be
unique across all managed HANA databases

* Log backup retention management enabled/disabled
for all managed HANA databases
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Deployment option Dependencies

Individual HANA plug-in host Pros:

Plug-in installed on HANA database server * Automatic discovery of HANA resources
* Automated restore and recovery
* Single tenant restore
* Pre- and post-script automation for SAP system
refresh
* In-build SnapCenter high availability supported
* Log backup retention management can be
enabled/disabled for each individual HANA database
Cons:
* Not supported for all HANA architectures. Additional
central plug-in host required, for HANA multiple host
systems.
* HANA plug-in must be deployed on each HANA
database hosts

Data protection strategy

Before configuring SnapCenter and the SAP HANA plug-in, the data protection strategy must be defined based
on the RTO and RPO requirements of the various SAP systems.

A common approach is to define system types such as production, development, test, or sandbox systems. All
SAP systems of the same system type typically have the same data protection parameters.

The parameters that must be defined are:

* How often should a Snapshot backup be executed?

* How long should Snapshot copy backups be kept on the primary storage system?

* How often should a block integrity check be executed?

» Should the primary backups be replicated to an off-site backup site?

* How long should the backups be kept at the off-site backup storage?
The following table shows an example of data protection parameters for the system type’s production,
development, and test. For the production system, a high backup frequency has been defined, and the

backups are replicated to an off-site backup site once per day. The test systems have lower requirements and
no replication of the backups.

Parameters Production systems Development systems  Test systems
Backup frequency Every 4 hours Every 4 hours Every 4 hours
Primary retention 2 days 2 days 2 days

Block integrity check Once per week Once per week No
Replication to off-site Once per day Once per day No

backup site

Off-site backup retention 2 weeks 2 weeks Not applicable

The following table shows the policies that must be configured for the data protection parameters.
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Parameters PolicyLocalSnap PolicyLocalSnapAndSna PolicyBlockintegrityChe

pVault ck
Backup type Snapshot based Snapshot based File based
Schedule frequency Hourly Daily Weekly
Primary retention Count =12 Count=3 Count =1
SnapVault replication No Yes Not applicable

The policy LocalSnapshot is used for the production, development, and test systems to cover the local
Snapshot backups with a retention of two days.

In the resource protection configuration, the schedule is defined differently for the system types:

* Production. Schedule every 4 hours.
* Development. Schedule every 4 hours.
* Test. Schedule every 4 hours.

The policy LocalSnapAndSnapVault is used for the production and development systems to cover the daily
replication to the off-site backup storage.

In the resource protection configuration, the schedule is defined for production and development:

* Production. Schedule every day.
* Development. Schedule every day.

The policy BlockIntegrityCheck is used for the production and development systems to cover the weekly
block integrity check using a file-based backup.

In the resource protection configuration, the schedule is defined for production and development:

* Production. Schedule every week.

* Development. Schedule every week.

For each individual SAP HANA database that uses the off-site backup policy, a protection relationship must be
configured on the storage layer. The protection relationship defines which volumes are replicated and the
retention of backups at the off-site backup storage.

With our example, for each production and development system, a retention of two weeks is defined at the off-
site backup storage.

@ In our example, protection policies and retention for SAP HANA database resources and non-
data volume resources are not different.

Backup operations

SAP introduced the support of Snapshot backups for MDC multiple tenant systems with HANA 2.0 SPS4.
SnapCenter supports Snapshot backup operations of HANA MDC systems with multiple tenants. SnapCenter
also supports two different restore operations of a HANA MDC system. You can either restore the complete
system, the System DB and all tenants, or you can restore just a single tenant. There are some pre-requisites
to enable SnapCenter to execute these operations.
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In an MDC System, the tenant configuration is not necessarily static. Tenants can be added or tenants can be
deleted. SnapCenter cannot rely on the configuration that is discovered when the HANA database is added to
SnapCenter. SnapCenter must know which tenants are available at the point in time the backup operation is
executed.

To enable a single tenant restore operation, SnapCenter must know which tenants are included in each
Snapshot backup. In addition, it must know which files and directories belong to each tenant included in the
Snapshot backup.

Therefore, with each backup operation, the first step in the workflow is to get the tenant information. This
includes the tenant names and the corresponding file and directory information. This data must be stored in the
Snapshot backup metadata in order to be able to support a single tenant restore operation. The next step is
the Snapshot backup operation itself. This step includes the SQL command to trigger the HANA backup
savepoint, the storage Snapshot backup, and the SQL command to close the Snapshot operation. By using the
close command, the HANA database updates the backup catalog of the system DB and each tenant.

@ SAP does not support Snapshot backup operations for MDC systems when one or more tenants
are stopped.

For the retention management of data backups and the HANA backup catalog management, SnapCenter must
execute the catalog delete operations for the system database and all tenant databases that were identified in

the first step. In the same way for the log backups, the SnapCenter workflow must operate on each tenant that
was part of the backup operation.

The following figure shows an overview of the backup workflow.
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Backup workflow for Snapshot backups of the HANA database

SnapCenter backs up the SAP HANA database in the following sequence:

1. SnapCenter reads the list of tenants from the HANA database.

2. SnapCenter reads the files and directories for each tenant from the HANA database.
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3. Tenant information is stored in the SnapCenter metadata for this backup operation.

4. SnapCenter triggers an SAP HANA global synchronized backup save point to create a consistent database
image on the persistence layer.

@ For an SAP HANA MDC single or multiple tenant system, a synchronized global backup
save point for the system database, and for each tenant database is created.

5. SnapCenter creates storage Snapshot copies for all data volumes configured for the resource. In our
example of a single-host HANA database, there is only one data volume. With an SAP HANA multiple-host
database, there are multiple data volumes.

6. SnapCenter registers the storage Snapshot backup in the SAP HANA backup catalog.
7. SnapCenter deletes the SAP HANA backup save point.

8. SnapCenter starts a SnapVault or SnapMirror update for all configured data volumes in the resource.

@ This step is only executed if the selected policy includes a SnapVault or SnapMirror
replication.

9. SnapCenter deletes the storage Snapshot copies and the backup entries in its database as well as in the
SAP HANA backup catalog based on the retention policy defined for backups at the primary storage.
HANA backup catalog operations are done for the system database and all tenants.

@ If the backup is still available at the secondary storage, the SAP HANA catalog entry is not
deleted.

10. SnapCenter deletes all log backups on the file system and in the SAP HANA backup catalog that are older
than the oldest data backup identified in the SAP HANA backup catalog. These operations are done for the
system database and all tenants.

@ This step is only executed if log backup housekeeping is not disabled.

Backup workflow for block integrity check operations

SnapCenter executes the block integrity check in the following sequence:

1. SnapCenter reads the list of tenants from the HANA database.
2. SnapCenter triggers a file-based backup operation for the system database and each tenant.

3. SnapCenter deletes file-based backups in its database, on the file system, and in the SAP HANA backup
catalog based on the retention policy defined for block integrity check operations. Backup deletion on the
file system and HANA backup catalog operations are done for the system database and all tenants.

4. SnapCenter deletes all log backups on the file system and in the SAP HANA backup catalog that are older
than the oldest data backup identified in the SAP HANA backup catalog. These operations are done for the
system database and all tenants.

@ This step is only executed if log backup housekeeping is not disabled.

Backup retention management and housekeeping of data and log backups

The data backup retention management and log backup housekeeping can be divided into five main areas,
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including retention management of:

* Local backups at the primary storage

* File-based backups

« Backups at the secondary storage

Data backups in the SAP HANA backup catalog

* Log backups in the SAP HANA backup catalog and the file system

The following figure provides an overview of the different workflows and the dependencies of each operation.
The following sections describe the different operations in detail.
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Retention management of local backups at the primary storage

SnapCenter handles the housekeeping of SAP HANA database backups and non-data volume backups by
deleting Snapshot copies on the primary storage and in the SnapCenter repository according to a retention
defined in the SnapCenter backup policy.

Retention management logic is executed with each backup workflow in SnapCenter.

@ Be aware that SnapCenter handles retention management individually for both scheduled and
on-demand backups.

Local backups at the primary storage can also be deleted manually in SnapCenter.

Retention management of file-based backups

SnapCenter handles the housekeeping of file-based backups by deleting the backups on the file system
according to a retention defined in the SnapCenter backup policy.

Retention management logic is executed with each backup workflow in SnapCenter.
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@ Be aware that SnapCenter handles retention management individually for scheduled or on-
demand backups.

Retention management of backups at the secondary storage

The retention management of backups at the secondary storage is handled by ONTAP based on the retention
defined in the ONTAP protection relationship.

To synchronize these changes on the secondary storage in the SnapCenter repository, SnapCenter uses a
scheduled cleanup job. This cleanup job synchronizes all secondary storage backups with the SnapCenter
repository for all SnapCenter plug-ins and all resources.

The cleanup job is scheduled once per week by default. This weekly schedule results in a delay with deleting
backups in SnapCenter and SAP HANA Studio when compared with the backups that have already been
deleted at the secondary storage. To avoid this inconsistency, customers can change the schedule to a higher
frequency, for example, once per day.

@ The cleanup job can also be triggered manually for an individual resource by clicking the refresh
button in the topology view of the resource.

For details about how to adapt the schedule of the cleanup job or how to trigger a manual refresh, refer to the
section “Change scheduling frequency of backup synchronization with off-site backup storage.”

Retention management of data backups within the SAP HANA backup catalog

When SnapCenter has deleted any backup, local Snapshot or file based, or has identified the backup deletion
at the secondary storage, this data backup is also deleted in the SAP HANA backup catalog.

Before deleting the SAP HANA catalog entry for a local Snapshot backup at the primary storage, SnapCenter
checks if the backup still exists at the secondary storage.

Retention management of log backups

The SAP HANA database automatically creates log backups. These log backup runs create backup files for
each individual SAP HANA service in a backup directory configured in SAP HANA.

Log backups older than the latest data backup are no longer required for forward recovery and can therefore
be deleted.

SnapCenter handles the housekeeping of log file backups on the file system level as well as in the SAP HANA
backup catalog by executing the following steps:

1. SnapCenter reads the SAP HANA backup catalog to get the backup ID of the oldest successful file-based
or Snapshot backup.

2. SnapCenter deletes all log backups in the SAP HANA catalog and the file system that are older than this
backup ID.

SnapCenter only handles housekeeping for backups that have been created by SnapCenter. If
additional file-based backups are created outside of SnapCenter, you must make sure that the

@ file-based backups are deleted from the backup catalog. If such a data backup is not deleted
manually from the backup catalog, it can become the oldest data backup, and older log backups
are not deleted until this file-based backup is deleted.
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Even though a retention is defined for on-demand backups in the policy configuration, the
housekeeping is only done when another on-demand backup is executed. Therefore, on-

@ demand backups typically must be deleted manually in SnapCenter to make sure that these
backups are also deleted in the SAP HANA backup catalog and that log backup housekeeping
is not based on an old on-demand backup.

Log backup retention management is enabled by default. If required, it can be disabled as described in the
section “Disable auto discovery on the HANA plug-in host.”

Capacity requirements for Snapshot backups

You must consider the higher block change rate on the storage layer relative to the change rate with traditional
databases. Due to the HANA table merge process of the column store, the complete table is written to disk, not
just the changed blocks.

Data from our customer base shows a daily change rate between 20% and 50% if multiple Snapshot backups
are taken during the day. At the SnapVault target, if the replication is done only once per day, the daily change
rate is typically smaller.

Restore and recovery operations

Restore operations with SnapCenter

From the HANA database perspective, SnapCenter supports two different restore operations.
» Restore of the complete resource. All data of the HANA system is restored. If the HANA system contains
one or more tenants, the data of the system database and the data of all tenants are restored.
* Restore of a single tenant. Only the data of the selected tenant is restored.
From the storage perspective, the above restore operations must be executed differently depending on the
used storage protocol (NFS or Fibre Channel SAN), the configured data protection (primary storage with or

without offsite backup storage), and the selected backup to be used for the restore operation (restore from
primary or offsite backup storage).

Restore of complete resource from primary storage

When restoring the complete resource from primary storage, SnapCenter supports two different ONTAP
features to execute the restore operation. You can choose between the following two features:

* Volume-based SnapRestore. A volume based SnapRestore reverts the content of the storage volume to
the state of the selected Snapshot backup.
> Volume Revert check box available for auto discovered resources using NFS.
o Complete Resource radio button for manual configured resources.

* File-based SnapRestore. A file-based SnapRestore, also known as Single File SnapRestore, restores all
individual files (NFS), or all LUNs (SAN).

o Default restore method for auto discovered resources. Can be changed using the Volume revert check
box for NFS.

o File-level radio button for manual configured resources.

The following table provides a comparison of the different restore methods.
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Speed of restore operation

Snapshot backup history

Restore of directory structure

Resource configured with
replication to offsite backup storage

Volume-based SnapRestore

Very fast, independent of the
volume size

Restore to an older Snapshot
backup, removes all newer
Snapshot backups.

Directory structure is also restored

A volume-based restore cannot be
done to a Snapshot copy backup
that is older than the Snapshot
copy used for SnapVault
synchronization

Restore of complete resource from offsite backup storage

File-based SnapRestore

Very fast restore operation but uses
background copy job on the
storage system, which blocks the
creation of new Snapshot backups

No influence

NFS: Only restores the individual
files, not the directory structure. If
the directory structure is also lost, it
must be created manually before
executing the restore operation
SAN: Directory structure is also
restored

Any Snapshot backup can be
selected

A restore from the offsite backup storage is always executed using a SnapVault restore operation where all
files or all LUNs of the storage volume are overwritten with the content of the Snapshot backup.

Restore of a single tenant

Restoring a single tenant requires a file-based restore operation. Depending on the used storage protocol,
different restore workflows are executed by SnapCenter.

* NFS:

o Primary storage. File-based SnapRestore operations are executed for all files of the tenant database.

o Offsite backup storage: SnapVault restore operations are executed for all files of the tenant database.

» SAN:

> Primary storage. Clone and connect the LUN to the database host and copy all files of the tenant

database.

o Offsite backup storage. Clone and connect the LUN to the database host and copy all files of the tenant

database.

Restore and recovery of auto-discovered HANA single container and MDC single tenant systems

HANA single container and HANA MDC single tenant systems that have been auto discovered are enabled for
automated restore and recovery with SnapCenter. For these HANA systems, SnapCenter supports three

different restore and recovery workflows, as shown in the following figure:

« Single tenant with manual recovery. If you select a single tenant restore operation, SnapCenter lists all
tenants that are included in the selected Snapshot backup. You must stop and recover the tenant database
manually. The restore operation with SnapCenter is done with single file SnapRestore operations for NFS,
or clone, mount, copy operations for SAN environments.
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« Complete resource with automated recovery. If you select a complete resource restore operation and
automated recovery, the complete workflow is automated with SnapCenter. SnapCenter supports up to
recent state, point in time, or to specific backup recovery operations. The selected recovery operation is
used for the system and the tenant database.

« Complete resource with manual recovery. If you select No Recovery, SnapCenter stops the HANA
database and executes the required file system (unmount, mount) and restore operations. You must
recover the system and tenant database manually.

« Select tenant

Single tenant
with manual

>
| recovery

Auto discovered
HANA resources Single Complete . Re_cer_1t s_tate
tenant resource = Point in time

« All files « Specific backup
+ Single «Volume
container

Restore
single
tenant

Recovery of
tenant DB

Stop tenant
DB

Complete Stop

Restore Recovery resource database
scope? scope? with automated Unmount
recovery file system

Restore Discover Recovery:
complete and mount 1. System DB
resource file system 2. Tenant DB

+ MDC single
tenant

No recovery

| Complete datS;g'gse Restore Discover Recovery:
Efelllies complete and mount 1. System DB

with manual WInTELS resource file system 2. Tenant DB
recovery file system

. Manual operations . SnapCenter operations

Restore and recovery of automatically discovered HANA MDC multiple tenant systems

Even though HANA MDC systems with multiple tenants can be automatically discovered, automated restore
and recovery is not supported with the current SnapCenter release. For MDC systems with multiple tenants,
SnapCenter supports two different restore and recovery workflows, as shown in the following figure:

* Single tenant with manual recovery

» Complete resource with manual recovery

The workflows are the same as described in the previous section.

« Select tenant

Single tenant Restore
with manual Stop tenant single

| recovery L2 tenant

Auto discovered .
HANA resources Single Complete
tenant resource

« All files No recovery
« Volume

Recovery of
tenant DB

. Complete Stop Restore Discover Recovery:

* MDC multiple Restore Recove;y s oouree (Sjatabasti complete and mount 1. System DB
tenants scope? scope? with manual —nmotin resource file system 2. Tenant DB(s)

recovery file system

. Manual operations . SnapCenter operations

Restore and recovery of manual configured HANA resources

Manual configured HANA resources are not enabled for automated restore and recovery. Also, for MDC
systems with single or multiple tenants, a single tenant restore operation is not supported.
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For manual configured HANA resources, SnapCenter only supports manual recovery, as shown in the following
figure. The workflow for manual recovery is the same as described in the previous sections.

All manual

configured HANA
resources

Complete
resource
« All files

+ Volume Complete

resource
with manual
recovery

Restore
scope?

Summary restore and recovery operations

Stop
database
Unmount

file system

. Manual operations

Restore
complete
resource

Recovery:
1. System DB
2. Tenant DB(s)

. SnapCenter operations

Mount file
system

The following table summarizes the restore and recovery operations depending on the HANA resource
configuration in SnapCenter.

SnapCenter
resource
configuration

Auto discovered
Single container
MDC single tenant

Restore and
recovery options

Stop HANA
database

* Complete Automated with
resource with SnapCenter
either

* Default (all files)

* Volume revert
(NFS from
primary storage
only)

* Automated
recovery
selected

* Complete
resource with
either

 Default (all files)

SnapCenter

* Volume revert
(NFS from
primary storage
only)

* No recovery
selected

e Tenant restore Manual

Automated with

Unmount before,

Recovery operation

mount after restore

operation

Automated with
SnapCenter

Automated with
SnapCenter

Not required

Automated with
SnapCenter

Manual

Manual
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SnapCenter Restore and Stop HANA Unmount before, Recovery operation

resource recovery options  database mount after restore
configuration operation

Auto discovered * Complete Automated with Automated with Manual
MDC multiple resource with SnapCenter SnapCenter

tenants either

 Default (all files)

* Volume revert
(NFS from
primary storage
only)

* Automated
recovery not
supported

* Tenantrestore  Manual Not required Manual

All manual * Complete Manual Manual Manual
configured resources resource (=

Volume revert,

available for

NFS and SAN

from primary

storage only)

* File level (all
files)

* Automated
recovery not
supported

Lab setup used for this report

The lab setup used for this technical report includes five different SAP HANA
configurations:

« MS1.
o SAP HANA multiple-host MDC single tenant system
o Managed with a central plug-in host (SnapCenter server)
o Uses NFS as storage protocol
+ SS1.
o SAP HANA single-host MDC single tenant system
> Auto discovered with HANA plug-in installed on HANA database host
o Uses NFS as storage protocol
+ SM1.
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o SAP HANA single-host MDC multiple tenant system
o Auto discovered with HANA plug-in installed on HANA database host
o Uses NFS as storage protocol
+ §82.
o SAP HANA single-host MDC single tenant system
o Managed with a central plug-in host (SnapCenter Server)
o Uses NFS as storage protocol
» SS3.
o SAP HANA single-host MDC single tenant system
> Auto discovered with HANA plug-in installed on HANA database host
o Uses Fibre Channel SAN as storage protocol
The following sections describe the complete configuration and the backup, restore, and recovery workflows.
The description covers local Snapshot backups as well as replication to backup storage using SnapVault. The

storage virtual machines (SVMs) are hana-primary for the primary storage and hana-backup for the off-
site backup storage.

The SnapCenter Server is used as a central HANA plug-in host for the HANA systems MS1 and SS2.

The following figure shows the lab setup.

MS1 SS1 SM1 SS82 SS3
SnapCenter Server HANA multiple—host HANA MDC HANA MDC HANA MDC HANA MDC
MDC Single Tenant Single Tenant  Mulltiple Tenants  Single Tenant Single Tenant

== == ===l =1l

HANA plug-in HANA plug-in HANA plug-in l HANA plug-in
Snhapcenter-43 hana-4 hana-5 hana-6 hana-1 hana-2 hana-3 sapcc-hana-tst-16
\ ) \_Y_J
Y
NFS SAN

SVM hana-primary SVM hana-backup
e ] —H— B 3

SnapVault

SnapCenter configuration
The SnapCenter configuration can be separated into two main areas:

« Initial configuration. Covers generic configurations, independent of an individual SAP HANA database.
Configurations such as storage systems, central HANA plug-in hosts, and policies, which are selected
when executing the resource-specific configurations.

* Resource-specific configuration. Covers SAP HANA system-specific configurations and must be done
for each SAP HANA database.
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The following figure provides an overview of the configuration components and their dependencies. The green
boxes show configuration steps that must be done outside of SnapCenter; the blue boxes show the steps that
are done using the SnapCenter GUI.

Initial Configuration

Storage Systems Central Plug-in

Host
. Deploy Define Credentials E.g. Policy ,Local
E.g. Primary SVM HANA Plug-in for Windows Snapshot*
Installation Define Credentials E.g. Policy
E.g. Backup SVM hdbsql client for Linux ,SnapVault*
E.g. Policy ,Block
E.g. DR SVM Integrity Check"

Credentials Policies

Resource
Non-Data Volume

Manual config. of Auto discovery of SAP Resource ONTAP Protection
HANA resource HANA resource hdbuserstore Protection Relationship

Deploy Configure fes Define SVM and
HANA Plug-in hdbuserstore Key Sl Volumes

Provide 1 ) Define Retention
hdbuserstore Key i Szl and Label

Select Storage

System(s) Select hdbsqgl Host

Select Storage
Volume(s)

Select Storage
System(s)

Executed at HANA
Select Storage plug-in host

Volume(s)
Provide 1
hdbuserstore Key
Resource-specifc Configuration

Executed at offsite
backup storage

With the initial configuration, the following components are installed and configured:

» Storage system. Credential configuration for all SVMs that are used by the SAP HANA systems: typically,
primary, off-site backup, and disaster recovery storage.

@ Storage cluster credentials can the also be configured instead of individual SVM credentials.

» Credentials. Configuration of credentials used to deploy the SAP HANA plug-in on the hosts.

* Hosts (for central HANA plug-in hosts). Deployment of SAP HANA plug-in. Installation of the SAP HANA
hdbclient software on the host. The SAP hdbclient software must be installed manually.

* Policies. Configuration of backup type, retention, and replication. Typically, at least one policy for local
Snapshot copies, one for SnapVault replication, and one for file-based backup is required.

The resource-specific configuration must be performed for each SAP HANA database and includes the
following configurations:
+ SAP HANA non-data volume resource configuration:
o Storage systems and volumes
» SAP hdbuserstore key configuration:

o The SAP hdbuserstore key configuration for the specific SAP HANA database must be performed
either on the central plug-in host, or on the HANA database host, depending on where the HANA plug-
in is deployed.

» Auto discovered SAP HANA database resources:
o Deployment of SAP HANA plug-in on database host
o Provide hdbuserstore key

* Manual SAP HANA database resource configuration:
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o SAP HANA database SID, plug-in host, hdbuserstore key, storage systems and volumes
» Resource protection configuration:

> Selection of required policies

o Definition of schedules for each policy
* ONTAP data protection configuration:

> Only required if the backups should be replicated to an off-site backup storage.

o Definition of relationship and retention.

Initial SnapCenter configuration
Initial configuration includes the following steps:

1. Storage system configuration
2. Credentials configuration for plug-in installation
3. For a central HANA plug-in host:
a. Host configuration and SAP HANA plug-in deployment
b. SAP HANA hdbsq| client software installation and configuration

4. Policies configuration

The following sections describe the initial configuration steps.

Storage system configuration

1. Log in to the SnapCenter Server GUI.
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@ Login % [ SnapCenter % [Pl CoCommand System Manager X | +
& G A Notsecure | snapcenter-43:sapccstlnetapp.com:8146/Dashboard v 6
it Apps P OnCommand Syste.. (G Vipere [ SnapCenter
n SnapCenter® = 1 sapccscadmin  SnapCenterAdmin [ Sign Out
Status Get Started

<
ann
153 Dashboard
G Resources RECENT JOB ACTVITIES € ALERTS @ LATEST PROTECTION SUMMARY @
e Monitor © 0 Critical 0 warning Secondary

Primary 3 i
@l Reports

il d labl
= No data available o data avallatle No Plug-ins NoPlugins
w1 Storage Systems
5= Settings
* Failed: 0 ® Not configured: 0 » Successful: 0
A Aens Not intisted:0 @ Faile 0 @ Not configured: 0 @ Successfu0
2 Al See Al
joBs @ LS T s STORAGE @
s estore  Clone 0 0 0 0x
—_— 05napshots 0SnapMirrors 0 Snapvaults Storage Savings
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Last 90 Days
®Failed: 0 «Warning 0 » Completed: 0 ®Running: 0 o Primary Snapshots Secondary Snapshots Primary Starage
CONFIGURATION €
B 0 rosss @0 @o ®o | E 0svms

2. Select Storage Systems.

In the screen, you can select the storage system type, which can be ONTAP SVMs or
@ ONTAP Clusters. If you configure the storage systems on SVM level, you need to have a

management LIF configured for each SVM. As an alternative, you can use a SnapCenter

management access on cluster level. SVM management is used in the following example.

I SnapCenter® @ = @- ALsapcdscadmin  SnapCenterAdmin [ Sign Out
Storage Systems

‘ +

2 Type : ne

2%z Dashboard e

©  Resources Storage Connections

P Monitor [ | Name E|w Cluster Name User Name Controller License

o There is no match for your search or data is not available,

@il Reports

& Hosts

1 Storage Systems

3. Click New to add a storage system and provide the required host name and credentials.

The SVM user is not required to be the vsadmin user, as shown in the screenshot. Typically,

@ a user is configured on the SVM and assigned the required permissions to execute backup
and restore operations. Details on required privileges can be found in the SnapCenter
Installation Guide in the section titled “Minimum ONTAP privileges required”.
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M snapCenter®
Storage Systems

Storage Connections
O Name

There is no match for your search or data
is not available.

Ik

Add Storage System

Add Storage System @

Storage System | hana-primary
Username | vsadmin

Password

Event Management System (EMS) & AutoSupport Settings

B send Autosupport notification for failed operations to storage system

Log SnapCenter Server events to syslog

£ More Options : Platform, Protocol, Preferrad IP stc.

4. Click More Options to configure the storage platform.

Storage platform can be FAS, AFF, ONTAP Select, or Cloud Volumes ONTAP.

A sapcscadmin SnapCenterAdmin [ Sign Out

X

@ For a system used as a SnapVault or SnapMirror target, select the Secondary icon.

M SnapCenter®

Storage Connections
O Name

There is no match for your search or data
is not available.

15

More options

Platform | All Flash FAS

Protocol | HTTPS -

Port | 443
Timeout | 60

[ preferred IP

(SN | Cancel

1 sapcascadmin - SnapCenterAdmin [ Sign Out

5. Add additional storage systems as required. In our example, an additional offsite backup storage and a
disaster recovery storage has been added.

I SnapCenter®
Storage Systems

Dashboard

2 sapccscadmin  SnapCenterAdmin [ Sign Out

+

New

& Resources Storage Connections
& Monitor [} haarie
4l Repors E

Hosts =

hana-primary

w1 Storage Systems

Credentials configuration

12 IP
10.63.150.45

10.63.150.247

t.netapp.com 10.63.150.248

Cluster Name

1. Go to Settings, select Credentials, and click New.

User Name Controller License
vsadmin Not applicable
vsadmin Not applicable
vsadmin v
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M SnapCenter® 2 sapcascadmin - SnapCenterAdmin [ Sign Out

Global Settings Policies Users and Access Roles Credential Software Scheduled Configuration Checker

A

+

Dashboard

Credential Name Username Authentication mode

Resources

There is no match for your search or data is not available.
Monitor

R & Q i

Reports

Hosts

o

-
-

Storage Systems

L i
>
]

2. Provide the credentials for the user that are used for plug-in installations on Linux systems.

Credential

Provide information for the Credential you want to add

Credential Name InstallPluginOnLinux

Username root a
Password

Authentication Linux e

Use sudo privileges €

3. Provide the credentials for the user that are used for plug-in installations on Windows systems.
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Credential s

Provide information for the Credential you want to add

Credential Name InstallPluginOnWindows

Username sapcciscadmin

Password

Authentication Windows E:

The following figure shows the configured credentials.

I SnapCenter® ' ©- 2 sapcciscadmin SnapCenterAdmin i Sign Out

Global Settings Policies Users and Access Roles Credential Software Scheduled Configuration Checker
<

Dashboard
Reaources Credential Name Username Authentication mode
installPiuginOnLinux root Linux

Monkor
InstallPluginOnWindows sapcc\scadmin Windows

R 6 A

Reports

Hosts

-
-

Storage Systems

Settings

L il

Alerts

SAP HANA plug-in installation on a central plug-in host

In the lab setup, the SnapCenter Server is also used as a central HANA plug-in host. The Windows host on
which SnapCenter Server runs is added as a host, and the SAP HANA plug-in is installed on the Windows
host.

CD The SAP HANA plug-in requires Java 64-bit version 1.8. Java needs to be installed on the host
before the SAP HANA plug-in is deployed.

1. Go to Hosts and click Add.
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I SnapCenter® ~ A sapcoiscadmin - SnapCenterAdmin I Sign Out

Managed Hosts Disks Shares Initiator Groups iSCS| Session

+

I Dashboard b

©  Resources [ Name 1= Type System Plug-in Version Overall Status
o™ There is no match for your search or data is not available.

<F Monitor

4 Reports

'  Hosts

Storage Systems
== Settings

Alerts

[ ] o- ¥ sign out

4 sapcciscadmin  SnapCenterAdmin

Add Host

o Host Type ‘ Windows - ‘
There is no mat Host Name ‘ SnapCenter-43 ‘
Credentials ‘ InstallPluginOnWindows b4 ‘ +

Select Plug-ins to Install SnapCenter Plug-ins Package 4.3 for Windows
Microsoft Windows
[ Microsoft SQL server
[J Microsoft Exchange Server
B sepHana

&3 More Options ; Port, Install Path, Custom Plug-ins...

The following figure shows all the configured hosts after the HANA plug-in is deployed.

1 SnapCenter® @ = @- Asapcascadmin  SnapCenterAdmin B sign Out

Managed Hosts Disks Shares Initiator Groups iSCSI Session

+

Dashboard

add
©  Resources (] Name 12 Type System Plug-n Version Overall Status

m ] SnapCenter-43.sapec.stl.netapp.com Windows Stand-alone Microsoft Windows Server, SAP HANA 43 Configure VMware plug-in @
W» Monitor

4  Reports

Storage Systems

Settings

Alerts

SAP HANA hdbsql client software installation and configuration

The SAP HANA hdbsql client software must be installed on the same host on which the SAP HANA plug-in is
installed. The software can be downloaded from the SAP Support Portal.

X

The HDBSQL OS user configured during the resource configuration must be able to run the hdbsql executable.

The path to the hdbsgl executable must be configured in the hana.properties file.

e Windows:
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C:\More C:\Program Files\NetApp\SnapCenter\Snapcenter Plug-in
Creator\etc\hana.properties
HANA HDBSQL CMD=C:\\Program Files\\sap\\hdbclient\\hdbsqgl.exe

e Linux:

cat /opt/NetApp/snapcenter/scc/etc/hana.properties
HANA HDBSQL CMD=/usr/sap/hdbclient/hdbsgl

Policy configuration

As discussed in the section “Data protection strategy,” policies are usually configured independently of the
resource and can be used by multiple SAP HANA databases.

A typical minimum configuration consists of the following policies:

* Policy for hourly backups without replication: LocalSnap
* Policy for daily backups with SnapVault replication: LocalSnapAndSnapVault

* Policy for weekly block integrity check using a file-based backup: BlockIntegrityCheck

The following sections describe the configuration of these three policies.

Policy for hourly Snapshot backups

1. Go to Settings > Policies and click New.

M SnapCenter® ®@ = @©- %sapcascadmin SnapCenterAdmin [ Sign Out

Global Settings Policies Users and Access es Credential Software Scheduled Configuration Checker

<
SAP HANA

Dashboard
- +
New

Resources

Name I Backup Type Schedule Type Replication
Monitor i i P

-
H-H
-]
e
]

Reports

Hosts

| e

Storage Systems

L i
>
]

2. Enter the policy name and description. Click Next.

103



New SAP HANA Backup Policy =

Provide a policy name

2 | Settings Palicy name | Localsnap ‘ Li]

Description | Snapshot backup at primary storage ‘
3 | Retention

4 | Replication

5 Summary

3. Select backup type as Snapshot Based and select Hourly for schedule frequency.

New SAP HANA Backup Policy 2

@ name Select backup settings

Backup Type ® spapshot Based ) File-Based €@

3  Retention
Schedule Frequency

4 | Replication Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to
stagger your start times,

5 'summary ' None
) Hourly
O Dpaily
O Weekly

O mMonthly

4. Configure the retention settings for on-demand backups.

New SAP HANA Backup Policy =

© nome Retention settings
o Settings On demand backup retention settings A
3 Retention Backup retention settings €

4 Replication (® Total Snapshot copies to keep

i

() Keep Snapshot copies for 14 days .
5 'summary :

Hourly retention settings LV

5. Configure the retention settings for scheduled backups.
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New SAP HANA Backup Policy A
© rarme Retention settings

o Settings On demand backup retention settings v

Hourly retention settings A
3 Retention |

(® Total Snapshot copies to keep 12 1]

() Keep Snapshot copies for 14 days |

4 | Replication

5 Ssummary

6. Configure the replication options. In this case, no SnapVault or SnapMirror update is selected.

New SAP HANA Backup Policy 2
o fat Select secondary replication options @

o Settings [l Update SnapMirror after creating a local Snapshot copy.

o Betention [[] Update SnapVault after creating a local Snapshot copy.

Secondary policy label One Time v L]
4 Replication
Error ratry count 1]

5 ' summary

7. On the Summary page, click Finish.

New SAP HANA Backup Policy %
@ vame Summary
o Settings Policy name LocalSnap
Description Snapshot backup at primary storage
e Retention
Backup Type Snapshot Based Backup
o Replication Schedule Type Hourly
On demand backup retention Total backup copies to retain: 2
Hourly backup retention Total backup copies to retain: 12
Replication none

Policy for daily Snapshot backups with SnapVault replication

1. Go to Settings > Policies and click New.

2. Enter the policy name and description. Click Next.
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New SAP HANA Backup Policy

2 Settings Palicy name ‘ LocalSnapAndSnapVault ‘ Li ]

: Description ‘ Local Snapshot backup replicated to backup storage ‘
3 ' Retention

4 | Replication

5 Summary

3. Set the backup type to Snapshot Based and the schedule frequency to Daily.

New SAP HANA Backup Policy =

© nome Select backup settings

Backup Type ® snapshot Based © File-Based @

3 Retention
Schedule Frequency

4 Replication Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to
stagger your start times,

5 ' summary ) Nona

2 Hourly

® Daily

2 Weekly

2 meonthly

4. Configure the retention settings for on-demand backups.

New SAP HANA Backup Policy =

o HEIEE Retention settings
o Seftings On demand backup retention settings A

3 Retention Backup retention settings €}

4 Replication ® Total Snapshot copies to keep
) Keep Snapshot copies for 14 days '

Daily retantion settings v

5 'Summary

5. Configure the retention settings for scheduled backups.
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New SAP HANA Backup Policy =

© - Retention settings

o Settings ‘ On demand backup retention sattings v |

Daily retention settings A
3 Retention |

(® Total Snapshot copies to keep Li]
4 ' Replication B
() Keep Snapshot copies for 14 days |

5 'Summary

6. Select Update SnapVault after creating a local Snapshot copy.

The secondary policy label must be the same as the SnapMirror label in the data protection
configuration on the storage layer. See the section “Configuration of data protection to off-
site backup storage.”

Maodify SAP HANA Backup Palicy o
0 Name Select secondary replication options @

o SETHUNES Update SnapMirror after creating a local Snapshot copy.

9 Retenion ¥ Update SnapVault after creating a local Snapshat copy

Secondary policy 1abel | Draily - 1]
4 Replication e
Errar ratry count 3 [1]

o Summiary

7. On the Summary page, click Finish.
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New SAP HANA Backup Policy

o tiarme Summary
o Settings Policy name
Description
e Retention
Backup Type
o Replication sthedule Type
On demand backup retention
Daily backup retention
Replication

Policy for Weekly Block Integrity Check

1. Go to Settings > Policies and click New.

LocalSnapAndSnapVault

Local Snapshot backup replicated to backup storage
Snapshot Based Backup

Daily

Total backup copies to retain: 3

Total backup copies to retain: 3

SnapVault enabled , Secondary policy label: Daily , Error retry count: 3

2. Enter the policy name and description. Click Next.

New SAP HANA Backup Policy

B pOI[cy name

2 settings Falicy name ‘ BlockintegrityCheck

Description ‘ Block integrity check using file based backup

3 Retention

4 | Replication

5 ' summary

3. Set the backup type to File-Based and schedule frequency to Weekly.
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New SAP HANA Backup Policy A

(1 JELS Select backup settings

m Backup Type © snapshot Based ] File-Based @

3 | Retention
Schedule Frequency

4 Summary Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to
stagger your start times.

2 MNone
2 Hourly
@ Daily
® Weekly

< Monthly

4. Configure the retention settings for on-demand backups.

New SAP HANA Backup Policy =

@ neme Retention settings
o Settings On demand backup retention settings A
3 Retention Backup retention settings €%

4 summary ® Total backup copies to keep
() Keep backup copies for 14 days |

Weekly retention settings (V2

5. Configure the retention settings for scheduled backups.

New SAP HANA Backup Policy 2

(1 JELS Retention settings
o Settings On demand backup retention settings A
3 Retention Backup retention settings €

4 summary ® Total backup copies to keep
() Keep backup copies for 14 days |

Weekly retention settings v

6. On the Summary page, click Finish.
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New SAP HANA Backup Policy =

@ rome Summary
o Settings Policy name BlockintegrityCheck
Description Block integrity check using file based backup
e Retention
Backup Type File-Based Backup
Schedule Type Weekly
on demand backup retention Total backup copies to retain: 1
Weekly backup retention Total backup copies toretain: 1

The following figure shows a summary of the configured policies.

I SnapCenter® @ = @- ALsapciscadmin  SnapCenterAdmin [ Sign Out

Global Settings Policies Users and Access Roles Credential Software Scheduled Configuration Checker

S

sapHanA B

22z Dashboard

+ V' d m

e Resources e e L
Name 1t Backup Type Schedule Type Replication

S Monitor P! P Pl
BlockintegrityCheck File Based Backup Weekly

2

il Reports Localsnap Data Backup Hourly

Hosts LocalSnapAndSnapVault Dats Backup. Dally SnapVault

#  Storage Systems

== Settings

SnapCenter resource-specific configuration for SAP HANA database backups
This section describes the configuration steps for two example configurations.

» SS2.
> Single-host SAP HANA MDC single-tenant system using NFS for storage access
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o The resource is manually configured in SnapCenter.

> The resource is configured to create local Snapshot backups and perform block integrity checks for the
SAP HANA database using a weekly file-based backup.

- SS1.
> Single-host SAP HANA MDC single-tenant system using NFS for storage access
o The resource is auto-discovered with SnapCenter.

> The resource is configured to create local Snapshot backups, replicate to an off-site backup storage
using SnapVault, and perform block integrity checks for the SAP HANA database using a weekly file-
based backup.

The differences for a SAN-attached, a single-container, or a multiple-host system are reflected in the
corresponding configuration or workflow steps.

SAP HANA backup user and hdbuserstore configuration

NetApp recommends configuring a dedicated database user in the HANA database to run the backup
operations with SnapCenter. In the second step, an SAP HANA user store key is configured for this backup
user, and this user store key is used in the configuration of the SnapCenter SAP HANA plug-in.

The following figure shows the SAP HANA Studio through which the backup user can be created.

The required privileges were changed with the HANA 2.0 SPS5 release: backup admin, catalog
@ read, database backup admin, and database recovery operator. For earlier releases, backup
admin and catalog read are sufficient.

For an SAP HANA MDC system, the user must be created in the system database because all
@ backup commands for the system and the tenant databases are executed using the system
database.
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J& hdbstudio - /Security/Users/SNAPCENTER System: SYSTEMDB®SS1 Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio - O x
File Edit Navigate Search Run Window Help
s g ¥ | ot Q iE|=
TaSystems 2 v | B [-m @B E S § = O 3 BackupSYSTEMDB@SST(SYSTEM).. | SYSTEMDB@QS1 (% Backup SYSTEMDB@QST (SYSTEM... {i SYSTEMDB@OQST - SNAPCENTER |}, SYSTEMDB@SS1-SNAPCENTER 32 = O
(= OS1- System Refresh Target .
i éqswéég(sv;sw;;gn L SYSTEMDB@SS51 (SYSTEM) 551 - MDC single tenant - 2.0SPS5  hezna-100 G| @
, [ SYSTEMDB@QS1 (SVSTEM) O User| User Parameters | |
(& 551 - MDC single tenant - 2.05PS5 ~
[ SS1@551 (SYSTEM) 551 - MDC single tenant - 205955 { SNAPCENTER
[EG SYSTEMDB@SS1 (SYSTEM) 55 single tenant - 2.08P¢ P A
i %@ Ea(kup@ ¢ . IR [iisabic GUBCTIDEE 2ccesy
& Datnlog Authentication
& Pty Password [same [154P Logon Ticket
v (2 Security . B =
; Password": Confirm”: |
T Security
v 3 Users Force password change on next logon: (®) Yes ) No
" SAPDBCTRL [IKetberos [Ixs09 [ISAP Assertion Ticket
[ SMAPCENTER External |0
3 svs i .
i SYSTEM Valid From: Nov 4, 2020 12:47:01 AM GMT-08:00 €3[| Valid Until: Jun 1,202312:46:25 AM GMT-07:00  3FF
[} ¥SSOLCC_AUTO_USER _3004F258A8978FTA7558E08 =
{§ ¥SSOLCC_AUTO_USER_SE2492DBCDEDAEBBF8SA0L | Session Client:
{) XSSOLCC_AUTO_USER DSD3BOC4FOBATII77BEODA
i SYS.ARL Granted Roles | System Privileges | Object Privileges Analytic Privileges Application Privileges Privileges on Users
{ _SYS_DATA_ANONYMIZATION = =
§ _svsEPM + X %~ | Details
§ _S¥S_PLAN_STABILITY System Privilege Grantor
i _SYS.REPO s= BACKUP ADMIN SYSTEM
i _5¥5_SQL ANALYZER = CATALOG READ SYSTEM
{i _SYS_STATISTICS @~ DATABASE BACKUP ADMIN SYSTEM
[} _SYS_TABLE REPLICAS = DATABASE RECOVERY OPERATOR SYSTEM
i _SYS_TASK
{§ _SYS.WORKLOAD_REPLAY
7 Roles
[E Properties 2 @ Eror Log &7 . t = o
Property Value
< > < >
SYSTEMDB@SS1 han... (SYSTEM):SYSTEM

At the HANA plug-in host, on which the SAP HANA plug-in and the SAP hdbsq| client are installed, a userstore
key must be configured.

Userstore configuration on the SnapCenter server used as a central HANA plug-in host

If the SAP HANA plug-in and the SAP hdbsql client are installed on Windows, the local system user executes
the hdbsgl commands and is configured by default in the resource configuration. Because the system user is
not a logon user, the user store configuration must be done with a different user and the -u <User> option.

hdbuserstore.exe -u SYSTEM set <key> <host>:<port> <database user>
<password>

®

Userstore configuration on a separate Linux host used as a Central HANA plug-in host

The SAP HANA hdbclient software must be first installed on the Windows host.

If the SAP HANA plug-in and SAP hdbsql client are installed on a separate Linux host, the following command
is used for the user store configuration with the user defined in the resource configuration:

hdbuserstore set <key> <host>:<port> <database user> <password>

®

The SAP HANA hdbclient software must be first installed on the Linux host.
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Userstore configuration on the HANA database host

If the SAP HANA plug-in is deployed on the HANA database host, the following command is used for the user
store configuration with the <sid>adm user:

hdbuserstore set <key> <host>:<port> <database user> <password>

@ SnapCenter uses the <sid>adm user to communicate with the HANA database. Therefore, the
user store key must be configured using the <'sid>adm’ user on the database host.

@ Typically, the SAP HANA hdbsq|l client software is installed together with the database server
installation. If this is not the case, the hdbclient must be installed first.

Userstore configuration depending on HANA system architecture

In an SAP HANA MDC single-tenant setup, port 3<instanceNo>13 is the standard port for SQL access to the
system database and must be used in the hdbuserstore configuration.

For an SAP HANA single-container setup, port 3<instanceNo>15 is the standard port for SQL access to the
index server and must be used in the hdbuserstore configuration.

For an SAP HANA multiple-host setup, user store keys for all hosts must be configured. SnapCenter tries to
connect to the database using each of the provided keys and can therefore operate independently of a failover
of an SAP HANA service to a different host.

Userstore configuration examples

In the lab setup, a mixed SAP HANA plug-in deployment is used. The HANA plug-in is installed on the
SnapCenter Server for some HANA systems and deployed on the individual HANA database servers for other
systems.

SAP HANA system SS1, MDC single tenant, instance 00

The HANA plug-in has been deployed on the database host. Therefore, the key must be configured on the
database host with the user ss1adm.
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hana-1:/ # su - ssladm

ssladm@hana-1:/usr/sap/SS1/HDB0OO>

ssladm@hana-1:/usr/sap/SS1/HDB00>

ssladm@hana-1:/usr/sap/SS1/HDBO0> hdbuserstore set SSIKEY hana-1:30013
SnapCenter password

ssladm@hana-1:/usr/sap/SS1/HDB00> hdbuserstore list

DATA FILE : /usr/sap/SS1l/home/.hdb/hana-1/SSFS HDB.DAT
KEY FILE : /usr/sap/SSl/home/.hdb/hana-1/SSFS HDB.KEY
KEY SS1KEY

ENV : hana-1:30013

USER: SnapCenter
KEY SS1SAPDBCTRLSS1

ENV : hana-1:30015

USER: SAPDBCTRL
ssladm@hana-1:/usr/sap/SS1/HDB00O>

SAP HANA system MS1, multiple-host MDC single tenant, instance 00
For HANA multiple host systems, a central plug-in host is required, in our setup we used the SnapCenter

Server. Therefore, the user store configuration must be done on the SnapCenter Server.

hdbuserstore.exe -u SYSTEM set MS1KEYHOST1 hana-4:30013 SNAPCENTER

password

hdbuserstore.exe -u SYSTEM set MS1KEYHOST2 hana-5:30013 SNAPCENTER
password

hdbuserstore.exe -u SYSTEM set MS1KEYHOST3 hana-6:30013 SNAPCENTER
password

C:\Program Files\sap\hdbclient>hdbuserstore.exe -u SYSTEM list

DATA FILE g C:\ProgramData\.hdb\SNAPCENTER—43\S—1—5—18\SSFS_HDB.DAT
KEY FILE : C:\ProgramData\.hdb\SNAPCENTER-43\S-1-5-18\SSFS_ HDB.KEY

KEY MS1KEYHOST1
ENV : hana-4:30013
USER: SNAPCENTER
KEY MS1KEYHOST2
ENV : hana-5:30013
USER: SNAPCENTER
KEY MS1KEYHOST3
ENV : hana-6:30013
USER: SNAPCENTER
KEY SS2KEY
ENV : hana-3:30013
USER: SNAPCENTER
C:\Program Files\sap\hdbclient>
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Configuration of data protection to off-site backup storage

The configuration of the data protection relation as well as the initial data transfer must be executed before
replication updates can be managed by SnapCenter.

The following figure shows the configured protection relationship for the SAP HANA system SS1. With our

example, the source volume SS1 data mnt00001 atthe SVM hana-primary is replicated to the SVM
hana-backup and the target volume SS1 data mnt00001 dest.

@ The schedule of the relationship must be set to None, because SnapCenter triggers the
SnapVault update.

I onCommand System Manager ©@ e 0 (2] a

] - oocoos
E Dashboard + Create  # £dc [ Delere A, Ope: C Refresh
S Source Storage V.. Source Volume = | Desunaton volume = | Desunation Stora.. = | Is Healt = | opject Rela Transt.. = | Relauonship Type | Lag Time | Policy Name Policy Type a
E Applications BiTiers ¥ B ‘ Yy ‘ - ‘ | |2 . e
E hana-primary 5S1_data_mno0og1 551_data_mmi0001_dest hana-backup @ ves Volume Snapmi... Idie Asynchronous V.. 21 hr(s).. SnapCentervault — Asynchronous Vault
Storage
Volume
Relationships
SYM DR
Relationships
Protection Policies
Schedules
Snapshot Policies
ES A Events& lobs »
a— Configurition ) Source Location: hana-primary:551_data_... Is Healthy: @ es Transfer Status Idle
Destination Location: hana-backup:S51_data_m. Relationship State: Snapmirrored Current Transfer Type: None
Source Cluster. a700-marco Network Compression  Not Applicable Current Transter Error None
Ratio:
- a700-marco Current Transfer Progress:  None
None Last Transfer Error. Nane
Data Transfer Rate:  Unlimited Last Transfer Type: Update
Lag Time 21 hir(s) 23 minis) Latest Snapsnot Timestamp:  11/26/2019 11:03:53
Latest Snapshot Copy: SnapCenter_ LacalSnapAndSnap¥ault_Daify_11-26-
2019_08.17.01.8979 l,
‘ Detalls | Poicy Details Snapsnot Coples

The following figure shows the protection policy. The protection policy used for the protection relationship
defines the SnapMirror label, as well as the retention of backups at the secondary storage. In our example, the
used label is Daily, and the retention is set to 5.

The SnapMirror label in the policy being created must match the label defined in the SnapCenter
@ policy configuration. For details, refer to “Policy for daily Snapshot backups with SnapVault
replication.”

@ The retention for backups at the off-site backup storage is defined in the policy and controlled by
ONTAP.
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I onCommand System Manager

® ® T @ a2

Transf...

A Search all Objects

Relationship Type | Lag Time | Policy Name =

Policy Type

Type:  All
1 Volume Relationships
Dashboard + Create  # ear @ Delere <, Operations * ¥ Refresn
Applications & Tiers b | SOUrce Sorage Vi = | source Volume = | Destination Volume Destnation Stora.., IsHealthy = ‘ Object... = | Rela..
hana-primary 551_data_mnt00001 $S1_data.mnt00001_dest hana-backup @ ves Volume Snapmi... ldie

Storage »

Metwork »

Protection -

(@8- W]

Volume
Relationships

SVYMDR
Relationships

Protection Policies
Schedules

Snapshot Policies

Asynchronous V.. 21 hris).. SnapCenterVault  Asynchronous Vault

Events & Jobs »
Palicy Name:  SnapCentarvault
— 5
ot 1| | comoenss
Label Number of Copies = | Marching Snapshot copy Schedules in Source Yolume
Daily 5 Source does not have any schedules with this label
Details Policy Details Snapshot Copies

Manual HANA resource configuration

This section describes the manual configuration of the SAP HANA resources SS2 and MS1.

+ SS2 is a single-host MDC single-tenant system

* MS1 is a multiple-host MDC single-tenant system.

1. From the Resources tab, select SAP HANA and click Add SAP HANA Database.

2. Enter the information for configuring the SAP HANA database and click Next.

Select the resource type in our example, Multitenant Database Container.

®

For our SAP HANA system, the SID is SS2.

selected. All the other configuration steps are identical.

The HANA plug-in host in our example is the SnapCenter Server.

For a HANA single container system, the resource type Single Container must be

The hdbuserstore key must match the key that was configured for the HANA database SS2. In our

example it is SS2KEY.
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Add SAP HANA Database x

2 ' Storage Footprint Resource Type

Multitenant Database Container ™ ‘

HANA System Name

| 552 - HANA 20 5P54 MDC Single Tenant |
3 ' summary

SID 552 | o
Plug-in Host SnapCenter-43.sapcc.stl.netapp.com - ‘ i}
HDB Secure User Store | SS2KEY o
Keys P

HDBSQL O5 User | SYSTEM | o

For an SAP HANA multiple-host system, the hdbuserstore keys for all hosts must be
included, as shown in the following figure. SnapCenter will try to connect with the first

@ key in the list, and will continue with the other case, in case the first key does not work.
This is required to support HANA failover in a multiple-host system with worker and
standby hosts.

Modify SAP HANA Database "
e Storage Footprint Resource Type Multitenant Database Container
HANA System Name | MS1 - Multiple Hosts MDC Single Tenant |
e summary
5D | MS1 | [i]
Plug-in Host ‘ SnapCenter-43.sapcc.stl.netapp.com - ‘ (i ]
HDB Secure User Store MSIKEYHOSTI MSIKEYHOST2 MSTKEYHOST3
Keys 9
P
HDBSQL 0S User | eTEm | o
3. Select the required data for the storage system (SVM) and volume name.
Add SAP HANA Database =
o ETRE Provide Storage Footprint Details
Add Storage Footprint
X

3 Summary

Storage System hana-primary.sapcc.stl.netapp.com o

Select one or more volumes and if required their associated Qtrees and LUNS

Volume name LUNs or Qtrees

552_data_mnt00001 - | Defaultis 'None’ or type to find

Save
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@ For a Fibre Channel SAN configuration, the LUN needs to be selected as well.

@ For an SAP HANA multiple-host system, all data volumes of the SAP HANA system
must be selected, as shown in the following figure.

Add SAP HANA Database A

o pamc Provide Storage Footprint Details

Add Storage Footprint

3  Summary

Storage System hana-primary.sapcc.stl.netapp.com g

Select one or more volumes and if required their associated Qtrees and LUNs

Volume name LUNs or Qtrees
| M51_data_mnt00001 - ‘ | Defaultis 'None’ or type to find
‘ M51_data_mnt00002 - ‘ Default is 'None’ or type to find

Save

The summary screen of the resource configuration is shown.

4. Click Finish to add the SAP HANA database.

Add SAP HANA Database X

(1 JERS Summary

o Storage Footprint Resource Type Multitenant Database Container
HAMNA Systern Name 552 - HANA 20 SP54 MDC Single Tenant

3 Summa

A SID 552

Plug-in Host SnapCenter-43.sapcc.stl.netapp.com
HDB Secure User Store Keys SSZKEY
HDBSQL 05 User SYSTEM

Storage Footprint

Storage System Volume LUN/Qtree

hana-primary.sapcc.stl.netapp.com SS2_data_mnt00001

5. When resource configuration is finished, perform the configuration of resource protection as described
in the section “Resource protection configuration.”

Automatic discovery of HANA databases

This section describes the automatic discovery of the SAP HANA resource SS1 (single host MDC single tenant
system with NFS). All the described steps are identical for a HANA single container, HANA MDC multiple
tenants’ systems, and a HANA system using Fibre Channel SAN.

118



@ The SAP HANA plug-in requires Java 64-bit version 1.8. Java must be installed on the host
before the SAP HANA plug-in is deployed.

1. From the host tab, click Add.
2. Provide host information and select the SAP HANA plug-in to be installed. Click Submit.

#sign out

I SnapCenter® @~ A sapcciscadmin  SnapCenterAdmin

Add Host

Host Type ‘ Linux - |

HostName | hana-1

Credentials ‘ InstallPluginOnLinux - | +

2 Select Plugins to Install SnapCenter Plug-ins Package 4.3 for Linux
[ Oracle Database
SAP HANA

£ More Options : Port, Install Path, Custom Plug-Ins...

3. Confirm the fingerprint.

Confirm Fingerprint

Authenticity of the host cannot be determined €@

Fingerprint Valid

Host name 1

hana- ssh-rsa 2048 6ES0:FO:B7:RE:8FEL9AES:2EEE:6A0C:0A18:C7
1.zapcc.sth.netapp.com

Confirm and Submit

The installation of the HANA plug-in and the Linux plug-in starts automatically. When the installation is
finished, the status column of the host shows Running. The screen also shows that the Linux plug-in is
installed together with the HANA plug-in.

1 sapciscadmin - SnapCenterAdmin i Sign Out

M SnapCenter®

Disks Shares Initiator Groups iSCSI Session

A

+

Dashboard . e

HH
©  Resources [ Name 12 Type System Plug-in Version Overall Status
O Linux stand-alone UINIX, SAP HANA 43 @ Running
e Manitor
[0 | SnapCenter-43.sapccstinetapp.com Windows Stand-alone Microsoft Windows Server, SAP HANA 43 ® Running
@l Repors
& Hosts
I_I
o1 Storage Systems
= Settings
A Aers

After the plug-in installation, the automatic discovery process of the HANA resource starts automatically. In
the Resources screen, a new resource is created, which is marked as locked with the red padlock icon.
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4. Select and click on the resource to continue the configuration.

@ You can also trigger the automatic discovery process manually within the Resources screen,
by clicking Refresh Resources.

I SnapCenter® @ = @ 2sapcciscadmin SnapCenterAdmin [ Sign Out

sapHanA B
<

HH AEVl iultitenant Database Container Search databases 2
HH

RefieshResources  ADASAR HANADaGESse  New Resourca Group.

Resources JE System System D (SID) Tenant Database Plug-in Host Resource Groups Policies Last backup ‘Overall Status

a ss1 ss1 ss1 hana-1.sapcc.stl.netapp.com Not protected
Monitor A i

R | O K

Reports
Hosts

Storage Systems

Settings

Alerts

5. Provide the userstore key for the HANA database.

Configure Database =
Plug-in host hana-1.sapccsthnetapp.com
HDBSQL OS5 User ssladm

HDE Secure User 5tore

Keys SSTKEY o

() Configuring Database... Cancel

The second level automatic discovery process starts in which tenant data and storage footprint information
is discovered.

6. Click Details to review the HANA resource configuration information in the resource topology view.
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I SnapCenter® 2 sapcoscadmin - SnapCenterAdmin I Sign Out

551 Topology X

—
Refresh

L System Manage Copies
e 25 | MS1 - Multiple Hosts MDC Single Tenant
2o | 552- HANA 20 SPS4 MDC Single Tenant = s =mmary Cond
‘m‘ — 0 Clones 24 Backups
il Local copies
& - u 5 Backups
[ 0 Clones
Vault copies

= Primary Backup(s)

A [v)
Backup Name Count E End Date
snapCenter_Localsnap_Hourly_11-27-2019_02.30.01.1788 1 112772019 2:30:55AM B 2
SnapCenter_LocalSnap_Hourly_11-26-2019.22.30.01.0413 1 11/26/201910:30:55 PM £
SnapCenter_LocalSnap_Hourly_11-26-2019_18.30.01.0738 1 11/26/2019 6:30:55 PM 14
SnapCenter_Localsnap_Hourly_11-26-2019_14.30.01.0340 1 11/26/2019 2:30:55 PM B
SnapCenter_LocalSnap_Hourly_11-26-2015_10.30.01.0649 1 11/26/2019 10:30:55 AM 4
SnapCenter_LocalsnapAndSnapvauit_Dally_11-26-2019_08.17.01.8979 1 11/26/2019 8:17:56 AM B
SnapCenter_Localsnap_Hourly_11-26-2019_06.30.01.0003 1 11/26/2019 6:30:55 AM B
SnapCenter_LocalSnap_Hourly_11-26-2015.02.30.00.9915 1 11/26/2019 2:30:55 AM B
SnapCenter_Localsnap_Hourly_11-25-2019_22.30.01.0536 1 11/25/2019 10:30:55 PM B4
SnapCenter_LocalSnap_Hourly_11-25-2019.18,30.01.0250 1 11/25/2019 6:30:55 PM 13
SnapCenter_LocalSnap_Hourly_11-25-2019_14.30.01.0151 1 11/25/2019 2:30:55 FM 4
SnapCenter_LocalSnap_Hourly_11-25-2019_10.30.00.9895 1 11/25/2019 10:30:55 AM B4
SnapCenter_LocalSnapAndSnapVault_Dally_11-25-201908.17.01.8577 1 117252019 8:17:55 AM 4
SnanCantar | ncalinan Honr 11359018 06 20 00 6717 1 1rsHMa AEES AM M T

Total 4 Total 17

Activity The 5 most recent jobs are displayed @ scompeed @ overnings Yoraied  (B)ocanceled @) oruming (@) 0Quened

I SnapCenter® = @- Lsapcoscadmin SnapCenterAdmin W sign Out

sap HanA Bl Resource - Details X

System
e i Details for selected resource
. o e i
o> e | MS1 -Multiple Hosts MDC Single Tenant| 1/ Multitenant Database Container
o 2 | 552-HANA20SPS4MDCSingle Tenant | ianA system Name =
il
SM1 siD

Tenant Database

-]

o
[]

Plug-in Host

HDB Secure User Store Keys

i

HDBSQL 05 User

B

plugein name

Last backup

Resource Groups

Policy

Discavery Type

Storage Footprint

Volume Junction Path LUN/Qtree

data_m

Total 4

Activity The 5 most recent jobs are displayed @ ccompeted @ owernings  €Qorated  (Bocanceied  (B) 1Running (@) 0 quenes

When the resource configuration is finished, the resource protection configuration must be executed as
described in the following section.
Resource protection configuration

This section describes the resource protection configuration. The resource protection configuration is the
same, whether the resource has been auto discovered or configured manually. It is also identical for all HANA
architectures, single or multiple hosts, single container, or MDC systems.
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1. From the Resources tab, double-click the resource.

2. Configure a custom name format for the Snapshot copy.

NetApp recommends using a custom Snapshot copy name to easily identify which backups
have been created with which policy and schedule type. By adding the schedule type in the

@ Snapshot copy name, you can distinguish between scheduled and on-demand backups. The
schedule name string for on-demand backups is empty, while scheduled backups include
the string Hourly, Daily, or Weekly.

In the configuration shown in the following figure, the backup and Snapshot copy names have the following
format:

° Scheduled hourly backup: SnapCenter LocalSnap Hourly <time stamp>
° Scheduled daily backup: SnapCenter LocalSnapAndSnapVault Daily <time stamp>
° On-demand hourly backup: SnapCenter LocalSnap <time stamp>
° On-demand daily backup: SnapCenter LocalSnapAndSnapVault <time stamp>
Even though a retention is defined for on-demand backups in the policy configuration,
the housekeeping is only done when another on-demand backup is executed. Therefore,
@ on-demand backups must typically be deleted manually in SnapCenter to make sure

that these backups are also deleted in the SAP HANA backup catalog and that the log
backup housekeeping is not based on an old on-demand backup.

1 SnapCenter® (] @~ 2 sapciscadmin  SnapCenterAdmin | [ Sign Out

sap HANA Bl Multitenant Database Container - Protect b ¢

Search databases o

Desais

E System Configure an SMTP Server to send email notifications for scheduled or on demand jobs by going to Setti th i Server Sattings.

—o— — —:

Resource Application Settings Policies Notification Summary

Qa i

)

B
B

S

Provide format for customn snapshot name

@ Use custom name format for Snapshot copy

ssacainne

‘ SnapCenter

B it

ol Frs

Activity The 5 mast recent jobs are displayed @ocompleted @ owarings  (Poried  @)ocance

3. No specific setting needs to be made on the Application Settings page. Click Next.
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I SnapCenter®

sar HanA Bl Multitenant Database Container - Protect

5§51
o—o0— — —:

Select consistency group option for backup @
) Enable consistency group backup

Scripts
Custom Configurations

snapshot Copy Tool

Total 1

Multitenant Database Container - Protect

9 IE System
Ss1
e o 0 © ’ :
m' Resource Application Settings Policies Notification Summary
Select one or more policies and configure schedules
] :
LocalSnap, BlockintegrityCheck -
== v Localsnap
A |« BlockintegrityCheck s
LocalSnapAndSnapVault Applied Schedules
BlockintegrityCheck None
Localsnap None
Total 2
Total 1

Resource Application settings policies Notification Summary

4 sapccscadmin  SnapCenterAdmin [ Sign Out

X

Desails

<

@ o Completed oried  (Bocanceled  (E)orunning

B @- Asapccscadmin SnapCenterAdmin @ Sign Out

X

Detalls

Configure Schedules

+

]

Activity The 5 most recent jobs are displayed 0 0 Completed @ 0 Warnings 8 0 Failed @ 0 Canceled G 0 Running @ 0 Queued

5. Define the schedule for the LocalSnap policy (in this example, every four hours).

123



Add schedules for policy LocalSnap =
Hourly
Start date 11/19/2019 6:30 AM
O Expires on 12132019 5:55 AM =
Repeat every 4 hours 0 mins
N
i The schedules are triggered in the SnapCenter Server time zone, X

6. Define the schedule for the LocalSnapAndSnapVault policy (in this example, once per day).
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7. Define the schedule for the block integrity check policy (in this example, once per week).

Modify schedules for policy LocalSnapAndSnapVault <
Daily
Start date 11192019 8:17 AM
O Expires on 12192019 8:17 AM
Repeat every 1 days
i The schedules are triggered in the SnapCenter Server time zonea. X ‘
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Add schedules for policy BlockintegrityCheck

Cancel

Weekly
Start date T11%/2019 557 AM =]
C Expires on 12/19/2019 5:57 AM =]
Days Saturday -
Monday =
Tuesday
Wednesday
Thursday
Friday
" Saturday o
-
i The schedules are triggered in the SnapCenter Server time zone, x

Provide information about the email notification.




I SnapCenter® = @- ALsapcdscadmin SnapCenterAdmin I Sign Out

sap HanA B Multitenant Database Container - Protect

o Systern If you want to send notifications for scheduled or on demand jobs, an SMTP server must be configured. Continue to the summary page to save your information, and then go to Settings>Global
Settings>Notification Server Settings to configure the SMTP server.
SS1
o
@ o @ o—0©0 :

Resource Application Settings Policies Notification Summary

B

Provide email settings @

]

Select the service accounts or pecple to notify regarding protection issues

A Email preference Never =
From Email from
To Email 10
Subject Notification

Attach job report

Total 1 ‘ Previous

Activity The 5 most recent jobs are displayed @ocompieted @ owarnings R oraiiea @ ocanceled  (B)orunning (@) 0 Quened

9. On the Summary page, click Finish.

apCenter® A sapccscadmin  SnapCenterAdmin 1 Sign Out

sap HANA [l Multitenant Database Container - Protect X

If you want to send notifications for scheduled or o demand jobs, an SMTP server must be configured. Continue to the summary page ta save your information, and then go to Settings=Global
Settings=Notification Server Settings to configure the SMTP server,
§51 -

Resource Application Settings Policies Notification Summary

System name

Foliey
Send email

© Application Settings
Enable consistency group

Consistency group timeout

able WAFL sync

Pre Quiesce commands
Post Quiesce commands None

Pre Snapshot commands

Post Snapshot commands None

Pre UnQuiesce commands

Post UnQuiesce commands
Pre Exit commands

Custom paramaters

Snapshot copy tool type

Total 1 | previous

o 0 Running @ 0 Queued

i N
ItipleContainers&iHost=

hitpsi//snapcenter-

10. On-demand backups can now be created on the topology page. The scheduled backups are executed
based on the configuration settings.
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M SnapCenter® M@ B @- Lsapciscadmin SnapCenterAdmin [ Sign Out
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<

System Policies Overall Status

System ID (SID)

Last backup

551 s51 551 hana-1.sapcc.stl.netapp.com BlockintegrityCheck 11/19/2019 6:30;54 AM B9 | Backup succeeded
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B O )

LocalsnapAndsnapvault

Hosts

ks

Storage Systems

Settings

B it

Alerts

Total 1

Activity The 5 most recent jobs are displayed @ 2 completed © ovarnings

g 0 Failed @ 0 Canceled 0 0 Running @ 0 Queued

Additional configuration steps for Fibre Channel SAN environments

Depending on the HANA release and the HANA plug-in deployment, additional configuration steps are required
for environments in which the SAP HANA systems are using Fibre Channel and the XFS file system.

These additional configuration steps are only required for HANA resources, which are
@ configured manually in SnapCenter. It is also only required for HANA 1.0 releases and HANA
2.0 releases up to SPS2.

When a HANA backup save point is triggered by SnapCenter in SAP HANA, SAP HANA writes Snapshot ID
files for each tenant and database service as a last step (for example,
/hana/data/SID/mnt00001/hdb00001/snapshot databackup 0 1). These files are part of the data
volume on the storage and are therefore part of the storage Snapshot copy. This file is mandatory when
performing a recovery in a situation in which the backup is restored. Due to metadata caching with the XFS file
system on the Linux host, the file is not immediately visible at the storage layer. The standard XFS
configuration for metadata caching is 30 seconds.

(D With HANA 2.0 SPS3, SAP changed the write operation of these Snapshot ID files to
synchronously so that metadata caching is not a problem.

With SnapCenter 4.3, if the HANA plug-in is deployed on the database host, the Linux plug-in
(D executes a file system flush operation on the host before the storage Snapshot is triggered. In
this case, the metadata caching is not a problem.

In SnapCenter, you must configure a postquiesce command that waits until the XFS metadata cache is
flushed to the disk layer.

The actual configuration of the metadata caching can be checked by using the following command:
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stlrx300s8-2:/ # sysctl -A |
fs.xfs.xfssyncd centisecs =

grep xfssyncd centisecs
3000

NetApp recommends using a wait time that is twice the value of the £s.xfs.xfssyncd centisecs
parameter. Because the default value is 30 seconds, set the sleep command to 60 seconds.

If the SnapCenter server is used as a central HANA plug-in host, a batch file can be used. The batch file must

have the following content:

@echo off

waitfor AnyThing /t 60 2>NUL

Exit /b O

The batch file can be saved, for example, as C:\Program Files\NetApp\Wait60Sec.bat. Inthe
resource protection configuration, the batch file must be added as Post Quiesce command.

If a separate Linux host is used as a central HANA plug-in host, you must configure the command
/bin/sleep 60 as the Post Quiesce command in the SnapCenter Ul.

The following figure shows the Post Quiesce command within the resource protection configuration screen.

M SnapCenter®

552 - HANA 20 SPS4 MDC Singl...

wnn
HH
L System Manage Copies
Py 2 Ms1-Multiple Hosts MDC Single Tenant | Primary Backup(s)
25  552-HANA205PS4 MDC Single Tenant |

o~ "
il

SM1

Backup Name

551
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ol 19.02.05.01.3675
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- 19.22.05,01.4616
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19.06,05.01.6620
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SnapCenter_LocalSnap_Hourly_12-10-20
19_22.05.01.3539

SnapCenter_LocalSnap.Hourly_12-10-20
19_18.05.07.0092

SnapCenter_LocalSnap_Hourly_12-10-20
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SnapCenter_LocalSnap_Hourly 12-10-20
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SnapCenter_LocalSnap_Hourly_12-10-20

Total 4 Total 12

@-  Lsapcoscadmin SnapCenterAdmin [ Sign Out

X | Multitenant Database Container - Protect X

Details

o—o— — —:

Resource Application Settings Palicies Notification Summary

Backups o
s

Enter commands to be executed before and after placing the application in consistent operational state €

Pre Quiesce ‘

Enter commands to be executed before and after creating Snapshot copies @

Pre Snapshot Copy

Post Snapshot Copy

#

Enter commands to be executed before and after returning the application to normal operational state @

A

Activity The 5 most recent jobs are displayed

@ scompered @ owamings  Roraid  (B)ocanceled  @)orunning (@) 0 Queued

SnapCenter resource-specific configuration for non-data volume backups

The backup of non-data volumes is an integrated part of the SAP HANA plug-in.
Protecting the database data volume is sufficient to restore and recover the SAP HANA
database to a given point in time, provided that the database installation resources and

129




the required logs are still available.

To recover from situations where other non-data files must be restored, NetApp recommends developing an
additional backup strategy for non-data volumes to augment the SAP HANA database backup. Depending on
your specific requirements, the backup of non-data volumes might differ in scheduling frequency and retention
settings, and you should consider how frequently non-data files are changed. For instance, the HANA volume
/hana/shared contains executables but also SAP HANA trace files. While executables only change when
the SAP HANA database is upgraded, the SAP HANA trace files might need a higher backup frequency to
support analyzing problem situations with SAP HANA.

SnapCenter non-data volume backup enables Snapshot copies of all relevant volumes to be created in a few
seconds with the same space efficiency as SAP HANA database backups. The difference is that there is no
SQL communication with SAP HANA database required.

Configuration of non-data volume resources

In this example, we want to protect the non-data volumes of the SAP HANA database SS1.

1. From the Resource tab, select Non-Data-Volume and click Add SAP HANA Database.

I SnapCenter® @ = @ ALsspciscadmin  SnapCenterAdmin [ Sign Out

<

= System D (SID) Plug-in Host Resoirce Groups Policies Last backup Overall Status

available,

R oL

-

Storage Systems

Settings

A

Alerts

2. In step one of the Add SAP HANA Database dialog, in the Resource Type list, select Non-data Volumes.
Specify a name for the resource and the associated SID and the SAP HANA plug-in host you want to use
for the resource, then click Next.
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Add SAP HANA Database =

o Storage Footprint Resource Type ‘ MNon-data Volumes M ‘
Resource Name ‘ 551-Shared-Volume |
3. summary
Associated SID ‘ 551 | o
Plug-in Host ‘ hana-1.sapcc.stl.netapp.com - ‘ ]

3. Add the SVM and the storage volume as storage footprint, then click Next.
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Add SAP HANA Database

© e Provide Storage Footprint Details

Add Storage Footprint
X

3 Summary

Storage System hana-primary.sapcc.stlnetapp.com -

Select one or more volumes and if required their associated Qtrees and LUNs

Volume name LUNs or Qtrees

‘ 551_shared - ‘ éDefauItis'None'or type to find El

T YRR |
£ fie a Save

SM1_log_mnt00001

SM1_shared
S51_data_mnt00001

S51_log_ mnt00001

S51_shared

| eem diis ininnini

4. In the summary step, click Finish to save the settings.
5. Repeat these steps for all the required non-data volumes.

6. Continue with the protection configuration of the new resource.

@ Data protection for a non- data volume resources is identical to the workflow for SAP HANA
database resources and can be defined on an individual resource level.

The following figure shows the list of the configured non-data volume resources.

N SnapCenter® 2 sapcscadmin  SnapCenterAdmin [ Sign Out

sap HANA B

. | ST - + 4
|
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Lo 551-Shared-Volume 551 hana-1.sapccstl.netapp.com Localsna; Backup not run
Monitor- a i s i
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Hosts
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i
£
4

| =
>
#
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Resource groups

Resource groups are a convenient way to define the protection of multiple resources that require the same
protection policies and schedule. Single resources that are part of a resource group can still be protected on an
individual level.

Resource groups provide the following features:

* You can add one or more resources to a resource group. All resources must belong to the same
SnapCenter plug-in.

* Protection can be defined on a resource group level. All resources in the resource group use the same
policy and schedule when protected.

« All backups in the SnapCenter repository and the storage Snapshot copies have the same name defined in
the resource protection.

» Restore operations are applied on a single resource level, not as part of a resource group.

* When using SnapCenter to delete the backup of a resource that was created on a resource group level,
this backup is deleted for all resources in the resource group. Deleting the backup includes deleting the
backup from the SnapCenter repository as well as deleting the storage Snapshot copies.

» The main use case for resource groups is when a customer wants to use backups created with
SnapCenter for system cloning with SAP Landscape Management. This is described in the next section.

Using SnapCenter together with SAP landscape management

With SAP Landscape Management (SAP LaMa), customers can manage complex SAP system landscapes in
on-premises data centers as well as in systems that are running in the cloud. SAP LaMa, together with NetApp
Storage Services Connector (SSC), can execute storage operations such as cloning and replication for SAP
system clone, copy, and refresh use cases using Snapshot and FlexClone technology. This allows you to
completely automate an SAP system copy based on storage cloning technology while also including the
required SAP postprocessing. For more details about NetApp’s solutions for SAP LaMa, refer to TR-4018:
Integrating NetApp ONTAP Systems with SAP Landscape Management.

NetApp SSC and SAP LaMa can create on-demand Snapshot copies directly using NetApp SSC, but they can
also utilize Snapshot copies that have been created using SnapCenter. To utilize SnapCenter backups as the
basis for system clone and copy operations with SAP LaMa, the following prerequisites must be met:

* SAP LaMa requires that all volumes be included in the backup; this includes SAP HANA data, log and
shared volumes.
+ All storage Snapshot names must be identical.

» Storage Snapshot names must start with VCM.

In normal backup operations, NetApp does not recommend including the log volume. If you
restore the log volume from a backup, it overwrites the last active redo logs and prevents the
recovery of the database to the last recent state.

SnapCenter resource groups meet all these requirements. Three resources are configured in SnapCenter: one
resource each for the data volume, the log volume, and the shared volume. The resources are putinto a
resource group, and the protection is then defined on the resource group level. In the resource group
protection, the custom Snapshot name must be defined with VCM at the beginning.
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Database backups

In SnapCenter, database backups are typically executed using the schedules defined
within the resource protection configuration of each HANA database.

On-demand database backup can be performed by using either the SnapCenter GUI, a PowerShell command
line, or REST APlIs.

Identifying SnapCenter backups in SAP HANA Studio

The SnapCenter resource topology shows a list of backups created using SnapCenter. The following figure
shows the backups available on the primary storage and highlights the most recent backup.
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SnapCenter LocalSnapAndSnapvault Dally 11-30-2019 08.17.01.8590 1 11/30/20198:17:55AM | ¥
Total 4 Total 15

Activity The 5 most recent jobs are displayed
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When performing a backup using storage Snapshot copies for an SAP HANA MDC system, a Snapshot copy
of the data volume is created. This data volume contains the data of the system database as well as the data
of all tenant databases. To reflect this physical architecture, SAP HANA internally performs a combined backup
of the system database as well as all tenant databases whenever SnapCenter triggers a Snapshot backup.
This results in multiple separate backup entries in the SAP HANA backup catalog: one for the system database
and one for each tenant database.

@ For SAP HANA single-container systems, the database volume contains only the single
database, and there is only one entry in SAP HANA's backup catalog.

In the SAP HANA backup catalog, the SnapCenter backup name is stored as a Comment field as well as
External Backup ID (EBID). Thisis shown in the following screenshot for the system database and in
the screenshot after that for the tenant database SS1. Both figures highlight the SnapCenter backup name
stored in the comment field and EBID.
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The HANA 2.0 SPS4 (revision 40 and 41) release always shows a backup size of zero for
Snapshot-based backups. This was fixed with revision 42. For more information, see the SAP
Note https://launchpad.support.sap.com/#/notes/2795010.
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Nov30,2019600:10..  00hO0m03s  167GB DataBackup  File hana-1 indexserver hdbD0DO3...  SnapCenter_LocalSnap_Hourly_12-03-2019_02.30.01.5053
[} Nov29, 2019817:24..  00h 00m 145 0B DataBackup  Snapshot hana-1  xsengine hdb0002... SnapCenter_LocalSnap_Hourly_12-03-2019.02.30.01.5053
[} Nov 28, 2019817:25..  00h 00m 135 0B DatoBackup  Snapshot
[0 Properties &3 Erro E3EMM T =0
Property Value

SnapCenter is only aware of its own backups. Additional backups created, for example, with
SAP HANA Studio, are visible in the SAP HANA catalog but not in SnapCenter.
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Identifying SnapCenter backups on the storage systems

To view the backups on the storage layer, use NetApp OnCommand System Manager and select the database
volume in the SVM—Volume view. The lower Snapshot Copies tab displays the Snapshot copies of the
volume. The following screenshot shows the available backups for the database volume

SS1 data mnt00001 at the primary storage. The highlighted backup is the backup shown in SnapCenter and
SAP HANA Studio in the previous images and has the same naming convention.

Command System Manager O] [ ] o] (7]
1 VQIUmeS
E Dashboard Volume: S51_data_mnt00001 < Back to All volumes # Edit i MoreAcions  C Refresh
E Applications & Tiers b Overview Snapshots Coples  Data Protecton  Storage Efficiency  Performance
+ Creste % Configuration Settings De C Refresh o
Nodes
Status ‘ State = | Snapshot Name - | DateTime Total Size — | Application Dependency
Aggregates & §
Digks Normal NA- SnapCenter_LocalSnapAndSnapVault_Daily_12-01-2019_08.17.01.9654 Dec/01/2019 11:03:44 106.27 M8 None :
SVMs Normal NA- SnapCenter_LocalSnap_Hourly_12-02-2019_06.30.01.3164 Dec/02/2019 09:16:42 74.76 MB None
Volumes Normal NA- SnapCenter_LocalSnapAndSnapVault_Daily_12-02-2019_08.17.01.9273 Dec/02/2019 11:03:43 17.21 MB None
i Normal NA- SnapCenter_LocalSnap_Hourly_12:02-2018_10.30.01.4510 Dec/02/2018 13:16:42 3811 MB None
Normal NA- SnapCenter_LocalSnap_Hourly_12-02-2010_14.30.01.3366 Dec/02/2019 17:16:42 2753 MB None
Qtrees
Normal NA- SnapCenter_LocalSnap_Hourly_12-02-2018_18.30.01.3834 Dec/0/2016:21:16:41 9567 ME None
Quotas
Normal NA- SnapCenter_LocalSnap_Hourly_12-02-2019_22.20.01.4925 Dec/02/2019 01:16:41 26.86 MB None
Junetion Paths
I Normal NA- SnapCenter_LocalSnap_Hourly_12-03-2019.02.30.01.5053 Dec/03/2018 05:16:41 4381 MB Nane I
E Netorg ¥ Normal A SnapCenter_LocalSnap_Hourly_12-03-2019_06.30.01.4088 Dec/03/2018 08:16:40 45.46 MB None
. Protection » Normal -NA- SnapCenter_LocalSnapAndSnapVault_Daily_12-03-2019_08.17.01.9180 Dec/03/201% 11:03:41 7714 MB snapmirror
Ne 1l -MA- S| C r_LocalS Hourly_12-03-2019_10.30.01.4554 Dec/03/2019 13:16:40 4212 MB N
I s et Locesnap ouny_1 2052018 103001455 - s
Normal -NA- SnapCenter_LocalSnap_Hourly_12-03-2019_14.30.01.3902 Dec/03/2019 17:16:40 5742 MB None
-l Configuration » E

The following screenshot shows the available backups for the replication target volume
hana SAl data mnt00001 dest at the secondary storage system.

ommand System Manager

Type:  All v
1 VOIU'TIES
E Dashboard Volume: SS1_data_mnt00001_dest < Back to All volumes # Edit i MoreActions  C Refresh
E Applications & Tiers Overview Snapshors Copies  Data Protection  Storage Efficiency  Performance
C' Refresh o
Nodes
Status state ‘ Snapshot Name Date Time Total Size Application Dependency

Aggregates & v | | |

LR Normal NA- SnapCenter_LocalSnapAndSnapVault Daily_11-29-2019_08.17.01.8567 Now/20/2019 11:03:48 11234 M8 None

S¥Ms Normal NA- SnapCenter_LocalsnapAndSnapVault_Daity_11-30-2019_08.17.01.8590 Now/30/2019 11:02:46 2769 ME None

Volumes Normal Ha- SnapCenter_LocalSnapAndSnapVault Daily_12-01-2019_08.17.01.9654 Dec/01/2019 11:03:44 108.67 MB None

LUNs Normal -NA- SnapCenter_LocalSnapAndSnapVauit_Daily_12-02-2019_08.17.01.9273 Dec/02/2019 11:03:43 102M8 None

Busy -NA- SnapCenter_LocalSnapAndSnapVvault_Daily_12-03-2019_08.17.01.9180 Dec/03/2019 11:03:41 176 KB busy

Qtrees

Quotas

Junction Paths
E R ,
. Protection » Displaying1-5 < | >
Events& Jobs »

o .

conmgrmtin
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On-demand database backup at primary storage

1. In the resource view, select the resource and double-click the line to switch to the topology view.

The resource topology view provides an overview of all available backups that have been created using
SnapCenter. The top area of this view displays the backup topology, showing the backups on the primary
storage (local copies) and, if available, on the off-site backup storage (vault copies).

N SnapCenter® @ B @ Lsapccscadmin SnapCenterAdmin [ Sign Out

sar Hana

551 Topology x

(1) © ’ ) o = =

Configue Database Refresh

v

] System Manage Copies

MS1 - Multiple Hosts MDC Single Tenant

‘-

B 6K

(-

B

2. In the top row, select the Back up Now icon to start an on-demand backup. From the drop-down list, select

Activity

Y

$52 - HANA 20 5PS4 MDC Single Tenant

7 ¥

The 5 mast recent jobs are displayed

e 15 Backups
S—
T 0 Clones

Local coples

5 Backups

0 Clanes

Vault coples

Primary Backup(s)

[v

Backup Name
SnapCenter_LocalSnap_Hourly_12-03-2019_02.30.01.5053

SnapCenter_LocalSnap_Hourly 2019_22.30.01.4925

SnapCenter_LocalSnap_Hourly 9_18.30.01.3834
SnapCenter_LocalSnap_Hourly_12:02:2019_14.30,01.3366

SnapCentar_Localsnap_Hourly

SnapCenter_LocalSnapandSnapVa :2019_08

SnapCenter_LocalSnap_Hourly_12:02:2019 | 01.3164

ar_Localsnap. Hourly_12-02-2019_02.30,01.3555

Snap. Hourly 9.22.30.01,3859

SnapCenter_LocalSnap_Hourly,
SnapCenter_LocalSnap_Hourly_12 9.14.30.01.3255

SnapCenter_LocalSnap_Hourly_12-01-2019.10.30.01.2508

SnapCenter_LocalSnapAndSaapVault_

17.01.9273

SnapCenter LocalSnapAndSnapVault Daily 11-30-2019 08
Total 1

@ 5 conpieses

@ o v

17.01.8590

e 0 Queued

Summary Card

21 Backups

0 Clones

the backup policy Localsnap and then click Backup to start the on-demand backup.

End Date
12/03/2019 2:30:55 AM &

12/02/2019 10:30:55 PM B

196:30:55 PM 8
/2019 2:30:55 PM 8

9 10:30:55 AM (8

2/02/2019 2:30:55 AM &
30:55 FM B
S5 PM B
:30:55 PM 8
12/01/2019 10:30:55 AM (3
12/01/2019 8:17:56 AM B

12/01/2019 6:30:55 AM B

11/30/2019 8:17:55AM O
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Backup s

Create a backup for the selected resource

Resgurce Nams 551

Policy LocalSnap - o

This starts the backup job. A log of the previous five jobs is shown in the Activity area below the topology
view. When the backup is finished, a new entry is shown in the topology view. The backup names follow
the same naming convention as the Snapshot name defined in the section “Resource protection
configuration.”

@ You must close and reopen the topology view to see the updated backup list.



@ Privacy smor X | @ Login x M=

&

G A Notsecure | snapcenter-43.sapecstinetapp.com:8 146/Pluging

I SnapCente admin [ Sign Out

sap Hana [l

Confgars Datatiusa

i) Manage Copies

2 | M51 - Multiple Hosts MDC & Tenant
2a | 552 - HANA 20 5PS4 MDC Single Tenant =2 Lo
rs § 0 Clones
B Local copies
s51

Primary Backup(s)

Backup Name Count

l snapCenter_| ocalsnap_ 12-03:2019_06.37.50.1431 I 1

SnapLenter_LocalSnap_Hour

SnapCentar_Localsnap_Hourly_1

SnapCenter_LocalSnap Hourly_12- 1 12/02/2019 10:3

0196

SnapCentar_Localsnap_Hour

SnapCenter_LocalSnap_Hourly_12 1 12/02/2019 2:30:55 PM (3

19 10:30:55 am B3

2013 81756 aM O

17.01.9273

Localsnap_Hi 6:30:55 AM B

:30:55 AM O

5PM B

SnapCenter_LocalSnap_Hourt

SnapCs
Total 16

ap_Hourly_12-0°

Activity The 5 most recent jobs are displayed ompl @ ovarni €D oraied @ ed @ oruming @) oquesed

2 minutes ag Backup of Resource Group 'hana-1_sapce_stl netapp_com_hana MDC_SS1’ with policy ‘LocatSnag® Completed
10 mnites ago Backup Of Hesource Group hana-1_sapce_sti_netapp_tom_hana_MDC_S51° With poiity ‘Locafsnap” tompieted
minutesago  Backup of Resource Group ‘hana- _net hana,| LocalSniap® Completed

35 minutes up of Resource Group ‘SnapCenter-43 | netapp,_ C_552" with policy L Snap’ Completed

3 hours ago Backup of Resource Group ‘SnapCenter-43_s: L om_hana MDC_MS)' with policy ‘LocalSnap Completed

3. The job details are shown when clicking the job’s activity line in the Activity area. You can open a detailed
job log by clicking View Logs.
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Job Details =

Backup of Resource Group 'hana-1_sapcc_stl_netapp_com_hana_MDC_S51" with policy
'‘LocalSnap’

+ ¥ Backup of Resource Group "hana-1_sapcc_stl_netapp_com_hana_MDC_S51' with policy 'Localsnap’

% ¥ hana-1.sapcc.stl.netapp.com

{'

Backup

B Validate Dataset Parameters

b Validate Plugin Parameters

P Complete Application Discovery
P [nitialize Filesystam Plugin

P Discover Filesystem Resources
B Validate Retention Settings

P Quiesce Application

F Cuiesce Filesystem

Create Snapshot

b UnQuiesce Filesystem

P UnQuiesce Application

P Get Snapshot Details

F Get Filesystermn Meta Data

P Finalize Filesystem Plugin

P Collect Autosupport data

P Register Backup and Apply Retention

L L L 4 ¢ € € L 4 6 L L L 48 L L8
v

P Register Snapshot attributes

€ Task Name: Backup Start Time: 12/03/2019 6:37:51 AM End Time: 12/03/2019 6:39:03 AM

Wiew Logs Cantcel Job Close

4. In SAP HANA Studio, the new backup is visible in the backup catalog. The same backup name in
SnapCenter is also used in the comment and the EBID field in the backup catalog.

On-demand database backups with SnapVault replication

1. In the resource view, select the resource and double-click the line to switch to the topology view.

2. In the top row, select the Backup Now icon to start an on-demand backup. From the drop-down list, select
the backup policy LocalSnapAndSnapVault, then click Backup to start the on-demand backup.
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Backup

Create a backup for the selected resource

Resource Name

Policy

551

LocalSnapAndSnapVault

Cancel

3. The job details are shown when clicking the job’s activity line in the Activity area.

141



Job Details =

Backup of Resource Group 'hana-1_sapcc_stl_netapp_com_hana_MDC_551" with policy
'LocalSnapAndSnapVault'

F Quiesce Application

P Quissce Filesystem

P Create Snapshot

P UnQuiesce Filesystem

P UnQuiesce Application

P Get Snapshot Details

P Gt Filesystern Meta Data
Finalize Filesystem Plugin

¥ Collect Autosupport data

F Secondary Update

* Register Backup and Apply Retention
B Register Snapshot attributes
F Application Clean-Up

b Data Collection

» Agent Finalize Workflow

S L L £ 4 L 8 LS 8L L s L L s
v

{Job 1031 ) SnapVault update

€ Task Name: { Job 1031 ) SnapVauit update Start Time: 12/04/2019 4:19:55 AM End Time: 12/04/2019 4:20:55 AM

View Logs || Cancel |ak Close

4. When the backup is finished, a new entry is shown in the topology view. The backup names follow the
same naming convention as the Snapshot name defined in the section “Resource protection configuration.”

@ You must close and reopen the topology view to see the updated backup list.
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I SnapCenter® 4 sapci\scadmin  SnapCenterAdmin [ Sign Out

sapHANA [l 551 Topology x

=3 -~
Configure Database Retrezh

L] Systen Manage Copies

om 2a | MST - Multiple Hosts MDC Single Tenant

v 16 Backy Summary Card

= o=
2a | 552- HANA 20 5754 MDC Single Tenant —
o P = | 0Clnes 23 Backups
Local copies
SM1 u 6 Backups
ss1 0 Clones
]
vault copies

= Primary Backup(s)

Backup Name count  IF End Date
I SnapCenter_LocalSnapAndSnapVault_12-04-2019.04.18 57,8527 I 1 12/0472019 4:1952 AM &5 *
SnapCenter_Localsnap_Hourly_12-04-2019_02.30.01.4636 1 12/04/2019 2:30:55 AM B
SnapCenter_Localsnap_Hourly_12-03-2019_22.30.01.4836 1 12/03/2019 1030155 PV B
SnapCenter_LocalSnap_Hourly_12:03-2019.18.30.01.4818 1 12/03/2019 6:30:55 PM 141
SnapCenter_LocalSnap_Hourly_12-03-2019_14.30.01.3902 1 12/03/2019 2:30:55 PM 4
SnapCenter_Localsnap_Hourly_12-03-2012_10.30.01.4554 1 12/03/2019 10:30:55 AM 1
SnapCenter_LocalSnapAndSnapVault_Daily_12-03-2019_08.17.01.9180 [ 12/03/2019 8:17:56 AM 14
SnapCenter_Localsnap_Hourly_12-03-2019_06.30.01.4088 1 12/03/20196:30:55 AM B
SnapCenter_Localsnap_Hourly_12-03-2012_02:30.01.5053 1 12/03/2019 2:30:35 AM 1
SnapCenter_LocalSnap_Hourly_12:02-2019_22.30.01.4925 1 12/02/2019 10:30:55 PM B
Cmanramear | aralCamm Uaiechy 17 N7 701G 10 30 A1 2024 1 17/N7IN1G EIMEE Daa P x
Total 4 Total 16

Activity The 3 most recent jobs are displayed o 5 Completed Q 0 Warnings a 0 Failed @u Canceled G 0 Running @ 0 Queued

5. By selecting Vault copies, backups at the secondary storage are shown. The name of the replicated
backup is identical to the backup name at the primary storage.

I snapCenter® 4 sapcscadmin  SnapCenterAdmin [ Sign Out
sap HANA [l 551 Topology X
= =

Cofigure Dasbxe | Retreh

9 L System Manage Copies

o 2s | MST - Multiple Hosts MDC Single Tenant

w - | 158ackups Summary Card

PR o | 552-HANA20 SPS4MDC Single Tenant e

P & == | 0Clones 23 Backups

— Local copies 22 Snapshot based backups
! u 6 Backups — .
e ss1 0 Clones pr——
L ]

Vault copies

4
I

Secondary Vault Backup(s)

A [ ¥)
Backup Name Count IF End Date
I SnapCentar_LocalSnapAndSnapVault_12-04-2019_04.18.57.8527 I 1 12/04/2019 4:19:52AM £
SnapCenter_LocalsnapAndSnapVault_Dally_12-03-2019.08.17.01.9180 1 12/03/2019 8:17:56 AM 1
SnapCenter_LocalSnapAndSnapVault_Daily_12-02-2019_08.17.01.273 1 12/02/2019 8:17:56 AM 4
SnapCenter_LocalSnapAndSnapvault_Dally_12-01-2019_08.17.01.9654 1 12/01/2019 8:17:56 AM 41
SnapCenter_LocalsnapAndSnapVault_Daily_11-30-2019_08.17.01.8590 1 11/30/2019 8:17:55 AM 1
SnapCenter_LocalSnapAndSnapVault_Daily_11-29-2019_08.17.01.8567 1 11/29/2019 8:17:56 AM 1

Total 4 Total 6

Activity The 5 most recent jobs are displayed @ scompeted @ owarnings  § oraiiea @ ocanceled  (B) orunning (@) 0 Quened

6. In SAP HANA Studio, the new backup is visible in the backup catalog. The same backup name in
SnapCenter is also used in the comment and the EBID field in the backup catalog.

Block integrity check

SAP recommends combining storage-based Snapshot backups with a weekly file-based
backup to execute a block integrity check. SnapCenter supports the execution of a block
integrity check by using a policy in which file-based backup is selected as the backup
type.

143



When scheduling backups using this policy, SnapCenter creates a standard SAP HANA file backup for the
system and tenant databases.

SnapCenter does not display the block integrity check in the same manner as Snapshot copy-based backups.
Instead, the summary card shows the number of file-based backups and the status of the previous backup.

I SnapCenter® 4 sapcciscadmin - SnapCenterAdmin  [Sign Out

sap HanA B 551 Topology

X% 0 =

Details. Configure Datatiase

L System Manage Copies

om 28 | MS1 - Multiple Hosts MDC Single Tenant

w Pl 15 Backups Summary Card

2o | 552- HANA 20 5PS4 MDC Single Tenant —
i'ﬁﬁ‘ Smm® | 0 Clones 22 Backups
st
Local copies sed backups

A - u | sBackups S .

. | 0Ciones

wl Last Backup 11/23/2019 6:00:59 AM

Vault copies | Backup succeeded

= Primary Backup(s)
Backup Name Count IF End Date
SnapCenter_LocalSnap_Hourly_11-28-2019_06.30.01.1132 1 11/28/20196:30:55AM B =
SnapCenter_LocalSnap_Hourly_11-28-2019_02.20.01.1436 1 11/28/2019 2:30:55AM B
SnapCenter_LocalSnap_Hourly_11-27-2019_22.30.01.1582 1 11/27/2018 10:30:55 PM B
SnapCenter_LocalSnap_Hourly_11-27-2019_18.30.01.0943 1 11/27/2019 6:30:55 PM 14
SnapCenter_LocalSnap_Hourly_11-27-2019_14.30.01.1670 1 11/27/2019 2:30:55 PM B
SnapCenter_LocalSnap_Hourly_11-27-2019_10.30.01.0573 1 11/27/2019 1020:55 AM &
SnapCenter_LocalSnapAndSnapVault_Daily_11-27-2019_08.17.01.9215 1 114272019 8:17:56 AM (3
SnapCenter_LacalSnap_Hourly_11-27-2019_06.30.01.0767 1 11/27/2019 6:30:55 AM B
SnapCenter_LocalSnap_Hourly_11-27-2019_02.30.01.1788 1 11/27/2019 2:30:55 AM B
SnapCenter_LocalSnap_Hourly_11-26-2019_22.20.01.0413 1 11/26/2019 1030:55 PM &
SnapCenter_LocalSnap_Hourly_11-26-2019_18.30.01.0738 1 11/26/2019 6:30:55 PM (3
SnapCenter_LocalSnap_Hourly_11-26-2019_14.30.01.0340 1 11/26/2019 2:30:55 PM 14
SnapCenter_LocalSnap_Hourly_11-26-2019_10.30.01.0643 1 11/26/2019 10:30:35 AM (3
SnanCanter | acalSnanAndSnanVanit Dailv 11-7A-7019 AR 17.01 2975 1 VAN G AT AR T

Total4 Total 15

Activity The 5 most recent jobs are displayed @ scompieted @ owamings € oraiied @ocnced @ oruming @) 0gueved

A block integrity check backup cannot be deleted using the SnapCenter Ul, but it can be deleted using
PowerShell commands.
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PS C:\Users\scadmin> Get-SmBackupReport -Resource SS1

SmBackupId

SmJobId
StartDateTime
EndDateTime
Duration
CreatedDateTime
Status
ProtectionGroupName
SmProtectionGroupId
PolicyName
SmPolicyId
BackupName

2019 08.26.33.2913
VerificationStatus
VerificationStatuses
SmJobError
BackupType
CatalogingStatus
CatalogingStatuses

ReportDataCreatedDateTime

PluginCode
PluginName
JobTypeld
JobHost

PS C:\Users\scadmin> Remove-SmBackup -BackupIds 9

Remove-SmBackup

9
42

11/19/2019 8:26:32 AM
11/19/2019 8:27:33 AM

00:01:00.7652030

11/19/2019 8:27:24 AM

Completed

hana-1 sapcc stl netapp com hana MDC SS1

1
BlockIntegrityCheck
5

SnapCenter BlockIntegrityCheck 11-19-

NotApplicable

SCC BACKUP
NotApplicable

SCC
hana

Are you sure want to remove the backup(s) .

[Y] Yes [A] Yes to All

(default is "Y"): vy

BackupResult : {}

No [L] No to All

Result : SMCoreContracts.SMResult
TotalCount : 0

DisplayCount : O

Context

Job : SMCoreContracts.SmJob

PS C:\Users\scadmin>
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The SAP HANA backup catalog shows entries for both the system and the tenant databases. The following
figure shows a SnapCenter block integrity check in the backup catalog of the system database.

Fle Edit Navigate Project Run Window Help

J& hdbstudio - Systern: SYSTEMDB@SS1 Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test Systen - SAP HANA Studic

w R RS B R [overacees] | 2 | [
Ya Systems 52 = O (& Backup SYSTEMDB@SS (SYSTEM) S51- HANA20 SPS4 MDC Single Tenant 52 =
B-|@il-=E 5% Y  mpgackup SYSTEMDB@SST (SYSTEM) SS1 - HANA20 SPS4 MDC Single Tenant Lost UpdateTamssaM g | )| G
~ (& Multiple Hosts - MDC Single Tenant I =
[EG MS1®MS1 (SYSTEM) MS1 - Multiple Hosts Overview | Configuration | Backup Catalog |
FL SYSTEMDB@MST (SYSTEM) MS1 - Multiple Hosts Backup Catalog Backup Details
~ [ Single Host - MDC Multiple Tenants
B SMI@SM1 (SYSTEM) S| - H Database: | SYSTEMDE < b e
(B SYSTEMDB@SM1 (SYSTEM) ST - H. Status: Successful
~ [ Single Host - MDC Single Tenant [show Log Backups [ Show Delta Backups Backup Type: Data Backup
B S51@S51 (SYSTEM) 531 - HANAZO 5P ;, Destination Type: File
FL SYSTEMDB®@SS1 (SYSTEM) SS1 - HANA20 SPS4 MDC Status  Started Duration Size Backup Type  Destinatio... Started: Nov 23, 2019 6:00:10 AM (America/Los_Angeles)
Single Host - MDC Single Tenant a8 Nov 28, 2019 6:30: 0Ch 00m 14s. 0B Data Backup Snapshet Finished: Nov 23, 2019 6:00:14 AM (America/Los_Angeles)
% SS2@S552 (SYSTEM) 552 - H. =] Nov 28, 2019 2:30: 0Ch 00m 14s. 0B Data Backup Snapshet Duration: 00h 00m 0ds
[E SYSTEMDB@SS2 (SYSTEM) 55 Nov 27, 201910: 00k 00m 145 0B DataBackup  Snapshot Size 147G
=} Nov 27, 2019 6:30:23.. 00h 00m 145 0B Data Backup Snapshot Throughput: 376,00 MB/s
=] Nov 27, 2019 2:30:24.. 00h 00m 14s. 0B Data Backup Snapshot System ID:
. MHeRR | Wi OF At | ol Comment: I SnapCenter_BlockintegrityCheck Weekly_11-23-2019 06.00.07.8387 I
2 Nov 27, 2019 &17: 00h 00m 13s 0B DataBackup Snapshot - -~ = -
Nov 27, 2019 6:30: 00h 00m 135 0B DataBackup  Snapshot [ ‘
a8 Nov 27, 2019 2:30: 00h 00m 135 0B DataBackup  Snapshot Additional Information: [ < oks
= Nov 26, 2019 10:30:2. 00h 00m 135 0B Data Backup Snapshet ‘
a Nov 26, 2019 6:30:23. 00h 00m 14s. 0B Data Backup Snapshet
] Nov 26, 2018 2:30: 0Ch 00m 14s. 0B DataBackup Snapshet Location: fust/sap/SS1/HDB00/backup/data/SYSTEMDB/
a 00h 00m 145 0B DataBackup  Snapshot
5] 00h 00m 145 OB DataBackup  Snapshot ~
8 .. 00h0Om 145 0B DatsBackup  Snapshot Host Service Size  Name Source Type  EBID
a Nov 24,2019 8:17:24..  OCh 00m 14s 0B DatoBackup  Snapshot hana-1 nameserver 496 KB SnapCenterS.. topology
7. hana-1 nameserver 147GB SnapCenter S.. wolume
[F] Properties £3 & Error Log Ry =0
Property Value

A successful block integrity check creates standard SAP HANA data backup files. SnapCenter uses the
backup path that has been configured in the HANA database for file-based data backup operations.
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hana-1:/usr/sap/SS1/HDB00/backup/data # 1ls -al *

DB SS1:

total 1710840

drwxr-xr—-- 2 ssladm sapsys 4096 Nov 28 10:25
drwxr-xr—-- 4 ssladm sapsys 4096 Nov 19 05:11
SR Rees=e 1 ssladm sapsys 155648 Nov 23 08:46

SnapCenter SnapCenter BlockIntegrityCheck Weekly 11-23-
2019 06.00.07.8397 databackup 0 1

AV 1 ssladm sapsys 83894272 Nov 23 08:46
SnapCenter SnapCenter BlockIntegrityCheck Weekly 11-23-
2019 06.00.07.8397 databackup 2 1

== Eo—=—e 1 ssladm sapsys 1660952576 Nov 23 08:46
SnapCenter SnapCenter BlockIntegrityCheck Weekly 11-23-
2019 06.00.07.8397 databackup 3 1

SYSTEMDB :

total 1546340

drwxr-xr-- 2 ssladm sapsys 4096 Nov 28 10:24
drwxr-xr-—- 4 ssladm sapsys 4096 Nov 19 05:11
SEj—Ee——== 1 ssladm sapsys 159744 Nov 23 08:46

SnapCenter SnapCenter BlockIntegrityCheck Weekly 11-23-
2019 06.00.07.8397 databackup 0 1

—rTW—r—--———- 1 ssladm sapsys 1577066496 Nov 23 08:46
SnapCenter SnapCenter BlockIntegrityCheck Weekly 11-23-
2019 06.00.07.8397 databackup 1 1

Restore and recovery

The following sections describe the restore and recovery workflows of three different
scenarios and example configurations.

* Automated restore and recovery:

> Auto discovered HANA system SS1

o SAP HANA single host, MDC single tenant system using NFS
+ Single-tenant restore and recovery:

o Auto discovered HANA system SM1

o SAP HANA single host, MDC multiple tenant system using NFS
* Restore with manual recovery:

o Manual configured HANA system SS2

o SAP HANA single host, MDC multiple tenant system using NFS

In the following sections, the differences between SAP HANA single host and multiple hosts and Fibre Channel
SAN attached HANA systems are highlighted.

The examples show SAP HANA Studio as a tool to execute manual recovery. You can also use SAP HANA
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Cockpit or HANA SQL statements.

Automated restore and recovery

With SnapCenter 4.3, automated restore and recovery operations are supported for HANA single container or
MDC single tenant systems that have been auto discovered by SnapCenter.

You can execute an automated restore and recovery operation with the following steps:
1. Select the backup to be used for the restore operation. The backup can be selected from the following
storage options:
o Primary storage

o Offsite backup storage (SnapVault target)

2. Select the restore type. Select Complete Restore with Volume Revert or without Volume Revert.

@ The Volume Revert option is only available for restore operations from primary storage and if
the HANA database is using NFS as the storage protocol.

3. Select the recovery type from the following options:
> To most recent state
o Point in time
o To specific data backup

> No recovery

@ The selected recovery type is used for the recovery of the system and the tenant
database.

Next, SnapCenter performs the following operations:

1. It stops the HANA database.

2. It restores the database.
Depending on the selected restore type and the used storage protocol, different operations are executed.
o If NFS and Volume Revert are selected, then SnapCenter unmounts the volume, restores the volume

using volume-based SnapRestore on the storage layer, and mounts the volume.

o If NFS is selected and Volume Revert is not selected, SnapCenter restores all files using single-file
SnapRestore operations on the storage layer.

o If Fibre Channel SAN is selected, then SnapCenter unmounts the LUN(s), restores the LUN(s) using
single file SnapRestore operations on the storage layer, and discovers and mounts the LUN(s).

3. It recovers the database:
a. It recovers the system database.

b. It recovers the tenant database.
Or, for HANA single container systems, the recovery is executed in a single step:

c. It starts the HANA database.
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@ If No Recovery is selected, SnapCenter exits and the recovery operation for the system and the
tenant database must be done manually.

This section provides the steps for the automated restore and recovery operation of the auto discovered HANA
system SS1 (SAP HANA single host, MDC single tenant system using NFS).

1. Select a backup in SnapCenter to be used for the restore operation.

@ You can select restore from primary or from offsite backup storage.

I SnapCenter®

sap HANA [ 551 Topology

u ] System

2a | MST - Multiple Hosts MDC Single Tenant

Manage Copies

el 16 Backups
=

2s | 552 - HANA 20 SPS4 MDC Single Tenant
W | 0Clones

Local copies

o

Vault copies

0 Clones

Primary Backup(s)

v)

Backup Name

SnapCenter_LocalSnap. Hourly 12-05-2019.22.30.01:5385
SnapCenter_LocalSnap_Hourly_12-05-2019.18.30.01.5244
SnapCenter_LocalSnap_Hourly_12-05-2019_14.30.01.6022
SnapCenter_LocalSnap_Hourly_12-05-2019_10.30.01.5450
SnapCenter_LocalsnapAndSnapVault_Daily_12-05-2019_08.17.02.0191
SnapCenter_LocalSnap_Hourly_12-05-2019_06.30.01.5487
SnapCenter_Localsnap_Hourly_12-05-2019_02.30.01.5470
SnapCenter_Localsnap_Hourly_12-04-2019.22.30.01.5182
SnapCenter_LocalSnap_Hourly_12-04-2019_18.30.01.5249

SnapCenter_LocalSnap_Hourly_12-04-2019_14.30.01.5069

Total4 Total 16

@ 5compieted (@) 0 warrings

hity PluginCreatorRestore/PluginCreatorRestoreView

napcenter-43

551 Topology

E System Manage Copies

25  MS1 - Multiple Hosts MDC Single Tenant
- | 55ckups
2a | 552 - HANA 20 SPS4 MDC Single Tenant M
e | OClones
SMit
Local copies
- o 5 Backups
0 Clones
vault copies
Secondary Vault Backup(s)
Backup Name
SnapCenter_LocalSnapAndSnapVault Daily 12-05-2019 08.17.02.0191
SnapCenter_LocalSnapAndSnapVault_Daily_12-04-2019_08.17.01.9976
SnapCenter_LocalSnapAndSnapVault_12-04-2019_04.18.57.8527
SnapCenter_LocalsnapAndsnapVault_Daily_12-03-2019_08.17.01.9180
SnapCenter_LocalSnapAndSnapVault_Daily_12-02-2019_08,17.01.9273
Total 4 Total s

Completed

6 Backups

€ o raiied @ 0canceled () 0Running

sapccscadmin  SnapCenterAdmin [ Sign Out

X

—
Refresh

Summary Card
23 Backups

Resmre | Delesz

Count E End Date
1 12/05/2019 10:30:55PM B =
1 12/05/2019 6:30:55 PM 13
1 12/05/2019 2:30:55 PM 41
1 12/05/2019 10:30:56 AM 4
1 12/05/2019 8:17:56 AM 4
1 12/05/2019 6:30:55 AM B
1 12/05/2019 2:30:55 AM 4
1 12/04/2019 10:30:55PM B
1 12/04/2019 6:30:55 PM 4
1 12/04/2019 2:30:55 PM 3
£l 1NAINIG 1N-ANSS Ana Py

© 00ueued

4 sapcaiscadmin - SnapCenterAdmin [ Sign out

x

Summary Card
22 Backups

21 Snapshot based backups

1 File-Based backup
0 clones
]
Clone _ Restore
Count IF End Date

1 12/05/2019 8:17:56AM B
1 12/04/2019 8:17:56 AM £
1 12/04/2019 4:19:52 AM
1 12/03/2019 8:17:56 AM 1
1 12/02/2019 8:17:56 AM 1

0 Queued

2. Select the restore scope and type.

The following three screenshots show the restore options for restore from primary with NFS, restore from
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secondary with NFS, and restore from primary with Fibre Channel SAN.

The restore type options for restore from primary storage.

@ The Volume Revert option is only available for restore operations from primary with NFS.

Restore from SnapCenter_LocalSnap_Hourly 12-05-2019_22.30.01.5385

2 | Recovery scope ® Complete Resource €@

i volume Revert

3 | PreOps
As part of Complete Resource restore, if a resource confains volumes as Storage Footprint, then the latest Snapshot
copies on such volumes will be deleted permanently. Also, if there are other resources hosted on the same volumes,
4 PostOps then it will result in data |oss for such resources.
5} Notification ') Tenant Database

6 ' Summary

The newer tenants added on the host after the backup was created cannot be restored and will be lost after restore operation.

Configure an SMTP Server to send email notifications for Restore jobs by going to  Setfings>Global Settings=Notification Server Settings.

The restore type options for restore from offsite backup storage.

Restore from SnapCenter_LocalSnapAndSnapWault_Dally_12-05-2019_08.17.02.0191 o

Salect tha resore Hpes

T | Ratovery mope = Comgiete Recurcs @

Tesand Dutabate
Choose archive lacation

hana-primany LapoC FLNEERUTeRE 1 dats_ mng000 i bk S 0L CORBS T it

Tha rewesr fenants sdded on the Rowt sfer the backup mas cresbed cannct be restoned snd will be kost fer restore cosrabion.

Configurs an SMTP Server (9 end e notfcabon for Reqtens jobs by going o Settiogy=Clobal Semomatiotfcation Teoms Settogs,




The restore type options for restore from primary storage with Fibre Channel SAN.

Restore from SnapCenter_LocalSnap_Hourly 12-16-2019 22.35.01.3065

itinbita e Select the restore fypes
2| Retovery scope & Complete Resowrcs (1]
-} Tenang Dutabase
3 Prelpd
4 PomOps
% Motifcatan

& El_uh.'npl:r

The fiever tenams added on the host after the backug wils created mannot be restared and will be ot alter restore operation,

Condigune an SMTP Server (o send emall notfications for Restore jobs by going (0 Sattinee-hloled Ssinge-hothation Senes Sings

3. Select Recovery Scope and provide the location for log backup and catalog backup.

@ SnapCenter uses the default path or the changed paths in the HANA global.ini file to pre-

populate the log and catalog backup locations.
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Restore from SnapCenter_LocalSnap_Hourly 12-05-2019_22.30.01.5385 =

o SIS Recover database files using
2 Recovery scope (8} Recover to most recent state €@
() Recover ta pointintime €@
3 PreOps () Recover ta specified data backup €

() Morecovery €@

4 PostOps

Specify log backup locations @
5 ' MNotification
© Add

6  Summary ‘ fmnt/log-backup ‘

Specify backup catalog location @

‘ fmnt/log-backup ‘

Recovery options are applicable to both system database and tenant database.

Configure an SMTP Server to send email notifications for Restore jobs by going to  Settings=Global Settings=>Motification Server Settings.

4. Enter the optional prerestore commands.
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Restore from SnapCenter_LocalSnap_Hourly _12-05-2019_22.30.01.5385 2

o Rastore scope Enter optional commands to run before performing a restore operation €
o Recovery scope Pre restore command
/
4 PostOps

5 Notification

6 ' Summary

Configure an SMTP Server to send email notifications for Restore jobs by going to Setfings>Global Settings=MNotification Server Seftings.

5. Enter the optional post-restore commands.
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Restore from SnapCenter_LocalSnap_Hourly 12-05-2019_22.30.01.5385 &

o HESIULESEDDE Enter optional commands to run after performing a restore operation €

e Recovery scope Post restore command

e PreOps -

5 ' Notification

6 Summary

Configure an SMTP Server to send email notifications for Restore jobs by going to Settings=Global Settings=Notification Server Settings.

6. Enter the optional email settings.
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Restore from SnapCenter_LocalSnap_Hourly 12-05-2019_22.30.01.5385 X

@ restore scope Provide email settings €
o Recovery scope Email preference ‘ Mever -

From | Email from |
e PreOps L

To | Email to |

o PostOps 2
Subject | Maotification |

e Job Report

6 Summary

If you want to send notifications for Restore jobs, an SMTP server must be configured. Continue to the Summary page to save your information,

and then go to Settings>Global Settings>Notification Server Settings to configure the SMTP server,
=N

7. To start the restore operation, click Finish.
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Restore from SnapCenter_LocalSnap_Hourly 12-05-2019_22.30.01.5385 =

o Restore scope Summary

o Recovery scope Backup Mame SnapCenter_LocalSnap_Hourly_12-05-2019_22.30.01.5385
Backup date 12/05/2019 10:30:55 PM

e PreOps )
Restore scope Complete Resource with Volume Revert

o PostOps Recovery scope Recaover to most recent state
Log backup locations /mnt/log-backup

Motification
o Backup catalog location /mnt/log-backup

Post restore command

Send email Mo

If you want to send notifications for Restore jobs, an SMTP server must be configured. Continue to the Summary page to save your information,

and then go to Settings>=Global Settings>Notification Server Settings to configure the SMTP server,

8. SnapCenter executes the restore and recovery operation. This example shows the job details of the
restore and recovery job.
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Job Details

Restore 'hana-1.sapcc.stl.netapp.comihana\MDC\SS5T'

¥ Restore 'hana-1.sapcostl.netapp.comihanatWDOSST
¥ hana-1.sapcc.stlnetapp.com
¥ Restore

¥ Validate Plugin Parameters

¥ Pre Restore Application
P Stopping HAMNA instance

¥ Filesystem Pre Restore
¥ Determining the restore mechanism

B Deporting file systams and associated entities

v

Restore Filesystem

P Building file systems and associated entities
Recover Application

P Recovering system database

¥ Checking HDE services status

¥ Recovering tenant database '5571

P Starting HAMNA instance

v

Clear Catalog on Server

v

Application Clean-Up

v

w

v

o'

v

"

~/

o

v

._..-

W

o ¥ Filesystem Post Restore
v

W

W

o

W

v

v

o

v Data Collection
W

v

Agent Finalize Workflow

€ Task Name: Recover Application Start Time: 12/06/2019 7:26:11 AM End Time: 12/06/2019 7:28:46 AM

Single-tenant restore and recovery operation

With SnapCenter 4.3, single-tenant restore operations are supported for HANA MDC systems with a single

View Logs

Close

tenant or with multiple tenants that have been auto- discovered by SnapCenter.
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You can perform a single-tenant restore and recovery operation with the following steps:

1. Stop the tenant to be restored and recovered.
2. Restore the tenant with SnapCenter.
o For a restore from primary storage, SnapCenter executes the following operations:
= NFS. Storage Single File SnapRestore operations for all files of the tenant database.
= SAN. Clone and connect the LUN to the database host, and copy all files of the tenant database.
> For a restore from secondary storage, SnapCenter executes the following operations:
= NFS. Storage SnapVault Restore operations for all files of the tenant database
= SAN. Clone and connect the LUN to the database host, and copy all files of the tenant database
3. Recover the tenant with HANA Studio, Cockpit, or SQL statement.
This section provides the steps for the restore and recovery operation from the primary storage of the auto-

discovered HANA system SM1 (SAP HANA single-host, MDC multiple-tenant system using NFS). From the
user input perspective, the workflows are identical for a restore from secondary or a restore in a Fibre Channel

SAN setup.

1. Stop the tenant database.

smladm@hana-2:/usr/sap/SM1/HDB00> hdbsgl -U SYSKEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands
\g to quit
hdbsgl=>
hdbsgl SYSTEMDB=> alter system stop database tenant2;
0 rows affected (overall time 14.215281 sec; server time 14.212629 sec)
hdbsgl SYSTEMDB=>

2. Select a backup in SnapCenter to be used for the restore operation.
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I SnapCenter® 4 sapcscadmin  SnapCenterAdmin [ Sign Out

sap HanA [l SM1 Topology

L] Systen Manage Copies
2s | MST - Multiple Hosts MDC Single Tenant
12 Backuj Summary Card
= i
25 | 552- HANA 20 SPS4 MDC Single Tenant —
— Y 13 Backups
it Local copies 12 Snap:
ssi 1 il
0 Clones
Primary Backup(s) @
( | ¥) w4
. Cone | fesiore

Backup Name Count 7 End Date
SnapCenter_LocalSnap_Hourly_12-05-2019_22.28.01.2445 1 12/05/201910:28:55PM B8 =
SnapCenter_LocalSnap_Hourly_12-05-2019_18.28.01.1350 1 12/05/2019 6:28:56 PM 4
SnapCenter_LocalSnap_Hourly_12-05-2019_14.28.01.2553 1 12/05/2019 2:2&:55 PM B
SnapCenter_LocalSnap_Hourly_12-05-2019_10.28.01.2412 1 12/05/2019 10:28:55 AM &
SnapCenter_Localsnap_Hourly_12-05-2019_06.28.01.1628 1 12/05/2019 6:28:55 AM 4
SnapCenter_LocalSnap_Hourly_12-05-2019.02.28.01.1081 1 12/05/2019 2:28:55 AM B
SnapCenter_LocalSnap_Hourly_12-04-2019_22.28.01.1106 1 12/04/2019 10:28:55 PM 4
SnapCenter_LocalSnap_Hourly_12-04-2019.18.28.01.0470 1 12/04/2019 6:28:55 PM 3
SnapCenter_LocalSnap_Hourly_12-04-2019_14.28.01.1969 1 12/04/2019 2:28:56 PM B
SnapCenter_LocalSnap_Hourly_12-04-2019_10.28.01.0201 1 12/04/2019 10:28:55 AM 4
EommCanrar [ AralCnnm Uniirhs 17 A4 9016 NE 30 A1 A0S0 b Aamamniacaoice e | T

Total 4 Total 12

@ 5 completed @ overnings Qoraied  @)ocanceied @ orunning @) 0Quened

store/PluginCreatorRestoreView

3. Select the tenant to be restored.

@ SnapCenter shows a list of all tenants that are included in the selected backup.

Restore from SnapCenter_LocalSnap_Hourly_12-05-2019_22.28.01.2445 =

1 Restore scope Select the restore types

2. Recovery scope @ Complete Resource @

® Tenant Database

3 PreOps
P ‘ Select tenant database - ‘

4  PostOps ‘ ‘

Select tenant database
5 MNotification
SM1

6 ' Summary TENANTZ

Stop the tenant before performing the tenant restore operation.

Configure an SMTP Server to send email notifications for Restore jobs by going to  Settings=Global Settings=Motification Server Settings.

Single-tenant recovery is not supported with SnapCenter 4.3. No Recovery is preselected and cannot be
changed.
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Restore from SnapCenter_LocalSnap_Hourly 12-05-2019 22.28.01.2445

o SRR Recover database files using

2 Recovery scape Recover to most recent state @
Recover to point in time [ ]

3

PreOps Recover to spedified data backup @
® Mo recovery €@

PostOps

Notification

summary

Recovery of an multitenant database container with multiple tenants is not supported

Configure an SMTP Server to send email notifications for Restore jobs by going to Settings>Global Settings=Motification Servar Settings.

4. Enter the optional prerestore commands.
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Restore from SnapCenter_LocalSnap_Hourly _12-05-2019_22.28.01.2445 u

o Restore scope Enter optional commands to run before performing a restore operation €@
o RECO\."EW scope Pre restore command
|
4 PostOps

5  Notification

6  Summary

Configure an SMTP Server to send email notifications for Restore jobs by going to  Settings>Global Settings>Motification Server Settings.

5. Enter optional post-restore commands.
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Restore from SnapCenter_LocalSnap_Hourly 12-05-2019 22.28.01.2445 =

o HERIE T Enter optional commands to run after performing a restore operation @

o Recovery scope Post restore command

e PreOps i

5 | Notification

6 ' Summary

Configure an SMTP Server to send email notifications for Restore jobs by going to  Settings>Global Settings=Motification Server Settings.

6. Enter the optional email settings.
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Restore from SnapCenter_LocalSnap_Hourly 12-05-2019_22.28.01.2445

o Restore scope Provide email settings @
o Recovery scope Email preference ‘ Mever e

From | Email from |
e PreOps

To ‘ Email to |
o PostOps 3

Subject | Notification |

e JOb e

6  Summary

If you want to send notifications for Restore jobs, an SMTP server must be configured. Continue to the Summary page to save your information,

and then go to Settings>Global Settings=Notification Server Settings to configure the SMTP server,

7. To start the restore operation, click Finish.
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Restore from SnapCenter_LocalSnap_Hourly 12-05-2019_22.28.01.2445

o Restore scope Summary

o Recovery scope Backup Name

e PreOps

Backup date

Restore scope

o PostOps Recovery scope
Pre restore command
o Motification Post restore command

Send email
6 Summary

SnapCenter_LocalSnap_Hourly 12-05-2019_22.28.01.2445
12/05/201% 10:28:55 PM
Restore tenant database "TENANTZ2'

No recovery

If you want to send notifications for Restore jobs, an SMTP server must be configured. Continue to the Summary page to save your information,
and then go to Settings>Global Settings=Notification Server Settings to configure the SMTP server,

The restore operation is executed by SnapCenter. This example shows the job details of the restore job.




Job Details

Restore 'hana-

2.5apcc.sth.netapp.com\hana\MDCSMT'

+" ¥ Restore 'hana-2.sapccstl.netapp.comihana\WDOSMT

W ¥ hana-2.sapcc.stl.netapp.com

<

.

[

¢ € 4 4 4 4 4 4 %K
v

O Tacsk Mame: Restore Start Time: 12/06/2019 1:10:40 AM End Time: 12/06/2019 1:12:04 AM

Restore

Validate Plugin Parameters
Pre Restore Application
Filesystem Pre Restore
Restore Filesystem
Filesystemn Post Restore
Recover Application
Application Clean-Up

Data Collection

Agent Finalize Workflow

View Logs

Close

When the tenant restore operation is finished, only the tenant relevant data is restored. On
@ the file system of the HANA database host, the restored data file and the Snapshot backup

ID file of the tenant is available.
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smladm@hana-2:/usr/sap/SM1/HDB00> 1ls -al /hana/data/SM1/mnt00001/*

-rw—-r—--r—-— 1 smladm

sapsys

17 Dec

/hana/data/SM1/mnt00001/nameserver.lck
/hana/data/SM1/mnt00001/hdb00001:

total 3417776

drwxr—-x—--- 2 smladm
drwxr-x-—-- 6 smladm
=== 1 smladm

Al L 1 smladm

__DO_NOT TOUCH FILES IN THIS DIRECTORY

=R 1 smladm

/hana/data/SM1/mnt00001/hdb00002.00003:

total 67772

drwxr-xr-- 2 smladm
drwxr-x—--- 6 smladm
-rw-r—--r-— 1 smladm
-rw-r--r-- 1 smladm

__DO_NOT TOUCH FILES IN THIS DIRECTORY
/hana/data/SM1/mnt00001/hdb00002.00004:

total 3411836

drwxr-xr—-- 2 smladm
drwxr—-x—-——- 6 smladm
-rw-r—--r—-—- 1 smladm

-rw-r—--r—-—- 1 smladm

DO _NOT TOUCH FILES IN THIS DIRECTORY

=Tl Em—= 1 smladm

snapshot databackup

/hana/data/SM1/mnt00001/hdb00003.00003:

total 3364216

drwxr-xr—-- 2 smladm
drwxr—-x—-——- 6 smladm
-rw-r—--r—-—- 1 smladm

-rw—-r—--r-- 1 smladm

sapsys 4096 Dec
sapsys 4096 Nov
sapsys 3758096384 Dec
sapsys 0 Nov
sapsys 36 Nov
sapsys 4096 Nov

sapsys 4096 Nov

sapsys 201441280 Dec

sapsys 0 Nov

sapsys 4096 Dec
sapsys 4096 Nov
sapsys 3758096384 Dec
sapsys 0 Nov
sapsys 155648 Dec
01

sapsys 4096 Dec
sapsys 4096 Nov
sapsys 3758096384 Dec
sapsys 0 Nov

DO _NOT TOUCH FILES IN THIS DIRECTORY
smladm@hana-2:/usr/sap/SM1/HDB00>

8. Start the recovery with HANA Studio.
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I hdbstudio - Syster: SYSTEMDB@SM1 Host: hana-2 Instance: 00 Connected User: SYSTEM System Usage; Test System - SAP HANA Studio - o x
File Edit Mavigate Project Run Window Help

e B B Bl G e e G| |

g Systems 2 =m & ) 551 - HANAZ é Backup SYSTEMDB@SM1 (SYSTEM) SM1T- HANA . §2 . 11 1) 552 2 = B8
F-@H-m"EB8% ¥ 3 packup SYSTEMDB@SM1 (SYSTEM) SM1 - HANA20 SPS4 MDC Multiple Tenants Last Updatesbi1sis AM o | (] | B
« & Multiple Hosts - MDC Single Tenant j——— :
> [ MS1@MST (SYSTEM) M1 - Multiple Hosts Overview | C | Backup Catalog |
> [ SYSTEMDB@MS1 (SYSTEM) W51 - Multiple Hosts TR Baclasp Details

~ (= Single Host - MDC Multiple Tenants

[B5 SM1@SM1 (SYSTEM) SM1 - HANA20 SPS4MDC Muli | Database: |SYSTEMDB | . TS
SYSTEMDB®@SM1 (SYSTEM) SM1 - HANA2D SPS4 Fan. Status: Successful
v & Single Host - MDC Single Tenant Configuration and Monitoring > Backup Type: Data Backup
(B SS1@S81 (SYSTEM) S51 - HANAZD SPS4 MDC Sing b Lifecyele Management > Destination Type: Snapshot
[E5 SYSTEMDB@SST (SYSTEM) 551 - HANAZ0 SPS4 M A e > Open Backup Console Started: Dec 3, 2019 2:28:24 AM (America/Los_Angeles)
b c“é;n gl:lgos ;tz V(QC'ETC:A‘/;“ TEL mJ — Security > Back Up System Database. Finished Dec 3, 2018 2:28:38 AM (America/Los_Angeles)
> 552 - HA® C Single Duration; 00h 00m 145
[ER SYSTEMDB®S52 (SYSTEM) 552 - HANA20 SPS4 M B Open SOL Console BeckUnTenent Datahae e i
Mznage Storage Snapshot..
Throughput: 2
T sAP HANA Modeler 2 Recover System Database. g S ‘s“ 2
Add System with Different User.. Recover Tenant Database... A
- R Comment SnapCenter_LocalSnap_ Hourly_12-03-2019_02.28.01.1161
0B DataBackup  Snapshot
¥ Remove Delete
0B DataBackup  Snapshot
Log Off 0B DataBackup  Snapshot Additional Information: [ pje
&) Refresh F5 0B DataBackup  Smapshat
0B DataBackup  Snapshot
Properties Alt+Enter Gk | Daataniin. | Shpnnt Location: /hana/data/SM1/ mnt00001/
@ Nov30,201962%:16.. O00h00mO03s  148GB DatoBackup  File
Host Senvice Size Name Source Type  EBID
hana-2 nameserver 0B hdb0DOO1 volume SnapC.
[E] Properties 3% Error <=0
SYSTEMDEB@SM1 (SYSTEM)
< 3 | wesnmsersan Property Value S

{F5 SYSTEMDB@SM1 (SYSTEM)

9. Select the tenant.
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I Recovery of Tenant Database in SM1

Specify tenant database

|fpe filter text

[] SM1
TENANT2

@

< Back

Einish

Cancel

10. Select the recovery type.
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I Recovery of Tenant Database in SM1 — O et

Specity Recovery Type
Select a recovery type.

(®) Recover the database to its most recent state a

() Recover the database to the following point in time 8

Date: 2019-12-06 Tirme: | 01:18:31

Select Tirme Zone: | (GMT-08:00) Pacific Standard Time e

1 Systern Time Used (GMT) 2019-12-06 09:18:31

(C) Recover the database to a specific data backup ©

Advanced >

@ < Back Mext = Einish Cancel

11. Provide the backup catalog location.
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I Recovery of Tenant Database in SM1 — O et

Locate Backup Catalog
Specify location of the backup cataleg.

(®) Recover using the backup catalog

(®) Search for the backup catalog in the file system only

Backup Catalog Location: | /mint/log-backup/DB_TEMAMT2

Recover without the backup catalog

Backint Systern Copy
Backint Systern Copy

Source Systern:

@ = Back Mext = Finish Cancel

B Stop Database TEMAMNT2@SM1 x

P

The database must be offline before recovery can start; the database will be stopped
W now

Within the backup catalog, the restored backup is highlighted with a green icon. The external backup ID
shows the backup name that was previously selected in SnapCenter.

12. Select the entry with the green icon and click Next.
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I& Recovery of Tenant Database in SM1 — | x
Select a Backup
Select a backup to recover the SAP HAMA database
Selected Point in Time
Database will be recovered to its most recent state,
Backups
The overview shows backups that were recorded in the backup catalog as successful. The backup at the top is estimated to have the shortest recovery time,
Start Time Location Backup Prefix A
2019-12-05 22:28:24 /hana/data/SM1 SMNAPSHOT ®
2019-12-05 18:28:24 /hana/data/ShM1 SMAPSHOT LX)
2019-12-05 14:28:23 /hana/data/SM1 SMNAPSHOT L]
2019-12-03 10:28:24 /hana/data/SM1 SMAPSHOT L]
2019-12-05 06:28:23 /hana/data/SM1 SMNAPSHOT X
2019-12-05 02:28:23 [hana/data/SM1 SMAPSHOT a
2019-12-04 22:28:24 /hana/data/SM1 SMNAPSHOT a
2019-12-04 18:28:23 /hana/data/SM1 SNAPSHOT @
2019-12-04 14:28:25 /hana/data/SM1 SNAPSHOT LX)
2019-12-04 10:28:24 /hana/data/SM1 SMARSHOT LX)
| Refrsh.l | Show More.
Details of Selected ltem
Start Timne: B3019-12-05 22:28:24 Destination Type: SNAPSHOT Source System: TEMANT2@SM1
Size: 0B Backup ID: 1575613704345 External Backup ID: SnapCenter_LocalSnap_Hourly_12-05-2019 22.28.01.2445
Backup Name: [hana/data/SM1
Alternative Location:®
Check Availability
® < Back | Mext = Einish Cancel

13. Provide the log backup location.
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14. Select the other settings as required.
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I Recovery of Tenant Database in SM1

Locate Log Backups

Specify location(s) of log backup files to be used to recover the database.

(1) Even if no log backups were created, a location is still needed to read data that will be used for recovery.

If the log backups were written to the file system and subsequently moved, you need to specify their current location. If you do not specify an alternative
location for the log backups, the system uses the location where the log backups were first saved. The directory specified will be searched recursively.

Locations: |

JSmnt/log-backup/DB_TENANTZ2

Add

Remowve All

Remove

®@

< Back

Finizsh

Cancel




I Recovery of Tenant Database in SM1 - O X

Other Settings

Check Availability of Delta and Log Backups "

You can have the systerm check whether all required delta and log backups are available at the beginning of the recovery process. If delta or log backups are
missing, they will be listed and the recovery process will stop before any data is changed. If you choose not to perform this check now, it will still be
performed but later. This may result in a significant loss of time if the complete recovery must be repeated.

Check the availability of delta and log backups:
[ File System a
DThird—Party Backup Tool (Backint)

Initialize Log Area

If you do not want to recover log segments residing in the log area, select this option, After the recovery, the log entries will be deleted from the log area.

[ initialize Log Area &

Use Delta Backups

Select this option if you want to perform a recovery using delta backups. If you choose to perform a recovery without delta backups, only log backups will
be used.

Use Delta Backups (Recommended)

Install New License Key

If you recover the database from a different system, the old license key will no longer be valid
You can:

- Select a new license key to install now

- Install a new license key manually after the database has been recovered

Install Mew License Key

Browse

@' < Back Finish Cancel

15. Start the tenant recovery operation.
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I Recovery of Tenant Database in SM1 O
Review Recovery Settings
Review the recovery settings and choose 'Finish' to start the recovery. You can modify the recovery settings by choosing 'Back’.
Database Information
Database: TENANT2Z@5MI1
Haost: hana-2
Version: 2.00.040.00.1553674765
Recovery Definition
Recovery Type: Snapshot (Point-in-Time Recovery (Until Mow))
Configuration File Handling
& Caution
To recover customer-specific configuration changes, you may need to make the changes manually in the target systemn.
Maore Information: SAP HANA Administration Guide
Show 50L Statement
@ < Back_ Nex > Cancel




I Recovery of Tenant Database in SM1

Recovery Execution Summary

i Database TENANT2@5M1 recovered

1 volumes were recovered

Recovered to Time: Dec @, 2019 1:05:14 AM GMT-08:00
Recovered to Log Position: 187371136

@ Cloze

Restore with manual recovery

To restore and recover an SAP HANA MDC single-tenant system using SAP HANA Studio and SnapCenter,
complete the following steps:

1. Prepare the restore and recovery process with SAP HANA Studio:
a. Select Recover System Database and confirm shutdown of the SAP HANA system.
b. Select the recovery type and the log backup location.
c. The list of data backups is shown. Select Backup to see the external backup ID.

2. Perform the restore process with SnapCenter:

a. In the topology view of the resource, select Local Copies to restore from primary storage or Vault
Copies if you want to restore from an off-site backup storage.

b. Select the SnapCenter backup that matches the external backup ID or comment field from SAP HANA
Studio.

c. Start the restore process.
If a volume-based restore from primary storage is chosen, the data volumes must be

unmounted from all SAP HANA database hosts before the restore and mounted again
after the restore process is finished.
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In an SAP HANA multiple-host setup with FC, the unmount and mount operations are
@ executed by the SAP HANA name server as part of the shutdown and startup process of
the database.

3. Run the recovery process for the system database with SAP HANA Studio:

a. Click Refresh from the backup list and select the available backup for recovery (indicated with a green
icon).

b. Start the recovery process. After the recovery process is finished, the system database is started.
4. Run the recovery process for the tenant database with SAP HANA Studio:

a. Select Recover Tenant Database and select the tenant to be recovered.

b. Select the recovery type and the log backup location.

A list of data backups displays. Because the data volume has already been restored, the tenant backup
is indicated as available (in green).

c. Select this backup and start the recovery process. After the recovery process is finished, the tenant
database is started automatically.

The following section describes the steps of the restore and recovery operations of the manually configured
HANA system SS2 (SAP HANA single host, MDC multiple tenant system using NFS).

1. In SAP HANA Studio, select the Recover System Database option to start the recovery of the system
database.

hebstudia - System: SYSTEMDB@SS1 Host: hana-1 Instance: 00 - SAP HANA Studio - o x
File Edit Navigate Project Run Window Help
Hm kA1) Blr Bl G- ;‘E.’\f‘
% Systems 3¢ = B | () Backup SYSTEMDBE@SNIT (SYSTEM) SMI1 - HANA20 SPSAMDC Multiple Tenants B SYSTEMDB@SST 52 [ SYSTEMDE@SM1 =n
> & & ]

B-BH-2BE%S Y | gSYSTEMDB@SSI (SYSTEM) SS1 - HANA20 SPS4 MDC Single Tenant hans-100 Last Update: Dec 10, 2019 2:41:32 AM o || 1 Intervat: Seconds| [ | Be

v & Muliple Hosts - MDC Single Tenant
3 S MST®MS1 (SYSTEM) MS - Maligle Hosts Version:  2.00,040.00.1553674765 (fa/ hanasp0d)

> [B SYSTEMDB@MST (SYSTEM) MS1 - Multiple Hosts
(= Single Host - MDC Multiple Tenants

> [ SM1@SM1 (SYSTEM) SM1 - HANA20 SPSA MDC Mult|  Host: ® fo

e TS |
Processes| Diagnosis Files| Emergency Information

> B, SYSTEMDB@SM1 (SYSTEM) SM1 - HANA20 SPS4 MDY
v & Single Host - MDC Single Tenant ProcessID  Status  Start Time Elapsed Time
> [E SS1@551 (SYSTEM) 551 - HANA2D 5PS4 MDC Single T e 384 Runnin, g Dec 10, 2019 6:34:00 AM 0:07:32
> [E SYSTEMDB®SST (SYSTEM) 551 - HANA20 SPSA MDC 32375 Runnin, g Dec 10, 20196:33:52 AM 0:07:40
~ [ Single Host - MDC Single Tenant 505 Runni 10, 2019 6:34:01 AM  0:07:31
> [, 552@552 (SYSTEM) 552 - HANA20552 MDC Single Ter 32383 Runn 10, 2018 6:33:53 AM  0:07:39
» [EL SYSTEMDEG@SS2 (SVSTFAAL 557 _ HANATN SDRA MR 387 Running Dec 10, 2019 6:34:00 AM 0:07:32
Configuration and Monitoring 238 Running Dec 10, 2010 6:3416 AM_ 0:07:16
B | Tecie Managerent 5 msengine HDE XSEngine-S51 510 Running  Dec 10, 2019 G:34:01 AM_ D07:31
Backup and Recovery B Open Backup Console
Security > Back Up System Database..
Open SOL Cansole Back Up Tenant Database...
Recover System Database...
R NS Modele i Recover Tenant Database...
Add System with Different User...
% Remove Delete
Log Off
&1 Refresh £
Properties Alt+Enter
[0 Properties 52 €] Emor Log i p o = ]
SYSTEMDB®@S552 (SYSTEM)
S 2 |} e £ Property Value &

[B5 SYSTEMDB@SS2 (SYSTEM)

2. Click OK to shut down the SAP HANA database.
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& Shut Down System 552 Ed

P

Systern must be offline before recovery can start; the system will be shut down now

b - 4

The SAP HANA system shuts down and the recovery wizard is started.

3. Select the recovery type and click Next.

B Recovery of SYSTEMDB@SS? — O *
Iy

Specity Recovery Type
Select a recovery type.

(@ Recover the database to itz most recent state ®

() Recover the database to the following point in time 8

Drate: 2019-12-10 Tirme: | 03:43:03

Select Tirme Zone: | (GMT-08:00) Pacific Standard Time

1 Systern Time Used (GMT): 2019-12-1011:43:03

(C) Recover the database to a specific data backup ©

Advanced >

@ = Back Mext = Finish Cancel
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4. Provide the location of the backup catalog and click Next.

= Recovery of SYSTEMDB@S52 — O

Locate Backup Catalog
Specify location of the backup catalog.

(®) Recover using the backup catalog

(®) Search for the backup catalog in the file system only

Backup Catalog Location: | /mint/log-backup/SYSTEMDE

Recover without the backup catalog

Backint Systern Copy
Backint Systern Copy

Source Systerm

® = Back Mext = Finizh Cancel

5. Alist of available backups displays based on the content of the backup catalog. Choose the required
backup and note the external backup ID: in our example, the most recent backup.
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& Recovery of SYSTEMDB@S552 — O >
y

Select a Backup

€3 To recover this snapshot, it must be available in the data area,

Selected Point in Time

Database will be recovered to its most recent state,

Backups

The overview shows backups that were recorded in the backup catalog as successful. The backup at the top is estimated to have the shortest recovery time,

Start Time Location Backup Prefix Available
2019-12-10 02:05:08 /hana/data/552 SMAPSHOT L]
2019-12-09 22:05:08 Fhana/data/552 SNAPSHOT a
2018-12-09 18:05:08 [hana/data/s52 SNAPSHOT @
2019-12-09 140508 /hana/data/s52 SMNAPSHOT @
2019-12-09 10:05:08 /hana/data/552 SNAPSHOT a
2019-12-09 06:05:08 /hana/data/552 SMNAPSHOT a
2019-12-09 02:05:08 /hana/data/552 SNAPSHOT L]
2019-12-08 22:05:07 /hana/data/552 SMNAPSHOT 2]
2019-12-08 18:0%:08 /hana/data/552 SMNAPSHOT 2]
2019-12-08 140508 /hana/data/552 SMNAPSHOT ]

: Refresh Show More:
Details of Selected ltem

Start Time: 2019-12-10 02:05:08 Destination Type: SNAPSHOT I Source Systerm:  SYSTEMDB@S52 I
Size: 0E Backup ID: 1573972308584 External Backup ID: SnapCenter_LocalSnap_Hourly_12-10-2019_02.05.01.3757
Backup Name: @ fhana/data/552

Alternative Location:®

Check Availability

@

Blext = Finich Cancel

6. Unmount all data volumes.

umount /hana/data/SS2/mnt00001

@ For an SAP HANA multiple host system with NFS, all data volumes on each host must be
unmounted.

@ In an SAP HANA multiple-host setup with FC, the unmount operation is executed by the
SAP HANA name server as a part of the shutdown process.

7. From the SnapCenter GUI, select the resource topology view and select the backup that should be
restored; in our example, the most recent primary backup. Click the Restore icon to start the restore.
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1 SnapCenter® M = @©- 1sapciscadmin | SnapCenterAdmin [ Sign Out

sap HaNA B 552 - HANA 20 SPS4 MDC Single Tenant Topology X

e s A O o
’ =

Deeail:

] L Systen | Manage Copies

m 2a | MST - Multiple Hosts MDC Single Tenant

w = P 12Backups Summary Card

2s 552 HANA20 SPS4 MDC Single Tenant —
~i %S | 0Clones 14 Backups
St Local copies 12 Snapshot based backups
“a ss1 2 File Based backups
0 Clones
Primary Backup(s)
(searcn ) m 4 T
Cone  Resore  Deisie
Backup Name count | IF End Date
SnapCenter_LocalSnap_Hourly_12-10-2019.02.05.01.3757 1 12/10/20192:0523AM B
SnapCenter_LocalSnap_Hourly_12-09-2019.22.05.01.3848 1 12/09/2019 10:05:23 P11 1
SnapCenter_Localsnap_Hourly_12-03-2019.18.05.01.2909 1 12/09/201% 6:05:23 FM1 1
SnapCenter_LocalSnap_Hourly_12-09-2015_14.05.01.3300 1 12/09/2019 2:05:23 PM1 1
SnapCenter_Localsnap_Hourly_12-03-2019_10.05.01.3143 1 12/09/2019 10:05:23 AM 1
SnapCenter_Localsnap_Hourly_12-09-2019.06.05.01.6648 1 12/03/2019 6:05:23 AM 14
SnapCenter_LocalSnap_Hourly_12-09-2019_02.05.01.2792 1 12/09/2019 2:05:22 AM 14
SnapCenter_ Localsnap_Hourly_12-08-2019_22.05.01.1815 1 12/08/2019 10:05:22 PN 1
SnapCenter_Localsnap_Hourly_12-08-2019.18.05.01.2784 1 12/08/2019 6:05:23 FM1 14
SnapCenter_LocalSnap_Hourly_12-08-2019_14.05.01.2928 1 12/08/2019 2:05:23 PM 1
17 no IN1G 1A NS N1 297N 1 17/M0/IN1Q 1ANEDS AKA P
Total 4

s R TP scompleted @ owarnings  EQorated  @)ocanceled @ orunning @) 0Queued
peenter-43 sapec.stlnetapp.com8 146/FluginC i o " & =

The SnapCenter restore wizard starts.
8. Select the restore type Complete Resource or File Level.

Select Complete Resource to use a volume-based restore.

Restore from SnapCenter_LocalSnap_Hourly 12-10-2019_02.05.01.3757 =

1 R alescobe Select the restore types

2. PreOps ® Complete Resource €9
@ File Level €@
3 | PostOps

4 Notification

5 ' summary

Configure an SMTP Server to send email notifications for Restore jobs by going to  Settings=Global Settings>MNotification Server Settings.
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9. Select File Level and All to use a single-file SnapRestore operation for all files.

Restore from SnapCenter_LocalSnap_Hourly 12-10-2019_02.05.01.3757 *
2 PreOps Complete Resource @

® File Level €®
3 | PostOps

4 Motification :
Select files to restore

5 summary Volume/Qtree All Fila Path

¢} hana-primary.sapcc.stl.netapp.com:/vol/ss... ¥ Provide one or more file paths separated by comma

Configure an SMTP Server to send email notifications for Restore jobs by going to  Settings=Global Settings=Motification Server Settings.

@ For a file-level restore of a SAP HANA multiple host system, select all the volumes.
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Il OnCommand System Manager X | (3 Login X [ SnapCenter x |+

€& > ¢ A Notsecurs | snapcenter-43.sapcc.stlnetapp.com:8146/PluginCreator] t/Protectindex?ResourceTyps gi w 8 O

Restore from SnapCenter_LocalSnap_Hourly 12-10-2019_07.15.01.1435

Al e Select the restore types

2 PreOps O Complete Resource €@
@ File Level @

3 PostOps

4 Notification
Select files to restore

5 summary Volume/Qtree ———

9] hana-primary.sapce.st.netapp.com:n/aliM.. e ‘ Provide one or more file paths separated by comma

[#) hana-primary.sapce.t.netapp.comeA/oliM.. “ ‘ Provide one or more fle paths separated by comma

Configure an SMTP Serverto send email notifications for Restore jobs by going to Settings>Global Settingss \ Server Settings,

10. (Optional) Specify the commands that should be executed from the SAP HANA plug-in running on the
central HANA plug-in host. Click Next.

Restore from SnapCenter_LocalSnap_Hourly 12-10-2019_02.05.01.3757 =
o PRI Enter optional commands to run before performing a restore operation €

z PreOps Pre restore command

3 PostOps P

Unmount command

4 Notification

5 ' summary

Configure an SMTP Server to send email notifications for Restore jobs by going to  Settings=Global Settings=>Motification Server Setfings.
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11. Specify the optional commands and click Next.

Restore from SnapCenter_LocalSnap_Hourly 12-10-2019_02.05.01.3757

o DA Enter optional commands to run after performing a restore operation @

o PreOps Mount command

3 PostOps P

Post restore command

4 Notification

5 ' summary

Configure an SMTP Server to send email notifications for Restore jobs by going to  Settings>Global Settings=Notification Server Sattings.

12. Specify the notification settings so that SnapCenter can send a status email and job log. Click Next.
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Restore from SnapCenter_LocalSnap_Hourly 12-10-2019_02.05.01.3757 =

o Restore scope Provide email settings @
o PreOps Email preference ‘ Newver -
From | Email from |
e PostOps
19 ‘ Email to |
4 Notification !
! Subject | Notification |
5  Summary Attach Job Report

If you want to send notifications for Restore jobs, an SMTP server must be configured. Continue to the Summary page to save your information,

and then go to Settings>Global Settings=Notification Server Settings to configure the SMTP server,
e

13. Review the summary and click Finish to start the restore.
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Restore from SnapCenter_LocalSnap_Hourly 12-10-2019_02.05.01.3757 %

o Restore scope Summary

o PreOps Backup Name SnapCenter_LocalSnap_Hourly_12-10-2019_02.05.01.3757
Backup date 12/10/2019 2:05:23 AM

o PostOps
Restora scope Complete Resource

o Notification Pre restore command

Unmount command
Post restore command

send email Mo

If you want to send notifications for Restore jobs, an SMTP server must be configured. Continue to the Summary page to save your information,

and then go to Settings>Global Settings>Motification Server Settings to configure the SMTP server.
o |

14. The restore job starts, and the job log can be displayed by double-clicking the log line in the activity pane.
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Job Details &

Restore 'SnapCenter-43.sapcc.stl.netapp.com\hana\MDCA\SS2'

» ¥ Restore 'SnapCenter-43.sapcc.stl.netapp.comihana\MDCSS52!
¥ SnapCenter-43.sapcc.stl.netapp.com
¥ Restore
P \alidate Plugin Parameters
P Pre Restore Application
» File or Volume Restore
b Recover Application
P Clear Catalog on Server
P Application Clean-Up

P Data Collection

R T T T T TR T S

Agent Finalize Workflow

O Task Name: Agent Finalize Workflow Start Time: 12/10/2019 3:47:30 AM End Time: 12/10/2019 3:47:35 AM

View Logs “ancel Jok Close

15. Wait until the restore process completes. On each database host, mount all data volumes. In our example,
only one volume must be remounted on the database host.

mount /hana/data/SP1/mnt00001

16. Go to SAP HANA Studio and click Refresh to update the list of available backups. The backup that was
restored with SnapCenter is shown with a green icon in the list of backups. Select the backup and click
Next.
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& Recovery of SYSTEMDB@S552 — O >
y

Select a Backup
Select a backup to recover the SAP HAMNA database

Selected Point in Time
Database will be recovered to its most recent state,
Backups
The overview shows backups that were recorded in the backup catalog as successful. The backup at the top is estimated to have the shortest recovery time,
Start Time Location Backup Prefix Available

2019-12-1002:05:08 /hana/data/552 SMNAPSHOT L

2019-12-09 22:05:08 /hana/data/552 SNAPSHOT X

2019-12-09 18:05:08 /hana/data/s52 SMAPSHOT 3

2019-12-09 14:05:08 /hana/data /552 SMAPSHOT 3

2019-12-09 10:03:08 /hana/data/552 SNAPSHOT 3

2019-12-09 06:05:08 /hana/data/552 SMNAPSHOT @

2019-12-09 02:05:08 /hana/data /552 SNAPSHOT B

2019-12-08 22:05:07 fhana/data/552 SNAPSHOT X

2019-12-08 18:05:08 /hana/data/ 552 SNAPSHOT LX)

2019-12-08 14:05:08 fhana/data/552 SNAPSHOT @

j Refresh Show Morej

Details of Selected ltem
Start Time: 2019-12-10 02:05:08 Destination Type: SNAPSHOT Source System:  SYSTEMDB@S52
Size: 0E Backup ID: 1573972308584 External Backup ID: SnapCenter_LocalSnap_Hourly_12-10-2019_02.05.01.3757
Backup Name: [hana,/data/552

Alternative Location:®

Check Availability

@ < Back | Mext » Finich Cancel

17. Provide the location of the log backups. Click Next.
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I Recovery of SYSTEMDB@552

Locate Log Backups

Specify location(s) of log backup files to be used to recover the database,

(i) Even if no log backups were created, a location is still needed to read data that will be used for recovery.

If the log backups were written to the file systern and subsequently moved, you need to specify their current location. If
you do not specify an alternative location for the log backups, the system uses the location where the log backups were

first saved. The directory specified will be searched recursively.

Locations: | | Add

JSmnt/log-backup/SYSTEMDB Remove All

Remove

Q o[ ] [

18. Select other settings as required. Make sure Use Delta Backups is not selected. Click Next.
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& Recovery of SYSTEMDB@SSZ - O ot
ry

Other Settings

Check Availability of Delta and Log Backups

You can have the systern check whether all required delta and log backups are available at the beginning of the recovery
process, If delta or log backups are missing, they will be listed and the recovery process will stop before any data is
changed. If you choose not to perform this check now, it will still be performed but later. This may result in a significant
loss of time if the complete recovery must be repeated.

Check the availability of delta and log backups:
File System 2
|:|Third-|5‘art_',r Backup Tool (Backint)

Initialize Log Area

If you do not want to recover log segments residing in the log area, select this option, After the recovery, the log entries
will be deleted from the log area.

[ Initialize Log Area @

Use Delta Backups

Select this option if you want to perform a recovery using delta backups. If you choose to perform a recovery without
delta backups, only log backups will be used.

[JilUse Delta Backups (Recommended);

Install Mew License Key

If you recover the database from a different system, the old license key will no longer be valid
You can:

- Select a new license key to install now

- Install a new license key manually after the database has been recovered

[ Install Mew License Key

Browse

Cancel

S

® . < Back . Mext = Finis

19. Review the recovery settings and click Finish.
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IE Recovery of SYSTEMDB@S52

Review Recovery Settings

Review the recovery settings and choose 'Finish' to start the recovery, You can modify the recovery
settings by choosing 'Back’,

Database Information

Database; SYSTEMDE@SS2
Host: hana-3
Yersion: 2.00.040.00,1553674765

Recovery Definition
Recovery Type: Snapshot (Point-in-Time Recovery (Until Mow]))
tf Caution
Recovering the systern database from a storage snapshot invalidates all the tenant databases, After you recover the

system database, you need to recover all the tenant databases.

Configuration File Handling
% Caution

To recover customer-specific configuration changes, you may need to make the changes rmanually in the target system.
More Information: SAP HAMA Administration Guide

| Show S0L Statermnent

@

Ned> | Fnsh || Cancel

20. The recovery process starts. Wait until the recovery of the system database completes.
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I Recovery of SYSTEMDB@552 — | ¥

Recovery Execution Summary

i Database SYSTEMDB@S552 recovered
1 volumes were recovered
& Caution

Recovering the system database from a storage snapshot invalidates all the tenant databases, After you recover the
systermn database, you need to recover all the tenant databases.

Recovered to Time: Dec 10, 2019 3:42:40 AM GMT-08:00
Recovered to Log Position: 74714320

@

21. In SAP HANA Studio, select the entry for the system database and start Backup Recovery - Recover
Tenant Database.
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22.

192

hdbstudio - System: SYSTEMDB@551 Host: hana-1 Instance: 00 - SAP HANA Studio

File Edit Navigate Project Run Window Help

fiim 2 TG

9o Systems 33 | =
o

¥ svsTemoB@ss1 B[S
Br-l@li-m@3B0% 5 SYSTEMDB@SS1 (SYSTEM) SS1 - HANA20 SPS4 MDC Single Tenant  hana-100
v (& Multiple Hosts - MDC Single Tenant

> [F5 MS1@MST (SYSTEM) 151 - Multiple Hosts Version:  2.00.040.00.1553674765 (fa/ hana2sp04)
> [ SYSTEMDB@MS? (SYSTEM) W51 - Multiple Hosts

M1 (S

EM) ST - HANA:

Pracesses| Diagnasis Files | Emergency Information|

o 5] x
o] | |
= i

Last Update: Dec 10, 2019 42713 AM 3 | | [I] Interval: [5 v \ Seconds |

v [ Single Host - MDC Multiple Tenants
> [ SM1@SMT (SYSTEM) SM1 - HANAZD SPS4 MDC Mule . Host: | <All> v ®
> (5 SYSTEMDB@SM1 (SYSTEM) SM1 - HANAZ0 SPS4 MD! = =
o Sthalt Host- MG Sngle Tanant Active Host | Process Deseription ProcessID | Status  Start Time Elapsed Time
» [ SS1@SS1 (SYSTEM) 551 - HANAZD P54 MDC Single T ©  hana-1 hdbcompileserver HDB Compileserver | 334 Running Dec 10, 2019 6:34:00 AM 0:53:17
5 [E5 SYSTEMDB@SST (SYSTEM) 551 - HANAZ0 SPS4 MDC ©  hana-1 hdbdaemon HDE Daemon 32375 Running Dec 10, 2019 6:33:52 AM 0:53:25
v & Single Host - MDC Single Tenant ©  hana-1 hdbindexserver  HDB Indexserver-551 505 Running Dec 10, 2019 6:34:01 AM 0:53:16
» [B 5520552 (SYSTEM) 552 - HANAZDSS2 MDC Single Ter ©  hana-1 hdbnameserver  HDB Nameserver 32393 Running Dec 10, 2019 6:33:53 AM 0:53:24
3 [ SVSTEMDB@SS2 (SYSTEMM £67 LIARIATH £064 A @  hana-1 hdbpreprocessor  HDB Preprocessor | 387 Running Dec 10, 2019 6:34:00 AM 0:53:17
Configuration and Monitoring > shdispatcher HDE Web Dispatcher 828 Running Dec 10,2010 6:34:16 AM _ 0:53:01
& Lifecycle Management 5 engine HDE XsEngine-551 510 Running Dec 10, 2019 G:34:01 AM 0:53:16
Backup and Recovery > Open Backup Console
Security > Back Up System Database...
B OpenSQL Consale Back Up Tenant Database..
Recaver System Database.
T&  SAP HANA Modeler >

Recaver Tenant Database..
Add System with Different User...

# Remove Delete
Log Off

&) Refresh 5
Properties Alt+Enter

[ Properties 33 & Ervor Log

SYSTEMDB®@552 (SYSTEM)
< PR a—

G Property Value
(B SYSTEMDB@SS2 (SYSTEM)

Select the tenant to recover and click Next.

™Y =0

<>




I8 Recovery of Tenant Database in 552 — O et

Specify tenant database

|fpe filter text

[ 552

@ S T

23. Specify the recovery type and click Next.
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Specity Recovery Type
Select a recovery type.

(®) Recover the database to its most recent state a

() Recover the database to the following point in time 8

Date: 2019-12-10 Titne: | 0222

Select Tirme Zone: | (GMT-08:00) Pacific Standard Time

1 Systern Time Used (GMT): 2019-12-1012:27:22

(C) Recover the database to a specific data backup ©

Advanced >

@ = Back

Einish

Cancel

24. Confirm the backup catalog location and click Next.
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Locate Backup Catalog
Specify location of the backup catalog,

(@) Recover using the backup catalog

(®) Search for the backup catalog in the file system only

Backup Catalog Location: | /mint/log-backup/DB_552

| Recover without the backup catalog

Backint Systern Copy
Backint Systern Copy

Source-Spsterm:

@ < Back |E Mext = i Einish Cancel

25. Confirm that the tenant database is offline. Click OK to continue.

B Stop Database 552@552 >

The database must be offline before recovery can start; the database will be stopped
now

26. Because the restore of the data volume has occurred before the recovery of the system database, the
tenant backup is immediately available. Select the backup highlighted in green and click Next.
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Select a Backup
Select a backup to recover the SAP HAMNA databaze

Selected Point in Time
Database will be recovered to its most recent state,
Backups
The overview shows backups that were recorded in the backup catalog as successful. The backup at the top is estimated to have the shortest recovery time,
Start Time Location Backup Prefix Fovailable

2019-12-10 02:05:08 Shanaldata/552 SMNAPSHOT ®

2015-12-09 22:05:08 [hana/data/552 SMAPSHOT a

20159-12-09 18:05:08 [hana/data/552 SNAPSHOT a

2019-12-00 14:05:08 Jhana/data/552 SMNAPSHOT @

2015-12-09 10:05:08 [hana/data/552 SMAPSHOT @

2019-12-00 D&:05:08 [hana/data/552 SNAPSHOT a

2019-12-09 02:05:08 [hana/data/552 SNAPSHOT L]

2019-12-08 22:05:07 /hana/data/552 SMNAPSHOT @

201%9-12-08 18:05:08 [hana/data/552 SMAPSHOT L]

2019-12-08 14:05:08 [hana/data/552 SMNAPSHOT a

Refresﬁ Show More |

Details of Selected ltem
Start Time: 7019:12-10 02:05:08 Destination Type: SNAPSHOT Source Systern:  552@552
Size: DB Backup ID: 1575972308585  External Backup ID: SnapCenter_LocalSnap_Hourly_12-10-2019_02.05.01,3757
Backup Mame: /hana/data/552

Alternative Location:®

Check Availability

(3) | < Back Mext » Eimish | Cancel

27. Confirm the log backup location and click Next.
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Locate Log Backups
Specify location(s) of log backup files to be used to recover the database.
(i) Even if no log backups were created, a location is still needed to read data that will be used for recovery.
If the log backups were written to the file system and subsequently moved, you need to specify their current
location. If you do not specify an alternative location for the log backups, the systemn uses the location where the log
backups were first saved. The directory specified will be searched recursively.
Locations: | Add
/mnt/log-backup,/DB_552 Remave All
Remove
@ <Back | Nexto Finish Cancel

28. Select other settings as required. Make sure Use Delta Backups is not selected. Click Next.
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Other Settings

Check Availability of Delta and Log Backups

You can have the system check whether all required delta and log backups are available at the beginning of the
recovery process. If delta or log backups are missing, they will be listed and the recovery process will stop before any
data is changed. If you choose not to perform this check now, it will still be performed but later. This may result in a
significant loss of time if the complete recovery must be repeated.

Check the availability of delta and log backups:
File System B
DThird-Part_r,r Backup Tool (Backint)

Initialize Log Area

If you do not want to recover log segments residing in the log area, select this option. After the recovery, the log
entries will be deleted from the log area.

[ Initialize Log Area ©

Use Delta Backups

Select this option if you want to perform a recovery using delta backups. If you choose to perform a recovery
without delta backups, only log backups will be used.

[JilUse Delta Backups (Recommended];

Install Mew License Key

If you recover the database from a different systemn, the old license key will no longer be valid
You cam:

- Select a new license key to install now

- Install a new license key manually after the database has been recovered

Install Mew License Key

Browse

":?3' < Back Mext = Einish Cancel

29. Review the recovery settings and start the recovery process of the tenant database by clicking Finish.
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Review Recovery Settings

Review the recovery settings and choose 'Finish' to start the recovery. You can medify the
recovery settings by choosing 'Back',

Database Information

Database: 552@552

Host: hana-3

Version: 2.00.040.00.1553674765
Recovery Definition

Recovery Type: Snapshot (Point-in-Time Recovery (Until Mow])
Configuration File Handling
& Caution

Te recover customer-specific configuration changes, you may need to make the changes manually in the target
system.
Mare Information: SAP HAMNA Administration Guide

Show 501 Staterment

@ LsBeck | led Cancel

30. Wait until the recovery has finished and the tenant database is started.
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Recovery Execution Summary

i Database 552@552 recovered

2 volurmes were recovered

Recovered to Time: Dec 10, 2019 3:42:41 AM GMT-08:00
Recovered to Log Position: 251344768

@ Close

The SAP HANA system is up and running.

@ For an SAP HANA MDC system with multiple tenants, you must repeat steps 20—29 for each
tenant.
Advanced configuration and tuning

This section describes configuration and tuning options that customers may use to adapt

the SnapCenter setup to their specific needs. Not all the settings may apply for all
customer scenarios.
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Enable secure communication to HANA database

If the HANA databases are configured with secure communication, the hdbsgl command that is executed by
SnapCenter must use additional command-line options. This can be achieved by using a wrapper script which
calls hdbsgl with the required options.

There are various options to configure the SSL communication. In the following examples, the
simplest client configuration is described using the command line option, where no server

(D certificate validation is done. If certificate validation on server and/or client side is required,
different hdbsql command line options are needed, and you must configure the PSE
environment accordingly as described in the SAP HANA Security Guide.

Instead of configuring the hdbsqgl executable in the hana.properties files, the wrapper script is added.

For a central HANA plug-in host on the SnapCenter Windows server, you must add the following content in
C:\Program Files\NetApp\SnapCenter\Snapcenter Plug-in Creator\etc\hana.properties.

HANA HDBSQL CMD=C:\\Program Files\\sap\\hdbclient\\hdbsgl-ssl.cmd
The wrapper script hdbsgl-ss1.cmd calls hdbsgl . exe with the required command-line options.

@echo off
"C:\Program Files\sap\hdbclient\hdbsgl.exe" -e -ssltrustcert %*

The -e - ssltrustcert hdbsgl command-line option also works for HANA systems where
@ SSL is not enabled. This option can therefore also be used with a central HANA plug-in host,
where not all HANA systems have SSL enabled or disabled.

If the HANA plug-in is deployed on individual HANA database hosts, the configuration must be done on each
Linux host accordingly.

HANA HDBSQL CMD = /usr/sap/SM1/HDB12/exe/hdbsgls

The wrapper script hdbsqgls calls hdbsqgl with the required command-line options.

#/bin/bash
/usr/sap/SM1/HDB12/exe/hdbsql -e -ssltrustcert $*

Disable auto discovery on the HANA plug-in host

To disable autodiscovery on the HANA plug-in host, complete the following steps:

1. On the SnapCenter Server, open PowerShell. Connect to the SnapCenter Server by running the Open-
SmConnection command and specify the username and password in the opening login window.

2. To disable auto discovery, run the Set- SmConfigSettings command.
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For a HANA host hana-2, the command is as follows:

PS C:\Users\administrator.SAPCC> Set-SmConfigSettings -Agent -Hostname
hana-2 -configSettings @{"DISABLE AUTO DISCOVERY"="true"}

Name Value

DISABLE AUTO DISCOVERY true

PS C:\Users\administrator.SAPCC>

3. Verify the configuration by running the Get- SmConfigSettings command.

PS C:\Users\administrator.SAPCC> Get-SmConfigSettings -Agent -Hostname
hana-2 -key all

Key: CUSTOMPLUGINS OPERATION TIMEOUT IN MSEC Value: 3600000
Details: Plug-in API operation Timeout

Key: CUSTOMPLUGINS HOSTAGENT TO SERVER TIMEOUT IN SEC Value: 1800
Details: Web Service API Timeout

Key: CUSTOMPLUGINS ALLOWED CMDS Value: *;
Details: Allowed Host OS Commands

Key: DISABLE AUTO DISCOVERY Value: true
Details:

Key: PORT Value: 8145

Details: Port for server communication
PS C:\Users\administrator.SAPCC>

The configuration is written to the agent configuration file on the host and is still available after a plug-in
upgrade with SnapCenter.

hana-2:/opt/NetApp/snapcenter/scc/etc # cat
/opt/NetApp/snapcenter/scc/etc/agent.properties | grep DISCOVERY
DISABLE AUTO DISCOVERY = true
hana-2:/opt/NetApp/snapcenter/scc/etc #

Deactivate automated log backup housekeeping

Log backup housekeeping is enabled by default and can be disabled on the HANA plug-in host level. There
are two options to change these settings.

Edit the hana.property file

Including the parameter LOG_CLEANUP DISABLE = Y inthe hana.property configuration file disables the
log backup housekeeping for all resources using this SAP HANA plug-in host as communication host:

* For the Hdbsql communication host on Windows, the hana.property file is located at C: \Program
Files\NetApp\SnapCenter\Snapcenter Plug-in Creator\etc
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* For the Hdbsgl communication host on Linux, the hana.property file is located at
/opt/NetApp/snapcenter/scc/etc.

Use the PowerShell command

A second option to configure these settings is using a SnapCenter PowerShell command.

1. On the SnapCenter server, open a PowerShell. Connect to the SnapCenter server using the command
Open- SmConnection and specify user name and password in the opening login window.

2. With the command Set- SmConfigSettings -Plugin - HostName <pluginhostname> -
PluginCode hana - configSettings @{"LOG CLEANUP DISABLE" = "Y"}, the changes are
configured for the SAP HANA plug-in host <pluginhostname> specified by the IP or host name (see the
following figure).

Windows Powershell (== |

C:\Users\scadmin> : 166 -PluginCode hana -configSettings @{"LOG_CLEANUP_DISABLE" = "Y

WET]

LOG_CLEANUP_DISABLE

PS C:\Users\scadmin>

Disable warning when running SAP HANA plug-in on a virtual environment

SnapCenter detects if the SAP HANA plug-in is installed on a virtualized environment. This could be a VMware
environment or a SnapCenter installation at a public cloud provider. In this case, SnapCenter displays a
warning to configure the hypervisor, as shown in the following figure.

[ ] - @~  Lsapcoscadmin SnapCenterAdmin  isign Out

M SnapCenter®

Managed Hosts Disks Shares Initiator Groups ISCSI Session

<

wn

HH

e

©  Resources Name 12 Type System Plug-in Version Overall Status

e Maniho SnapCente ) Windaws Stand-alone Microsoft Windows Server, SAP HANA 43 Configure VMware plug-in @
onitor

4 Reports

Hosts

-
-

Storage Systems

Settings

A

Alerts
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It is possible to suppress this warning globally. In this case, SnapCenter is not aware of virtualized
environments and, therefore, does not show these warnings.

To configure SnapCenter to suppress this warning, the following configuration must be applied:

1. From the Settings tab, select Global Settings.

2. For the hypervisor settings, select VMs Have iSCSI Direct Attached Disks or NFS For All the Hosts and
update the settings.

I SnapCenter® @ = @ ALsapcascadmin SnapCenterAdmin [ sign Out

Software Scheduled Configuration Checker

555 Dashboard

©  Resources Global Settings
2 Monitor
pe

Reports Hypervisor Settings € -

& Hosts @I vMs have i5CSI direct attached disks or NFS for all the '\os[s
i1 Storages)
) torage Systems Notification Sarver Sattings @ e

S=  Settings Configuration Settings @ ©

A Hers Purge Jobs Settings @ v

Domain Settings @ v

Change scheduling frequency of backup synchronization with off-site backup storage

As described in the section “Retention management of backups at the secondary storage,” retention
management of data backups to an off-site backup storage is handled by ONTAP. SnapCenter periodically
checks if ONTAP has deleted backups at the off-site backup storage by running a cleanup job with a weekly
default schedule.

The SnapCenter cleanup job deletes backups in the SnapCenter repository as well as in the SAP HANA
backup catalog if any deleted backups at the off-site backup storage have been identified.

The cleanup job also executes the housekeeping of SAP HANA log backups.

Until this scheduled cleanup has finished, SAP HANA and SnapCenter might still show backups that have
already been deleted from the off-site backup storage.

CD This might result in additional log backups that are kept, even if the corresponding storage-
based Snapshot backups on the off-site backup storage have already been deleted.

The following sections describe two ways to avoid this temporary discrepancy.

Manual refresh on resource level

In the topology view of a resource, SnapCenter displays the backups on the off-site backup storage when
selecting the secondary backups, as shown in the following screenshot. SnapCenter executes a cleanup
operation with the Refresh icon to synchronize the backups for this resource.
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M SnapCenter® @~ % sapcoscadmin  SnapCenteradmin B Sign Out

sap Hana Bl S51 Topalogy x
—
Refrsh
L System Manage Copies
P 25 | MST - Multiple Hosts MDC Single Tenant
w - Summary Card
2 | 552- HANA 20 SPS4 MDC Single Tenant —
i S | 0Clones 25 Backups
il Local copies 23 Snapshot based backips
o o u 6 Backups 2 Fite-Based backups
e o Clones e
Vault copies
= Primary Backup(s)
A l ‘ )
Backup Name Count IF End Date
SnapCenter_LocalSnapAndSnapVault_Daily_11-25-2019_08.17.01.8577 1 11/25/20198:17:55 M B 2
SnapCenter_LocalSnap_Hourly_11-25-2019 06.30.00.9717 1 11/25/2019 6:30:55 AM 11
SnapCenter_LocalSnap_Hourly_11-25-2019_02:30.01.0154 1 11/25/2019 2:30:54 AM 14
SnapCenter_LocalSnap_Hourly_11-24-2019_22.30.00.9343 1 11/24/2019 10:30:54 PM B4
SnapCenter_LocalSnap_Hourly_11-24-2019_18.30.00.8786 1 11/24/2019 6:30:54 PM 14
SnapCenter_LocalSnap_Hourly_11-24-2019_14.30.01.0183 1 11/24/2019 230:54 PM 14
SnapCenter_LocalSnap_Hourly_11-24-2019_10.30.01.0657 1 11/24/2019 10:30:54 AM B4
SnapCenter_LocalSnapAndSnapVault_Daily_11-24-2019_08.17.01.8649 1 1142472019 B:17:55 AM 4
SnapCenter_LocalSnap_Hourly_11-24-2015 06.30.01.0029 1 11/24/2019 6:30:54 AM 84
SnapCenter_LocalSnap_Hourly. 11-24-2019_02.30.00.8752 E 11/24/2019 230:54 AM 14
SnapCenter_LocalSnap_Hourly_11-23-2019_22.30.00.9248 1 11/23/2019 10:30:55 PM B4
SnapCenter_LocalSnap_Hourly_11-23-2019_18.30.00.8705 1 11/23/2019 6:30:54 PV 44
SnapCenter_LocalSnap_Hourly_11-23-2019_14.30.01.0051 1 117232019 2:30:54 PM B4
SnapCenter_LocalSnap_Hourly_11-23-2019_10.30.00.9363 1 11/23/2019 10:30:54 AM 14
Total 4 Total 17 T T -

Activity The 5 most recent jobs are displayed @ scompieted @ owarmings € oFaited @o canceled (@) orunning (@) 0 Queved

Change the frequency of the SnapCenter cleanup job

SnapCenter executes the cleanup job SnapCenter RemoveSecondaryBackup by default for all resources
on a weekly basis using the Windows task scheduling mechanism. This can be changed using a SnapCenter
PowerShell cmdlet.

1. Start a PowerShell command window on the SnapCenter Server.

2. Open the connection to the SnapCenter Server and enter the SnapCenter administrator credentials in the
login window.
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in e
Copyright (C) 2016 Microsoft Corporation. All rights reserved.

PS C:\Users\scadmin> Open-SmConnection

cmdlet Open-SmConnection at command pipeline position 1
supply values for the following parameters:

(Type !? for Help.)

Credential

Windows PowerShell credential request

=

+ | IR

Enter your credentials.

User name: | € sapcciscadmin

Password: | senssnnns

Cancel

3. To change the schedule from a weekly to a daily basis, use the cmdlet Set- SmSchedule.
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PS C:\Users\scadmin> Set-SmSchedule -ScheduleInformation
@{"ScheduleType"="Daily";"StartTime"="03:45 AM";"DaysInterval"=
"1l"} -TaskName SnapCenter RemoveSecondaryBackup

TaskName : SnapCenter RemoveSecondaryBackup
Hosts : {}

StartTime : 11/25/2019 3:45:00 AM
DaysoftheMonth

MonthsofTheYear

DaysInterval 1

DaysOfTheWeek

AllowDefaults : False
ReplaceJobIfExist : False

UserName

Password

SchedulerType : Daily

RepeatTask Every Hour

IntervalDuration

EndTime

LocalScheduler : False

AppType : False

AuthMode

SchedulerSQLInstance : SMCoreContracts.SmObject
MonthlyFrequency

Hour

Minute

NodeName :

ScheduleID : 0

RepeatTask Every Mins

CronkExpression

CronOffsetInMinutes

StrStartTime

StrEndTime

PS C:\Users\scadmin> Check the configuration using the Windows Task
Scheduler.

4. You can check the job properties in Windows task scheduler.
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(@ Task Scheduler

Security options
When running the task, use the following user account:
NT AUTHORITYASYSTEM

Run only when user is logged on

Run whether user is logged on or not

Do not store password. The task will only have access te local resources

- [m] X
File Action View Help
e znm B
(D Task Scheduler (Loca) Narne Status  Triggers Next Run Time Last Run Tin =~ | | Actions
~ G Task Scheduler Library .
v [ Microsoft (% CreateExplorerShellUnelevatedTask Ready When the task is created or modified 11/18/2019 ; Task Sche.. &
s [ Windows oogleUpdateTaskMachineCore Ready Muttiple triggers defined 11/26/2019 330:37 AM 11/25/2019: | | B Creat.
[ XblGameSave oogleUpdateTaskMachineUA Ready At 3:30 AM every day - After triggered, repeat every 1 hour for a duration of 1 day. 11/25/20192:30:37 AM  11/25/2019 ¢ & Crest..

5 17 MysaL apCenter_AlertCleanUp Ready At 11:58 PM every day 11/25/2013 11:5200 PM  11/24/2018 mgor
apCenter_CemputeStorageSavings Ready At 12:00 AM every day 11/26/2019 12:00:00 AM  11/25/2019
apCenter_ConfigCheck_SnapCenterServer_Sn... Ready At 11:59 PM every Sunday of every week, starting 11/18/2019 M1 9 | |Ed Displa..
apCenter_RemoveSecondaryBackup Ready At 3:45 AM every day 9 %] Disabl..
apCenter_RG-1_POLICY-4_Hourly Ready At 5:30 AM on 11/13/2013 - After triggered, repest every 04:00:00 indefinitely. ODAM 11/25/2019 ¢ ) NewE
apCenter_RG-1_POLICY-5_Weekly Ready At 5:00 AM every Saturday of every week, starting 11/19/2019 11/20/2019 6:00:00 AM  11/23/2019 ¢
apCenter_RG-1_POLICY-6_Daily Ready At 817 AM every day 11/26/2019 81700 AM  11/25/2019 ¢ View ¥
apCenter_RG-2_POLICY-4_Hourly Ready At 5:28 AM on 11/20/2019 - After triggered, repeat every 04:00:00 indefinitely. 11/25/2019 10:28:00 AM  11/25/2019 ¢ |G Refresh
apCenter RG-2_POLICY-5_ Weekly Ready At 5:28 AM every Saturday of every week, starting 11/20/2019 /30219 E200AM Y190 |y
apCenter_RG-3_POLICY-4_Hourly Ready At 205 AM on 11/21/2019 - After triggered, repest every 04:00:00 indefinitely. 11/25/2019 10:05:00 AM  11/25/2019 ¢

® SnapCenter_RG-3_POLICY-5_Weekly Ready At 2:05 AM every Saturday of every week, starting 11/21/2019 11/30/2019 205:00 AM  11/23/2019 Selected It...
% SnanCenter RG-4 POLICY-4 Hourly Readv At 3115 AM on 11/25/2019 - After triaaered. repeat ever 04:00:00 indefinitelv. 11/25/2018 111500 AM 1172520197 % | | b Run
< >
= End
General Triggers Actions Conditions Settings History & Disabl
isable
Mame: SnapCenter_RemoveSecondaryBackup & Eport
Location:  \ = Prope..
Author K Delete
Description: Help

Where to find additional information and version history

To learn more about the information that is described in this document, review the

following documents and/or websites:
» SnapCenter Resources Page

https://www.netapp.com/us/documentation/snapcenter-software.aspx

SnapCenter Software Documentation

https://docs.netapp.com/us-en/snapcenter/index.html

TR-4667: Automating SAP System Copies Using the SnapCenter

https://www.netapp.com/pdf.html?item=/media/17111-tr4667 pdf.pdf

https://www.netapp.com/pdf.html?item=/media/17030-tr4719pdf.pdf

https://www.netapp.com/pdf.html?item=/media/17195-tr4018pdf.pdf

TR-4646: SAP HANA Disaster Recovery with Storage Replication

https://www.netapp.com/pdf.html?item=/media/8584-tr4646pdf.pdf
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TR-4018: Integrating NetApp ONTAP Systems with SAP Landscape Management



https://www.netapp.com/us/documentation/snapcenter-software.aspx
https://docs.netapp.com/us-en/snapcenter/index.html
https://www.netapp.com/pdf.html?item=/media/17111-tr4667pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17030-tr4719pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17195-tr4018pdf.pdf
https://www.netapp.com/pdf.html?item=/media/8584-tr4646pdf.pdf
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Version Date Document version history
Version 1.0 July 2017 * Initial release.
Version 1.1 September 2017 » Added the section “Advanced

Configuration and Tuning.”
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Version 2.0 March 2018 » Updates to cover SnapCenter
4.0:
New data volume resource
Improved Single File
SnapRestore operation

Version 3.0 January 2020 » Added the section “SnapCenter
Concepts and Best Practices.”

» Updates to cover SnapCenter
4.3:
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Automated restore and
recovery
Support of HANA MDC multiple
tenants
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Version 3.2 November 2020 » Added the required database
user privileges for HANA 2.0
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Version 3.3 May 2021 » Updated the SSL hdbsq|l

configuration section.
» Added Linux LVM support.

Version 3.4 August 2021 » Added the disable auto
discovery configuration
description.
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Version Date Document version history

Version 3.5 February 2022 * Minor updates to cover
SnapCenter 4.6 and auto
discovery support for HANA
System Replication-enabled
HANA systems.

BlueXP Backup and Recovery for SAP HANA - Cloud Object
storage as backup destination

BlueXP Backup and Recovery for SAP HANA - Cloud Object storage as backup
destination

Overview

This document describes how to setup and configure SAP HANA for data protection from on-premises to cloud
based object stores with NetApp BlueXP. It covers the BlueXP backup and recovery part of the solution. This
solution is an enhancement of the on-premises SAP HANA backup solution using NetApp Snap Center and
provides a cost-efficient way for long-term archiving of SAP HANA backups to cloud based object storage and
offers optional tiering of object storage to archival storage like AWS Glacier/Deep Glacier, Microsoft Azure Blob
Archive, and GCP Archive Storage.

The setup and configuration of the on-premise SAP HANA backup and recovery solution is described in TR-
4614: SAP HANA backup and recovery with SnapCenter (netapp.com).

This TR only describes how to enhance the On-Premises SnapCenter based SAP HANA backup and recovery
solution with BlueXP backup and recovery for SAP HANA using AWS S3 object storage as example. The setup
and configuration using Microsoft Azure and GCP object storage instead of AWS S3 is similar, but is not
described within this document.

BlueXP Backup and Recovery architecture

BlueXP backup and recovery is a SaaS solution that provides data protection capabilities for applications
running on NetApp on-prem Storage to the cloud. It offers efficient, application consistent, policy-based
protection of SAP HANA using NetApp storage. In addition, BlueXP backup and recovery provides centralized
control and oversight, while delegating the ability for users to manage application-specific backup and restore
operations.

BlueXP backup and recovery runs as SaaS within NetApp BlueXP and leverages the framework and Ul. The
BlueXP working environment framework is used to configure and manage the credentials for NetApp ONTAP
based on-premise storage and the NetApp SnapCenter Server.

A BlueXP connector needs to be deployed within the customer virtual network. A connection between the on-
premise environment and the cloud environment is required such as an site to site VPN connection. The
communication between the NetApp SaaS components and the customer environment is exclusively done via
the connector. The connector is executing the storage operations by using the ONTAP and SnapCenter
management APIs.

The data transfer between the on-prem storage and the cloud bucket is end-to-end protected with AES 256-bit
encryption at rest, TLS/HTTPS encryption in flight, and customer-managed key (CMK) support.
The Backed-up data is stored in an immutable and indelible WORM state. The only way to access the data
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from the object storage is to restore it to NetApp ONTAP based storage including NetApp CVO.

BlueXP Backup and
Recovery for applications
[ 5 I. I {
i Connector ' Cloud bucket
ueX X .
SaaS | ) J* HTTES :. ) ) I wres ¥ Backup
\ -l- - \ {E} | oL hes

Operations

E N Management LIF Interciuster LIF
i > . E HA PAIR

On-premises data center

l OMNTAP AP

Data transfer
over HTTRS
Backup / Restore

Overview of installation and configuration steps
The required installation and configuration steps can be split in three areas.

Prerequisite is that the SAP HANA backup configuration has been configured at NetApp Snap Center. For
setting up Snap Center for SAP HANA in the first place rever to SnapCenter configuration (netapp.com).

1. Installation and configuration of NetApp BlueXP components.

Needs to be done once during the initial setup of the data protection solution.
2. Preparation steps at NetApp SnapCenter.

Needs to be done for each SAP HANA database, which should be protected.
3. Configuration steps in BlueXP backup and recovery.

Needs to be done for each SAP HANA database, which should be protected.

Installation and configuration of NetApp BlueXP Hybrid Application Backup

The installation and configuration of the NetApp BlueXP components are described in Protect your on-
premises applications data | NetApp Documentation.

1. Sign-up to BlueXP and setup NetApp account at https://bluexp.netapp.com/.
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2. Deploy BlueXP connector in your environment. Description is available at Learn about Connectors |
NetApp Documentation.

3. Add/buy a Cloud Backup license at BlueXP: https://docs.netapp.com/us-en/cloud-manager-backup-restore/
task-licensing-cloud-backup.html.

4. Create working environment for NetApp on-prem environment and your cloud destination in BlueXP by
adding your on-prem storage.

Create a new object store relationship for the on-prem storage into an AWS S3 bucket.
Configure SAP HANA system resource at SnapCenter.

Add Snap Center to your working environment.

Create a policy for your environment.

Protect you SAP HANA System.

© ®©® N o o

Configuring BlueXP Backup and Recovery for SAP HANA

Create working environment for BlueXP

Add the on-premise storage system to you work environment.

1. At the left menu choose Storage — Canvas — My Working Environment.

2. Press + Add Working Environment.

MINetApp  BlueXp

& @ canvas

+ Add Working Environment £ Enable Services @ Working Environments

3. Choose On-Premises.
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4. Choose Discover On-Premises ONTAP.
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On-Premises ONTAP

5. Add the IP address of the ONTAP cluster and the password and press Discover.
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& Discover Cluster X

6. The ONTAP cluster is now available.
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Create a relationship between the on-premises storage system and an object storage bucket

The relationship between the on-premises storage and the S3 bucket is done by creating a backup for an
volume or by activating a backup of an application. If an existing site-to-site VPN shall be used for transferring
the data from on-premises to S3, a volume backup needs to be used for creating the relationship between the
on-premise storage and S3 bucket as VPC endpoints need to be used.

At creation of this documentation the application backup workflow doesn’t offer to choose VPC endpoints to
access S3 buckets.

Refer to Gateway endpoints for Amazon S3 - Amazon Virtual Private Cloud how to setup VPC endpoints for S3
within your VPC.

To create a first volume backup, perform the following steps:

1. Navigate via Protection to Backup and recovery and choose Volumes.
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2. Press the Activate Backup button.

FINetApp  BluexP

s (&) Backup and recovery

2

-

Volumes

Restam

al Machines  Kubometes  lob Moritoring  Aeports

Backup & Recovery
Fully integrated data protection for ONTAP anywhere
the

BlueX? backup and recovery dramatically red al

plesity of backing up
and unstructure data acrass your ONTAP hybrict cloud environment

0 cost

e object storage. All you need to do s select the source, the target and the
cted

pratection policy and you're pr

At aws

P -

Simple & intuitive Hybrid Multicloud

Mo backup of cloud expertise required, Simply dickthe  Backup
buttan sbove and follew the instructions

-premises or Clovd Velumes DNTAR to
S, hzure, GCP or SterageGRID

) enable services ©

[I——

@ - 3150 w3758
[ — 325
5250

W

Unmatehed Efficiency

Combines ingremental, blodk-level operation with

storage sfficiencies to reducs time and cost

A Capncity

3. Choose the desired on-premises storage system and click Activate Backup.
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4. Choose Backup.
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5. Choose a volume which is stored at the same SVM as your SAP HANA data files and press Next. In this
example the volume for /hana/shared has been chosen.
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6. Continue,
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7. Check the Backup Option and choose your desired Backup Provider. In this example AWS.
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8. Create a new bucket or choose an existing one. Provide your AWS account settings, the regio, your access
key, and the secret key. Press Next.
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9. Choose the correct IPspace of your on-premises storage system, select Privat Endpoint Configuration
and choose the VPC endpoint for the S3. Press Next.
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10. Review your configuration and press Activate Backup.
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11. The backup has been successfully initiated.
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Configure the SAP HANA system resource at SnapCenter

1. Check, if the SVM (hana in this example) where your SAP HANA system is stored has been added via the
cluster. If only the SVM has been added, add the cluster.

FINetApp SnapCenter®

admin  SnapCenterAdmin
ONTAP storage
< (e

— ONTAP SVMs Search by Name

e ONTAP Storage Connections

Monitor Name Eow Cluster Name User Name Platform Controlier License

— hana 1062150285 AFF v

hana.ba stlnetapp.com 1063150246 vsadmin [ Not applicable

Hosts hana-dr. m 1063150247 vsadmin B Not applicable

Storage Systems 1063.150.208 vsadmin [ v
1063150245 aFF v
1063150245 aFE v

2. Define a schedule policy with either daily, weekly, or monthly schedule type.

FINetApp SnapCenter®

#signout

GlobalSettings ~_Polices  UsersandAccess  Roles  Credential  Software
< -
B - |
Dashboard -
CIIS =
@ Resources y oests Duts
Na : hup T hedule T Replication
© oo e It BackupType Schedule Type eplicatior
BlockintegrityCheck File Based Backup Weekly
P
4l eports
Localsnap Data Backup Hourly
Hosts LocalsnapAndMirrrorAndvault Data Backup Daly SnapVault, SnapMirror
storage systems [T Data Backup Daly Snapvault
Localsnapkeep2 Data Backup Hourly
i settings
Localsnap-OnDemand Data Backup On demand
Policy4cBA Data Backup oally
Meodify schedules for policy Policy4CBA e
Daily
Start date 0342412023 01:00 am o
) Expires on 03/15/2024 09552 am ]
Repeat every $ das

£ The schedules are triggered in the SnapCenter Server time

x
20ne,

3. Add the new policy to your SAP HANA system and assign a daily schedule.
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4. Once configured new backups with this policy will be available after the policy has been executed

551 Topology

Manage Copies
Primary Backup(s)

search

Backup Name

SnapCenter_LocalSnapAndSnapVault Da
1ly_03-24-2023_05.00.02.8413
SnapCenter_LocalSnap_Hourly_03-24-20
23.03.00.01.5889
SnapCenter_Policy4CBA_Daily_03-24-202
3.01.0001.0312
SnapCenter_LocalSnap_Hourly_03-23-20
23.23.0001.5691
SnapCenter_LocalSnap_Hourly_03-23-20
23.19.00.01.508¢
SnapCenter.LocalSnap_Hourly_03-23-20
2315.00.02.4395
SnapCenter_Policy4CBA Daily_03-23-202
3.11.57.36.5415
SnapCenter_LocalSnapAndSnapVault Da
1ly_03232023.11.07.43.1336
SnapCenter_LocalSnap_Hourly_03-23-20
23.11.0001.0450
SnapCenter.LocalSnap_Hourly_03-23-20
23.10.39.26.0813

X

Multitenant Database Container - Protect

4 s
Resource  Application Settings Polices Notication Summary

Select one or more policies and configure schedules

LocalSnap, LocalSnapAndSnapVauit, Blockint~ + o

Configure schedules for selected policies

Policy Applied Schedules Configure Schedules

BlockintegrityCheck Weekly: Run on s x

days: Sunday
Localsnap Hourly: Repeat s ox

Localsnap-OnDemand

LocalsnapAndsnapVault

PolicyCBA

Total 5

according to the schedule defined.
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earch v

Backup Name

SnapCenter.LocalSnapAndSnapVault_Dally_03-24-2023_05.00.02.8413

SnapCenter.LocalSnap_Hourly_03-24-2023_03.00.01.5889

SnapCenter.PolicydCBA_Dally_03-24-2023.01.00.01.0312

SnapCenter._LocalSnap_Hourly_03-23-2023_23.00.01.5691

SnapCenter_LocalSnap_Hourly_03-23-2023_19.00,01.5084

SnapCenter._LocalSnap_Hourly_03-23-2023_15.00.02.4395

SnapCenter_Policy4CBA_Dally_03-23-2023_11.57.36.5415

every 4 hours

None

associated, or modify the selected policy to allow schedules.

Dally: Repeatevery | # | x

Dally: Repeatevery | # | x
1days
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Adding SnapCenter to the BlueXP Working Environment

’

1. At the left menu choose Protection — Backup and recovery — Applications.

2. Choose Hybrid from the pulldown menu.
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- (&) Backup and recovery

b
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Volumes  Restore

Applications  Wirtual Machines

Hybrid

Hybrid

Clowd Native

0 Applications

Filter By

oo M} 0

Kubernetes ob Maritoring

Application Protection

®e

Protosled

Mo

Urpralecied

Q

Protection Status.

Settings

admin

X o

Summary Card
31 Backups
2 e Gasd bckups

0 Clones

v

N Data

3. Choose SnapCenter Servers at the Settings menu.

#signout

#signout

End Date

032412023 501:01 AM B
032412023 301:02AM B
032472023 1:01:02AM B
03/23/2023 11:01:01 PM 8
03/23/2023701:02PM B
03/23/2023301:01 PM B
03/23/2023 11:58:35 AM 63
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4. Register the SnapCenter Server.

TINetApp  BlueXP

- @ Backup and recovery Wolumes  Restore  Applications Virtual Machines  Kubemetes iob Manitoring
L

Applications > SmapCenter Servers
L

0 snapcenter servers.

L]
® Username Version | Port Applications |
@ v Daa

5. Add the SnapCenter Server credentials.
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v Register SnapCenter Server
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]
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Tags [ Gonnactor [ ]

Enter Tag Name BlueXP-connactor-CBA -

= o

6. The SnapCenter Servers has been added and data will discovered.
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Filter By Q Settings
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o | Protection Status

No Data

I (2)  Dissovery of resources i initiated. Job id for the operation is: cafi2063-7200-4407- b3l ZedfdOecT1 32 X

I (©) snapCentar Server succosshlly registered. X

7. Once the discovery job has been finished the SAP HANA system will be available.
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Creating a Backup Policy for Application Backup

1. Choose Polices within the settings menu.
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2. Create a new policy, if desired by click Create Policy.
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3. Provide the policy name, desired SnapMirror label, choose your desired options,and press Create.
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4. The new policy is available.
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Protecting the SAP HANA database with Cloud Backup for Applications

1. Choose Activate Backup for the SAP HANA system.
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& (@) Backup and recovery

Volmes  Retoes  Applicaions  VinualMactnes  Kubemetes  Job Monitaring
o

& i ~
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Name ~ | Host Wame Sl e

S Rt sspco 2t netap 2o

2. Choose the previously created policy and click Next.
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3. As the storage system and the connector have configured upfront the backup will be activated.
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4. Once the job has been completed the System will be listed.

227



U gl ® ® -
3 [ veetere favarten

= sarmw [ s

seo @ Gberak @b NOAToadmaps . 3 Remoesoe logn @ R Aifockaevie.. [G] Lisnsing Operatic

o

. JEE—

B 5 IR L e e as
o

ss1 Nana-1.5apoc SILAEtESp. o HANA Detabase & coa (%) Proweine

5. After some time the backups will be listed at the detail view of the SAP HANA System.
A daily backup will be listed the next day.
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In some environments it might the necessary to remove any existing schedule settings of the snapmirror
source. To do so execute the following command at the source ONTAP system: snapmirror modify -destination
-path <hana-cloud-svm>:<SID_data _mnt00001>_copy -schedule "".

Restoring SAP HANA BlueXP Backup

A restore from of the backup can only be done to an on-premises NetApp ONTAP based
storage system or NetApp CVO within the cloud. A restore can be done by doing the
following steps:

1. In BlueXP UI, click Protection > Backup and recovery > Applications and choose Hybrid.

228



2. In the Filter By field, select the filter Type and from the drop-down select HANA.

3. Click View Details corresponding to the database that you want to restore.
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4. Select the desired backup and choose Storage Export.
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5. Provide the desired options:
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=
a. For NAS environment, specify the FQDN or IP address of the host to which the volumes restored from
object store are to be exported.

b. For SAN environment, specify the initiators of the host to which LUNs of the volumes restored from
object store are to be mapped.

If the snapshot is in archival storage, select the priority to restore your data from the archival storage.

7. If there is not enough space on the source storage or the source storage is down, select Change storage

10.
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location.

If you select Change storage location, you can append a suffix to the destination volume. If you have not
selected the checkbox, then by default _restore is appended to the destination volume. Click Next.

If you selected Change Storage Location, specify the alternate storage location details where the data
restored from the object store will be stored in the Storage mapping page and click Next.

Review the details and click Restore.
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This operation does only the storage export of the restored backup for the given host. You must manually
mount the filesystem at the host and bring up the database. After utilizing the volume, the storage



Administrator can delete the volume from the ONTAP cluster.

Additional Information and Version History

Where to find additional information

To learn more about the information that is described in this document, review the following documents and/or
websites:

* NetApp BlueXP backup and recovery Product Documentation
Protect your on-premises applications data | NetApp Documentation

* SAP HANA backup and recovery with SnapCenter
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/saphana-br-scs-overview.html#the-netapp-
solution

Version history

Version Date Document version history

Version 1.0 March 2024 Initial version

Refer to the Interoperability Matrix Tool (IMT) on the NetApp Support site to validate that the exact product and
feature versions described in this document are supported for your specific environment. The NetApp IMT
defines the product components and versions that can be used to construct configurations that are supported
by NetApp. Specific results depend on each customer’s installation in accordance with published
specifications.

SAP HANA System Replication Backup and Recovery with
SnapCenter

TR-4719: SAP HANA System Replication - Backup and Recovery with SnapCenter
Nils Bauer, NetApp

SAP HANA System Replication is commonly used as a high-availability or disaster-recovery solution for SAP
HANA databases. SAP HANA System Replication provides different operating modes that you can use
depending on the use case or availability requirements.

There are two primary use cases that can be combined:

+ High availability with a recovery point objective (RPO) of zero and a minimal recovery time objective (RTO)
using a dedicated secondary SAP HANA host.

 Disaster recovery over a large distance. The secondary SAP HANA host can also be used for development
or testing during normal operation.

High availability with an RPO of zero and a minimal RTO

System Replication is configured with synchronous replication using tables preloaded into memory at the
secondary SAP HANA host. This high-availability solution can be used to address hardware or software
failures and also to reduce planned downtime during SAP HANA software upgrades (near- zero downtime
operations).
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Failover operations are often automated by using third-party cluster software or with a one-click workflow with
SAP Landscape Management software.

From a backup requirement perspective, you must be able to create backups independent of which SAP HANA
host is primary or secondary. A shared backup infrastructure is used to restore any backup, regardless of
which host the backup has been created on.

The rest of this document focuses on backup operations with SAP System Replication configured as a high-
availability solution.

High Availability

Primary Secondary

Iililitt:: HANA System Replication HANA
>
LLLLLL Host 1 Host 2
1 LLLLLL Synchronous
LUDEIC

with table preload

Host 1 Host2

Data Data

Disaster recovery over a large distance

System replication can be configured with asynchronous replication with no table preloaded into memory at the
secondary host. This solution is used to address data center failures, and failover operations are typically
performed manually.

Regarding backup requirements, you must be able to create backups during normal operation in data center 1
and during disaster recovery in data center 2. A separate backup infrastructure is available in data centers 1
and 2, and backup operations are activated as a part of disaster failover. The backup infrastructure is typically
not shared, and a restore operation of a backup that was created at the other data center is not possible.

Disaster Recovery

Primary Secondary

HANA System Replication N ana
Host 1 j Host2
Asynchronous
Host 1 Host2
Data Data

Storage Snapshot backups and SAP System Replication

LLLLLL
LLLLLL
CLOLELD
GLLEUE
P

Backup operations are always performed at the primary SAP HANA host. The required
SQL commands for the backup operation cannot be performed at the secondary SAP
HANA host.

For SAP HANA backup operations, the primary and secondary SAP HANA hosts are a single entity. They
share the same SAP HANA backup catalog and they use backups for restore and recovery, regardless of
whether the backup was created at the primary or secondary SAP HANA host.
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The ability to use any backup for restore and to do forward recovery using log backups from both hosts
requires a shared log backup location that is accessible from both hosts. NetApp recommends that you use a
shared storage volume. However, you should also separate the log backup destination into subdirectories
within the shared volume.

Each SAP HANA host has its own storage volume. When you use a storage-based Snapshot to perform a
backup, a database- consistent Snapshot is created on the primary SAP HANA host’s storage volume.

________________________________________________________________________________________

Primary Secondary

Log and
catalog
backup

- File-based
II backup
Shapshot backup T1

Snapshot backup T2 Log and data backup volume need to be accesible by both

hosts in order to enable forward recovery and retention
management, independent which host is primary.

When a failover to host 2 is performed, host 2 becomes the primary host, the backups are executed at host 2,
and Snapshot backups are created at the storage volume of host 2.

The backup created at host 2 can be restored directly at the storage layer. If you must use a backup created at

host 1, then the backup must be copied from the host 1 storage volume to the host 2 storage volume. Forward
recovery uses the log backups from both hosts.
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Data backup T3 can
Log and be restored on

catalog F'tlgafjm storage layer.
backup P

Snapshot backup T1 Snapshot backup T3

Data backup T1 or T2 need to be

Skl il U restored by a FlexClone operation,

copying of data, and forward recovery
using log backups from both hosts.

SnapCenter configuration options for SAP System Replication

There are two options for configuring data protection with NetApp SnapCenter software in
an SAP HANA System Replication environment:

« A SnapCenter resource group including both SAP HANA hosts and auto discovery with SnapCenter
version 4.6 or higher.

» A single SnapCenter resource for both SAP HANA hosts using a virtual IP address.

Option 1: SnapCenter 4.6 auto discovery Option 2: SnapCenter manual resource

of HANA System Replication

configuration with central HANA plug-in

SnapCenter Server
HANA plug-in

SnapCenter
Resource

[ )
1 1
¢ Virtual hostname ]
i L. 1
| Teay, :
i Primary "»  Secondary !
i :
i System Replication i
1 1
i i
1 1
1 1
\ 1

____________________________________________

h

SnapCenter }
Resource Host 2 :'i
1

Physical
hosthame

Primary Secondary

il
il
|
1
1
il
i1
System Replication 1 :
il
HANA plug-in HANA plug-in , :

_____________________________________________

Starting with SnapCenter 4.6, SnapCenter supports auto-discovery of HANA systems configured in a HANA
System Replication relationship. Each host is configured using its physical IP address (host name) and its
individual data volume on the storage layer. The two Snapcenter resources are combined in a resource group,
and SnapCenter automatically identifies which host is primary or secondary and executes the required backup
operations accordingly. Retention management for Snapshot and file-based backups created by SnapCenter is
performed across both hosts to ensure that old backups also get deleted at the current secondary host.
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With a single-resource configuration for both SAP HANA hosts, the single SnapCenter resource is configured
using the virtual IP address of the SAP HANA System Replication hosts. Both data volumes of the SAP HANA
hosts are included in the SnapCenter resource. Because it is a single SnapCenter resource, retention
management for Snapshot and file-based backups created by SnapCenter works independent of which host is
currently primary or secondary. This options is possible with all SnapCenter releases.

The following table summarizes the key differences of the two configuration options.

Resource group with SnapCenter Single SnapCenter resource and
4.6 virtual IP address

Backup operation (Snapshot and Automatic identification of primary ~ Automatically use virtual IP address
file-based) host in resource group

Retention management (Snapshot Automatically executed across both Automatically use single resource
and file-based) hosts

Backup capacity requirements Backups are only created at Backups are always created at both
primary host volume hosts volumes. The backup of the
second host is only crash
consistent and cannot be used to
do a roll forward.

Restore operation Backups from current active host Pre-backup script required to
are available for restore operation  identify which backups are valid
and can be used for restore

Recovery operation All recovery options available, Manual recovery required
same as for any auto-discovered
resource

In general, NetApp recommends using the resource group configuration option with SnapCenter
4.6 to protect HANA systems with enabled HANA System Replication. Using a single

@ SnapCenter resource configuration is only required if the SnapCenter operation approach is
based on a central plug-in host and the HANA plug-in is not deployed on the HANA database
hosts.

The two options are discussed in detail in the following sections.

SnapCenter 4.6 configuration using a resource group

SnapCenter 4.6 supports auto discovery for HANA systems configured with HANA
System Replication. SnapCenter 4.6 includes the logic to identify primary and secondary
HANA hosts during backup operations and also handles retention management across
both HANA hosts. In addition, automated restore and recovery is now also available for
HANA System Replication environments.

SnapCenter 4.6 configuration of HANA System Replication environments

The following figure shows the lab setup used for this chapter. Two HANA hosts, hana-3 and hana-4, were
configured with HANA System Replication.

A database user “SnapCenter” was created for the HANA system database with the required privileges to
execute backup and recovery operations (see SAP HANA Backup and Recovery with SnapCenter). A HANA
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user store key must be configured at both hosts using the above database user.

ss2adm@hana- 3: / > hdbuserstore set SS2KEY hana- 3:33313 SNAPCENTER

<password>

ss2adm@hana- 4:/ > hdbuserstore set SS2KEY hana-4:33313 SNAPCENTER

<password>

From a high-level perspective, you must perform the following steps to set up HANA System Replication within
SnapCenter.

1. Install the HANA plugin on the primary and secondary host. Autodiscovery is executed and the HANA
System Replication status is detected for each primary or secondary host.

2. Execute SnapCenter configure database and provide the hdbuserstore key. Further autodiscovery
operations are executed.

3. Create a resource group, including both hosts and configure protection.

SnapCenter Resource Group

Host 1: hana-3 Host 2: hana-4
Primary Secondary
HANA System Replication
HANA plug-in HANA plug-in

Log Backup
File-based Backup

Shared volume(s) for HA PAIR

- d

Host 1 Log and File-based
Data catalog backup
backup

host 1 and host 2 1

After you have installed the SnapCenter HANA plug-in on both HANA hosts, the HANA systems are shown in
the SnapCenter resource view in the same way as other autodiscovered resources. Starting with SnapCenter
4.6, an additional column is displayed that shows the status of HANA system replication (enabled/disabled,
primary/secondary).
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M NetApp SnapCenter® = % sapec\scadmin  SnapCenterAdmin W Sign Out

sapHana B

VOl tiuititenant Database Container = W Sesrch databases -

Rl Resurcrs Add SAP HANA Dasbnsn | New Besouren Grous

By clicking the resource, SnapCenter requests the HANA user store key for the HANA system.

Configure Database "
Plugsin host hana-3.5apcc st netapp.com
HOB50L O5 User ssZadm

HDA8 Secure User Store

SSZKEY 1]
Ky |

Additional autodiscovery steps are executed, and SnapCenter show the resource details. With SnapCenter
4.6, the system replication status and the secondary server are listed in this view.

o™ System System 1D (510} Tenant Databases Replication Plugrin Host Resource Groups Policies Lastbackup  Overall Status
ss2 552 552 Enabled hana-3.sapcestlnetapp.c Mot protacted
(Primary) am
8 ss2 ss2 ss2 Enabled hana-4 sapccstlnetapp.c Not protected
(Secondary) am

M NetApp SnapCenter® = =  §eapececadmin SnapCenterAdmin [ Sign Out

SR - | Resource - Detalls

Details for selected resource

Type Multitenant Datzbase Container

R &

B
B

552 HANA Systemn Nama

siD

]

Tenant Databases

.
-

Plug-in Host

HDB Securs User Store Key

il

HDBSOL OS User

B

Log backup location

Backup catslog location

System Replication

secandary Servers

plugrin name

Last ackup
Resaurce Groups Nane
Palicy None

Discowery Type Auta

Storage Footprint

SVM volume Junction Path LunsQree

hana-primary.sapec.stl.netapp.com $52_dats. mtoooa1 $52_date mtoooat

Total 2

Activity The 5 most recent jobs are displayed aucmnp\e\ed euwamm;_:s Qula\}ai @oc:ﬂ:eled eununmn;_ @uqueue:

x
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After performing the same steps for the second HANA resource, the autodiscovery process is complete and
both HANA resources are configured in SnapCenter.

M NetApp SnapCenter® ] @~ % sapcoscadmin SnapCenteradmin  BSign Out

sapHana - B

Ul Multieensnt Database Container ~ [ Search databasss | hd -

Fofresh Rescirees b SAP HANA Dcabns Hew Rirsorce Geonp

o System System 1D (SID) Tenznt Databases Replication Plugein Host Resource Groups Pollcies Lostbackup  OverallStatus
3552 552 52 Ensbied hana-3:sapeestlnetappic Notprotected
(Brimary) am
552 552 552 Enabled hana-4.sapecstlnetapp.c Not protected
(Szcondary om

For HANA System Replication- enabled systems, you must configure a SnapCenter resource group, including
both HANA resources.

M NetApp SnapCenter® @~ 2 sapeascadmin SnapCenterAdmin [ Sign out

sapana - [

Tags

PSP HANA Dumsbisy  Now Resouree Group

Name Resource Count Policies Last backup Overall Status

There Iz no match for your s2arch or dats 1= not svailable.

NetApp recommends using a custom name format for the Snapshot name, which should include the hostname,
the policy, and the schedule.

P NetApp SnapCenter®

SAF HANA ﬂ

Search databases

I System — . _
° 25 3 4 5 6 )
552 :

Naie Resources Application Settings Palicies Motification Summary

New Resource Group

To configure an SMTP Server to send email notifications for scheduled or on-demand jobs, go to Settings=Global Sattings=tlatification Saryer Settings.

552

Provide a name and tags for the resource group

Name | 552 - HAMA System Replication

Tagz |
Lise custem name format for Snapshot copy

SnapCenter

You must add both HANA hosts to the resource group.
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N NetApp SnapCenter®
SAP HANA ‘

. —0——  — — —.
ki System -

MHame Aesources Application Settings Policies Motification Summary

Mew Resource Group

552
552
Add resources to resource group
Host Resource Type
&l = | e -
Available Resources Selected Resources
| search avaslable resources ; a

[ [552 (hana-3: MOC)
S52 [hana-d: MDC)

]

a

Policies and schedules are configured for the resource group.

The retention defined in the policy is used across both HANA hosts. If, for example, a retention

@ of 10 is defined in the policy, the sum of backups of both hosts is used as a criteria for backup
deletion. SnapCenter deletes the oldest backup independently if it has been created at the
current primary or secondary host.

K NetApp SnapCenter®

SAP HANA u New Resource Group

Search databases

o—© © o—- )
Name | 3

MName Aesources Application Settings Policies Motification Summary

There is mo match for your s2arch or dats s not |
available,

Select one or more policies and configure schedules

Localsnap = + | @

 Localsnap
BleckimeagrityChack 5
Policy Ik Applied Schedules Configure Schedules

LotalSnap Hourly: Repeat every 1 hiours. ' | x

Total 1

The resource group configuration is now finished and backups can be executed.
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I NetApp SnapCenter® _ @ - % spodecadmin SnapCenterAdmin [l Sign Out

SAP HANA ‘ 552 - HANA System Replication Details

>

: , =
> e . .
Hama Aesource Name Type i

552~ HANA System Replicstion s52 MultipleContainers hana-3.sapec.stlnatapp.com

552 MultipleContainers hana-.sapecstl.netappcom

M NetApp SnapCenter® * 1 sapcoscadmin - SnapCenterAdmin B Sign Out
saetana B
NEM | muititenant Database Container ~ |l Search databases
B M System System ID (31D) Tenant Databases Replication Plug-in Host Resource Groups Policies Last backup Overall Status.
552 ss52 52 Enabled hana-3sapecstlnstapp.c 552- HANA System Repli | Localsnap Backup nat run
(Frimary) om catian
ss2 552 552 Enabled hana-sapecstlnetapp.c 552+ HANA System Repli | Localsnap Backug not run
{Secondary) om cation

Snapshot backup operations

When a backup operation of the resource group is executed, SnapCenter identifies which host is primary and
only triggers a backup at the primary host. This means, only the data volume of the primary host will be
snapshotted. In our example, hana-3 is the current primary host and a backup is executed at this host.

Host 2: hana-4

Secondary

SnapCenter identifies
primary host in resource

group and only creates a
______________________________________________________________________ Snapshot backup for the

primary HANA system

(hana-3).
File-based Backup

Shared volume(s) for — BApalR

C 1 C 1
Host 1 L File-based Host 2
Data backup Data

backup

catalog
THBackuphostt ——

The SnapCenter job log shows the identification operation and the execution of the backup at the current
primary host hana-3.
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Job Details ®

Backup of Resource Group 'S52 - HAMA System Replication” with policy 'Localsnap'

o ¥ Backup of Resource Group ‘552 - HANA System Replication” with policy "Localsnap’

¥ Refrosh HANA replication rasources on hosts) hana-3.capocstlnetapp.com, hana-
4sapccsthnetapp.com

¥ hana-3sapccstlhetapp.com

[ Backup
w b Validate Dataset Paramezsrs

k Valldate Plugin Paramsters

k Complate Application Discovery
P Imitialize Filezysiem Plugin
W F Discover Fil2system Resources
W F validate Retention Ssttings

F Quiesce Applicanion
P Quiesce Filesystem

F Creale Snapshot

o F UnQuiesce Filesystem
w k Unuiezce Application
F Get Snapshot Detalls
F Get FI|E’5-}'5EE'M Meta Data
P Finalize Filesystem Plugin
W F Collect Autosupport data
W F Register Backup and Apply Retention

¥ Register Snapshotattnbures

+ Application Clean-Up

€ Task Mame: Backup Start Time: 1271 3/2021 5:35:33 AM End Tima: =
View Logs : =l | Clase

A Snapshot backup has now been created at the primary HANA resource. The hostname included in the
backup name shows hana-3.

M NetApp SnapCenter® e - i SnapCenterAdmin  1Sign Out

EEEL - | | s X

Name Resource Name
Manage Copies
552 HANA System Replication 582
1 Backup
552 -
=

0 Clones

Local copies

Primary Backupls)

me Count F End Date
SnapCenter_hana-3_LocalSnap_Hourly_12-13-2021_08.35.30.7075 I { 2/13/2021 8:36:32 AM B
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The same Snapshot backup is also visible in the HANA backup catalog.

T hdbstudio - System: SYSTEMDBESS2 Host: hana-3 Instance: 33 Connected User; SYSTEM Systen Usage: Test System - SAP HANA Studic - o %
e Edit Havigate Search Run Window Help
iDrE@id-f-eer-ro-m Q iE|%
Yoo Systems X -~ EBj-mn@E% § = 08 §Psvsevpeess B4 SYSTEMDE@SS2 (%, Backup SYSTEMDBESS2 {SYSTEM) 552 - HSR Source System £8 Lt
¥ e TL5 - SAN it Ltan LYW ) Backup SYSTEMDB@S52 (SYSTEM) 552 - HSR Source System Last Update:8:39:16 AM 5 | [ | D
» (= Q51 - System Refresh Targer e okt st
5 (= SM1 - MBC multiple tenants - 2,05PS3 Quenview | C Backup Catalog |
w12 551 - MDC single tenant - 205953 Badap Catalog Backup Details
> [{B S$1@SS1 (SYSTEM) 551 - MOC single tznant - 2,055 i pe i
> [ SYSTEMDBESST (SYSTEMY) 551 - single tenant - 205755 Database: | SYSTEMDE .,‘ * 30402557521
« (2 $51 Repair System [ Status: Successful
> [B S51@$51 (SYSTEM) 551 Repair Tenant [ Shew Log Backups [ Show Delta Backups Backup Type: Datz Backup
o (2 552 HSR hona-3 +> hane-4 — - - Destination Type: Snapshot
> [B 5520552 (SYSTEM) 552 - HSR Sou Statwe  Started Duration Size Backup Type  Destinabio... Started: Diec 13, 2021 8:35:57 AM (America/Indianapelic)
» (i $52552 (SYSTEM) 552 - HSR Target 5 a Dec13,202183557.,  00hOm1Ss 176G DataBackup  Snapshet Finished: Diec 13, 2021 83613 AM (America/indianapolis)

3 [R5 SVSTEMDB@SS2 (SYSTEM) 552 - HR S ytem =] Dee 13,2021 70458, 00k 00 Bds 148GB DataBackup  File

: Duration: D0h 00m 15¢
> [ SYSTEMDB@SS2 (SYSTEM) 552 - HSR Target System Sizes 17668
Threughput: na.
Systemn ID:
Comment: I | SnapCenter_hana-3_LocalSnap_Hourly_12-13-2021 08.35.30.7075 I
1

Additional Information: [ <ojcr

Location:
Hosm Service Size | Meme Source Type  EBID
hana-3 namesever 17668 hdb000OT volume | SnapC..

Jhana/data/S52/mnthao0lf ~ ‘

If a takeover operation is executed, further SnapCenter backups now identify the former secondary host (hana-
4) as primary, and the backup operation is executed at hana-4. Again, only the data volume of the new primary
host (hana-4) is snapshotted.

@ The SnapCenter identification logic only covers scenarios in which the HANA hosts are in a
primary-secondary relation or when one of the HANA hosts is offline.

' SnapCenter identifies

i _ ' primary host in resource

i J b | 'HANA plug-in ) group and only creates a

e ey i Snapshot backup for the

primary HANA system
(hana-4).

Same shared volume(s) for
host 1 and host 2

= HA PAIR

c E|
Host1
Data

Log and
catalog
backup

File-based
backup

New backup.

The SnapCenter job log shows the identification operation and the execution of the backup at the current
primary host hana-4.
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|ob Details X

Backup of Resource Group '552 - HANA System Replication” with policy "LecalSnap'

+ ¥ Backup of Resource Group "552 - HANA System Replication” with policy "Localsnap’

¥ Refresh HANA replication resources on host{s]: hana-3sapcestlnetapp.com, hanas
4 sapcc sthnetapp.com

¥ hana-4.sapeestl.netappeom

o Backtp

W Ik Validats Diatasst Parametsrs

v F Validate Plugin Parameters

W F Camplate Application Discovery
v F |nitialize Flesrstem Plugin

v F [Driscover Filesystermn Resources
v F Validate Retention Settings

Quiesce Application

F Qulesce Filesysiem

" F Create Snapshot
W F UnCuiesce Filesystem
W F Unduiezce Application

%
L

et Snapshot Detalls

%
¥

Get Filesysiem Meta Data

L F Finalize Filesystem Flugin

v F Coflect Autosupport data

W F Regisier Backup and Apply Retention
E

Reglster Snapshot atiributes

F Application Clean-Up

& Task Mame: Backup Start Time: 12/13/2021 5:56:44 AM End Time: =
Wiew Logs Canes Clozs |

A Snapshot backup has now been created at the primary HANA resource. The hostname included in the
backup name shows hana-4.

K NetApp SnapCenter® - % sapeiscadmin  SnapCenterAdmin B Sign Out
sapnana [ 552 - HANA System Replication ... X | ss2opology X
=

: Confun forat
System Resource Name 3
¥ IManage Copies
552 - HANA System Replication 552
1 Back mm. T
552 - et Summary Card
= | oclones 1 Backug
Lacal coples 1 Snapsnorbssea naciup
0 FieSases backips (0
o clones
Primary Backup(s)
( search | v) ] .
Backup Name: Count I End Date
I ShapCenter_hana-d_LocalSnap_Hourly_12.13-2021_08.56:42.1331 I ' 121132021 8:57:41 M B
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The same Snapshot backup is also visible in the HANA backup catalog.

1B hdbstudio - System: SYSTEMDBE@SS2 Host: hana-4 Instance: 33 Connested User: SYSTEM System Usage: Test System - S4P HANA Studic - o x
Fle Edit MNavigate Search Bun Vfindow Help
b v R o ey Q. e[
G Systeme 52 BB -m@E% § = 0 [PSvSTMOBES2  §) SYSTEMDB@SS2 (%) Backup SYSTEMDB@SS2 (SYSTEM) $52- HSR Source System  [RVSYSTEMDB®SS2 () Backup SYSTEMDB@®SS2 (SYSTEM) 552 - HSR Targer System 13 =8
> & FC5- SAN with Linu VM (%, Backup SYSTEMDB{DSS2 (SYSTEM) 552 - HSA Target System Lost Updatesaas aM o | 1| e
3 (& 051 - System Refrech Target x :
3 =+ 5M1 - MDC multiple tenants - 2.05P55 Querview | Configuration |Backup Cataleg |
(2 551 - MDC single tenant - 2.05PS5 Backup Catalog Baclup Details
5 IR SSI@SST (SYSTEM) 557 - MDC single tenant - 205PS3 o = 5 s
(G SYSTEMOBESS | (SYSTEM) 551 - MOC 2ingie tonant - 205955 | Datsbase: |SVSTENIDR = d 63403427300
v &5 551 Repait System . ; Status: Successful
> [ SS10551 (SYSTEM) 557 Repair T [ Show Log Backups []Show Delta Backups Backup Type: Dats Backup
5 852 HSR han~3 -> hana-4 = - Destination Type: Snapshot
> [ 5528352 (SYSTEM) & | Status  Started Duration Size BackupType  Destinatio... Started: Dec 13, 2021 B:57:07 AM (Amedica/lndianapelic)
» [El S52@S52 (SWSTEM) 552 - (=] Dec 13,2021 57:07-,, _ 00h00m 15: 16960 Dats Backup__ Snspshat | Finished: Dec 13, 2021 8:5722 AM (Americaindianapolis)
> b SYSTEMDB@SS? (SVSTEM m a Dec 13,2021 8:50:40...  00h 00 14 176G8 DastaBackup  Snapshet Duration: 00h 00m 155
» B (SYSTEM) 552 HSR Dec13, 2021 8:43:43..  0ONOOm®4s 14868 DataBackup  File S 1698
a Dec3, 201 20458, OONOOmOds  148G8 DataBackup  File Thisugheit i
e
| Comnient: [ SnapCenter_hano-2 LocalSnap_Hourly_12-13-2021_06.58.42.1331 | ‘
[
Additional nformation: [ - gk ‘
Location: fhanaldata/ SS2/mnt00001/ ‘
Host Service Size | Mame Source Type  EBID
hanad  nemeserver 16968 hdb000dT vehume SnopC..

Block-integrity check operations with file-based backups

SnapCenter 4.6 uses the same logic as described for Snapshot backup operations for block-integrity check
operations with file-based backups. SnapCenter identifies the current primary HANA host and executes the
file-based backup for this host. Retention management is also performed across both hosts, so the oldest
backup is deleted regardless of which host is currently the primary.

SnapVault replication

To allow transparent backup operations without manual interaction in case of a takeover and independent of
which HANA host is currently the primary host, you must configure a SnapVault relationship for the data
volumes of both hosts. SnapCenter executes a SnapVault update operation for the current primary host with
each backup run.

@ If a takeover to the secondary host is not performed for a long time, the number of changed
blocks for the first SnapVault update at the secondary host will be high.

Since the retention management at the SnapVault target is managed outside of SnapCenter by ONTAP, the
retention can’t be handled across both HANA hosts. Therefore backups that have been created before a
takeover are not deleted with backup operations at the former secondary. These backups remain until the
former primary becomes primary again. So that these backups do not block the retention management of log
backups, they must deleted manually either at the SnapVault target or within the HANA backup catalog.

A cleanup of all SnapVault Snapshot copies is not possible, because one Snapshot copy is

@ blocked as a synchronization point. If the latest Snapshot copy needs to be deleted as well, the
SnapVault replication relationship must be deleted. In this case, NetApp recommends deleting
the backups in the HANA backup catalog to unblock log backup retention management.
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Host 1: hana-3 Host 2: hana-4

Primary Secondary
HANA System Replication

Retention across both hosts
managed by SnapCenter

SnapVault SnapVault

HA PAIR HA PAIR
Individual S
retention,

Individual

retention,
managed by
ONTAP

managed by
ONTAP

Retention management

SnapCenter 4.6 manages retention for Snapshot backups, block-integrity check operations, HANA backup
catalog entries, and log backups (if not disabled) across both HANA hosts, so it doesn’t matter which host is
currently primary or secondary. Backups (data and log) and entries in the HANA catalog are deleted based on
the defined retention, regardless of whether a delete operation is necessary on the current primary or
secondary host. In other words, no manual interaction is required if a takeover operation is performed and/or
the replication is configured in the other direction.

If SnapVault replication is part of the data protection strategy, manual interaction is required for specific
scenarios, as described in the section [SnapVault Replication].

Restore and recovery

The following figure depicts a scenario in which multiple takeovers have been executed and Snapshot backups
have been created at both sites. With the current status, the host hana-3 is the primary host and the latest
backup is T4, which has been created at host hana-3. If you need to perform a restore and recovery operation,
the backups T1 and T4 are available for restore and recovery in SnapCenter. The backups, which have been
created at host hana-4 (T2, T3), can’t be restored using SnapCenter. These backups must be copied manually
to the data volume of hana-3 for recovery.
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SnapCenter Resource Group

Host 1: hana-3 Host 2: hana-4
Primary Secondary
HANA System Replication
HANA plug-in HANA plug-in

Log Backup

File-based Backup

Shared volume(s) for
host 1 and host 2

= HA PAIR
1

= HA PAIR
c |

> Backups created at current

secondary host can only be

Host 1 - Log and File-based TS _ restored and recovered
Data 7 catalog backup Data II } manually (clone, mount,
B backup - copy).

Backups created at current
primary host can be restored 112 (EEE et 1

T4: Backup host 1 and recovered with T3: Backup host 1
SnapCenter.

T1: Backup host 1

Restore and recovery operations for a SnapCenter 4.6 resource group configuration are identical to an
autodiscovered non-System Replication setup. All options for restore and automated recovery are available.
For further details, see the technical report TR-4614: SAP HANA Backup and Recovery with SnapCenter.

A restore operation from a backup that was created at the other host is described in the section Restore and
Recovery from a Backup Created at the Other Host.

SnapCenter configuration with a single resource

A SnapCenter resource is configured with the virtual IP address (host name) of the HANA
System Replication environment. With this approach, SnapCenter always communicates
with the primary host, regardless of whether host 1 or host 2 is primary. The data volumes
of both SAP HANA hosts are included in the SnapCenter resource.

We assume that the virtual IP address is always bound to the primary SAP HANA host. The
(D failover of the virtual IP address is performed outside SnapCenter as part of the HANA System
Replication failover workflow.

When a backup is executed with host 1 as the primary host, a database-consistent Snapshot backup is created
at the data volume of host 1. Because the data volume of host 2 is part of the SnapCenter resource, another
Snapshot copy is created for this volume. This Snapshot copy is not database consistent; rather, it is just a
crash image of the secondary host.

The SAP HANA backup catalog and the SnapCenter resource includes the backup created at host 1.
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SnapCenter
Resource SnapCenter always communicates with the
primary HANA host. 9
R Virtual hostname EE .

System Replication

HANA Backup Catalog ; Both data volumes are included in the
Data Backup Host 1 SnapCenter resource.

II | _| SnapCenter Resource

— Data Backup Host 1
Valid Backup Crash Image

The following figure shows the backup operation after failover to host 2 and replication from host 2 to host 1.
SnapCenter automatically communicates with host 2 by using the virtual IP address configured in the
SnapCenter resource. Backups are now created at host 2. Two Snapshot copies are created by SnapCenter: a
database-consistent backup at the data volume at host 2 and a crash image Snapshot copy at the data volume
at host 1. The SAP HANA backup catalog and the SnapCenter resource now include the backup created at
host 1 and the backup created at host 2.

Housekeeping of data and log backups is based on the defined SnapCenter retention policy, and backups are
deleted regardless of which host is primary or secondary.

SnapCenter .
The SnapCenter resource automatically
communicates with the new primary host after
failover. 9
Virtual hostname N

| icati ' Automated housekeeping of data and log

HANA Backup Catalog backups, independent of which HANA host is

Data Backup Host 2 primary or secondary.
Data Backup Host 1

II | [ snapCenterResource |
— Data Backup Host 1 - :
Valid Backup Data Backup Host 2 Crash Image

Crash Image L~ Valid Backup

As discussed in the section Storage Snapshot Backups and SAP System Replication, a restore operation with
storage-based Snapshot backups is different, depending on which backup must be restored. It is important to

identify which host the backup was created at to determine if the restore can be performed at the local storage
volume, or if the restore must be performed at the other host’s storage volume.

A new backup is created at host 2.

With single-resource SnapCenter configuration, SnapCenter is not aware of where the backup was created.
Therefore, NetApp recommends that you add a prebackup script to the SnapCenter backup workflow to
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identify which host is currently the primary SAP HANA host.

The following figure depicts identification of the backup host.

SnapCenter
Resource

Virtual hostname

HANA Backup Catalog
Data Backup Host 2 SnapCenter resource data does not include

Data Backup Host 1 information about the host name or where
------- backup was created. [ 4 "

| SnapCenter resource
- Data Backup Host 1 =
Valid Backup Data Backup Host 2 Crash Image

Crash lmage L -~ Valid Backup

SnapCenter configuration

The following figure shows the lab setup and an overview of the required SnapCenter configuration.
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SnapCenter Server

SnapCenter Resource
SSR SAP System Replication

SAP HANA
Plug-in

Virtual hostname

Secondary

— SYStem Replication

stlrx300s8-4 stlrx300s8-5

Bl HANA Host 1 HANA Host 2 [l
| E

To perform backup operations regardless of which SAP HANA host is primary and even when one host is
down, the SnapCenter SAP HANA plug-in must be deployed on a central plug-in host. In our lab setup, we
used the SnapCenter server as a central plug-in host, and we deployed the SAP HANA plug-in on the
SnapCenter server.

A user was created in the HANA database to perform backup operations. A user store key was configured at

the SnapCenter server on which the SAP HANA plug-in was installed. The user store key includes the virtual
IP address of the SAP HANA System Replication hosts (ssr-vip).

hdbuserstore.exe -u SYSTEM set SSRKEY ssr-vip:31013 SNAPCENTER <password>
You can find more information about SAP HANA plug-in deployment options and user store configuration in the

technical report TR-4614: SAP HANA Backup and Recovery with SnapCenter.

In SnapCenter, the resource is configured as shown in the following figure using the user store key, configured
before, and the SnapCenter server as the hdbsgl communication host.
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Add SAP HANA Database %

Provide Resource Details

2 | Storage Footprint () Single Container

Resource Type & Multitenant Databaze Contziner (MDC) - Single Tenant

3 Summary (7 Mon-data Volumes

HAMA System Name SSR- SAP Systam Replication

|
3SR |
|

|

sI0 | e

Tenant Database | SSR a

HDBSQL Client Host | SC30-V2.5apec.stlnetapp.com of | i

HDE Secure User Store | 35RKEY a

Kays 4

HDBSOL 05 Usar | SYSTEM | L
- Previous MNext

The data volumes of both SAP HANA hosts are included in the storage footprint configuration, as the following
figure shows.
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Add SAP HANA Datahase %

@ reame Provide Storage Footprint Details

2 Storage Footprint Storage Systems for storage footprint
hana

3 | Resource Settings

Modify hana
4 'summary 8

selact one or mare volumes and if requirad thair associatad Qtreas and LUNS

Volume Name LUMs or Qtrees
‘ S5R_TRG_data_mnt00001 - ‘ Default is "Mone’ or type to find
‘ SSRSOC data mned000 - ‘ Default is ‘Mone’ or type to find

Save

As discussed before, SnapCenter is not aware of where the backup was created. NetApp therefore
recommends that you add a pre- backup script in the SnapCenter backup workflow to identify which host is
currently the primary SAP HANA host. You can perform this identification using a SQL statement that is added
to the backup workflow, as the following figure shows.

Select host from “SYS”.M DATABASE
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F1 SnapCenter® ©- 1 sapcoscadming SnapCenterAdmin:  (ISign Out

sap HANA [ SSR - SAP System Replication T-.. X | multitenant Database Container- Protect

™| .
9 M| Syem Manage Copies
—~ £P1 MDC single tenant ~ SA Primary Backup(s) o e
>
T— H23 MDC single tenant SP53 multiple Pa; K bl o
> ( search ) Resource Application Settings Policies Notification Summary
i e —
| I NF2 MDC single tenant - NFs — multiple
z Backup Name | -
SP1 MDC single tenant - NFS | -
SnapCeniter_LocalSnap_06-27-2018_07.12.2 Backups v
SSR - SAP System Replication 61232
b
SnapCanter_Localsnap_06-27-2018_07.08.4
92021 Enter commands to be executed before and after placing the application in consistent operational state @
B :echa SELECT HOST FROM "SYS"."I_DATASASE" | "c\Program
Pre Quiesce |Files\sap\hdbelizntihdbsgl” -U SSRKEY
Post Quiesce
Enter commands to be executed before and after creating Snapshot copies @
Pre Snapshot Copy iz
Post Snapshot Copy
4
Enter commands to be executed before and after returning the application to normal operational state @
Pra UnQuiesce |
Total 5 Total 2

Activity The 5 most recent jobs are displayed @ 2 completed O o worninz Q) 1ried  @ocancted @) orunning  @)oqueed

SnapCenter backup operation

Backup operations are now executed as usual. Housekeeping of data and log backups is performed
independent of which SAP HANA host is primary or secondary.

The backup job logs include the output of the SQL statement, which allows you to identify the SAP HANA host
where the backup was created.

The following figure shows the backup job log with host 1 as the primary host.

N1 SnapCenter® # B | @ saposcdmin SnapCenterAdmin | [ Sign Out
Jobs Schedules Events
dl
: =l
= Dashboard i i
Resources
9 Source @ loglevel @ Message ®
S e e — curewer S AR I rer g =
S onitor | it e °E 0pld=cOcBTBATbe3B-45Fe-b731-56650670¢513
2018-08-27T07:12:36,0000545-0+ TRACE [pook-4-thresd-1310] 127 £2 i -Getting status for
5C20-v2.5apcc.stlnetapp.com hana_34790.1 oTHER
2:53pCC STlnetapp.com hana og opld=c0cBiBabess-45fe-b731-56650670¢913
2018-06.27T07:12:36. INFO [pe hread-115] 86 1 notifierimpl, +SCC-00226: Successtully updated job starus
5C30-V2.sapcc.stl.ngtapp.com hana_34790.0g INFQ

for jobid [34790] on SniapCenter Server.
Storage Systems.

201808277071 5.04:00 TRACE [p 2adl.1309] 127 com.natapp. r " ~Gating statws for
SC30-V2.sapcc.sthnetapp.com hans_34750.10; i - "

2018-06-27T07:12:26.0000545-04:00 TRACE [pool-4-thread-1209] 262 com.netapp.snapcreator.workflowTask -Command [echo SELECT HOST FROM "SYS"."M_DATABASE" |
SC30-v2.sapcc.stl.netapp.com hana_34790.log OTHER "C\PrOgr; R\ndbsgl” -U SSRKEY] finished with exit code: [0] stdout: [ Welcome to the SAP HANA Database interactive terminal. Type: \h for help with commands

\q to qui raw selected (overall time 7379 usec; server time 318 useq) ] stder: 1
C—

2018.06.27T07:1236, TRACE [pool-4thread-1309] 127 . dTaskUti-Commend [zcho SELECT HOST FROM "SVS"."M_DATABASE' |
50302 sapcc stlnetepp.com hena_34750.10g OTHER “cAProgrem Fles\aapdbclientindbsal” -U SSRKE fiished with xt code: [0 tdout: [ Welcome tothe SAP HANA Detabase Ineractive terminal Typesh fo help vith commands

1q €0 quit HOST stirx30058-4" 1 row selected (overll time 7579 usec; server time 318 useq)] siderr: [

2018.08.27T07:1 INFO [pook--thread-1305] Task Executing Pre ap piication quiesce command fecho SELECT HOST FROM

V72,5306C.51L1E3PP.COM hana_34750.¢ i €

el s s i “SYS" "M|_DATABASE" | "c\Program Filesisapidhciantidbsal” -U SSRKEY]
SC30:v2.s3pcc silnaapp.com hana_34750.0g ) 2018:08.27T07:1 00 INFO [pool-d-thrasd-1305] Task -Pre application quissce completad successfully

201806277071 2:35.0000345-04:00 INFO [pool=dethresd-1303] PreAppQuiesceCmd-pre Appl finished
SC30-V2.sapecsthnetapp.com hana_34790.10g INFO TeApPQulesceCrm Q ins

Jiccecculy

201-05-27707:12:36.0000545
‘w\Program Filss\sapih
9 t0 quit HOST "5tirx300s8-

d-threzd-1309] 262 = - ELECT HOST FROM "SYS"."M_DATABASE” |
l\hdbsw u SSRKEY] finished with exis code: [0] sidouts [ Welcome to the 547 HANA Database Inceractive terminal, Type: h for help with commends
1 row selectad (overall tme 7375 usec; server time 318 useq) T stderr: 1

5C30-V2.53pcc.stinetapp.com hana_34790.10g

namManazer e

oE. apIan agerHe:

Snaphanagerwed 3475010z INFQ 2018-08-27T07:12:22,3242609-04:00 INFO SnapManageriieb 24790 PID=(2324] TID=[118] Exit Updatejobstatus
Snaphanagereb_34790.log INFO 2018-08-27T07:12:23.2674926-04:00 INFO Snaphianagarieb_34730 PID=(2324] TID=[118] Enter UpdatejobStatus
Snaphanagsrweb_34790.log INFO 2018-08-27707:12:33.2874926-04:00 INFO Snaphianagerieb_34730 FID=[2324)] TID=[1 18] Enter jobMznagarProvider: Updatejobstatus

This figure shows the backup job log with host 2 as the primary host.
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M SnapCenter® % sapcciscadmin | SnapCenterAdmin  [§Sign Out.
ljobs'  Schedules  Events  Logs
<
- o~
et Do
& Resources T T il
Source @ Loglevel @ Messaze ®
= N p— AT 1 o2 T 11 Y B Y Y 1 T3y AR A i S R P —
B vonior |

SC30-V2.sapcc.sil.netapp.com hana_347%9 log

OTHER

\q to quij HOST "stlrx30058-5" | raw selected (overall time 5613 usec; server time 202 usec) ] stderr: [J

2018-06-27T07:45:53.0000174-04:00 TRACE [poolk4-thread-1247] 262 com.netapp.snapcreator.workflow.Task - Command [echo SELECT HOST FROM "SYS"."!
"c:\ProgrrWni\hdbsql" -U SSRKEVY] finished with exit code: [0] stdout: [ Welcome io the SAP HANA Database interaciive terminal. Type:

| DATABASE" |
r help withcommands

SEoTEFESyStETS

SC30:v2.53pcc stlnatz pp.com hana_34799.log

Snaphanagarwen 34799 log wro 2018:06-27707:45:53.2148036-04:00 INFO Snap Manzger\Web, 34799 PID=(2324] TID=(61] Enter Updatejobstatus
Snaphanageriisb 3479905 wFQ 201806277 2678816-04:00 INFO Snapiznagerieb_34795 PID=(2324] TID=L61] ExitJobManagerProvider: Updatejobstatus
ShapManagerweb_ 34799, 0g INFQ 2018-06-27707:45:53.2366324-04:00 INFO SnaphienagerWeb_34799 PID=(2324] TID=(61] Bxit UpSatalobstatus
Snaphansgerieb_34793.l0g [} 1897638-04:00 INFO Snaplianager\Web_34795 PID=(2324 TID={51] Enter JobMansgerrovider: Updatejobstatus
0000174:04:00 TRACE 3471262 - Tssk -Comimand [cho SELECT HOST FROM "SYS"."M_DATABASE" |
5C30.v2.53pcc st nstapp.com hana_24759.og OTHER Pihdbelientihdbsgl” -U SSRKEV] finished with exit code: 0] sidout; [ Welcome to the SAP HANA Darabass ingaractiva tarminal. Type: th for help with commands
| 1q 10 QUICHOST 'sUrX30058-5" 1 row selected (overall ime 3613 Usec: server time 202 useq)] stderr:
SC30-V2:520¢ Sthnetepp.com hana_34799. 10 INFO 2018-06-27707:45:53.00001 74-04:00 INFO [pool-4-thread-1348] 145 Quiesce -Application Quiesce for plugin : hana
SCI0V2s3pccstlnetspp.com hana, 34755.10g wro 2018.06-27707:45:53.0000174-04:00 INFO [pool-4-<hreac-1348] 145 Quissce -log level minus
SCI0VZ3spccsthnetspp.com hana_34759.0g INFO 2018-06-27707:45:53.00001 74-04:00 INFO [pool-+-thread-1348] 145 com.netappnapereator.workfomtask Quieste -Application Quiesce
SC30V2s3pccslnetspp.com hana 34759.0g wro 2018-06-27707:45:53.0000174-04:00 INFO [pool-3-thrasd-2¢3] 145 c atormor Quiesce -skipping Quiesca : 31
SC30-V2:sapce stinetapp.com hana_34789.10g INFO 2018-06-27707:45:53.00001 740400 INFO [pool-3-thraad-243] 145 cominetappisnapereater.vorkflowtask Quiesce Quiesce skip check
[ —— . 201.06.27707:45:53.0000 17404100 1O [poci--thresc- 13471 145 PraAppQuiescaCmd re Application Quissce commands finished
successiully
$C30:V2 sepcc.sthnetapp.com hana_34758,log [ 2018:06-27707:45:53.0000174-04:00 INFO fpaol s-thread-13471 255 Task -Pre application q pleted successiully
$C30:¥2:sapcc.sthnetapp.com hana_34799.log OTHER if,:::zr;ﬂ:;z 5[3042”71‘;;2:: ::;‘:,:7[5:""“"’53"" 3473127 com. nunextger ~Gerting status for
2018:06-27T07:45:53.0000174-04:00 TRACE [pool d-1347] 127 -

OTHER
| Geting result for opld=072dd902-2hcd-457e Sfad-de5166a37b7

The following figure shows the SAP HANA backup catalog in SAP HANA Studio. When the SAP HANA
database is online, the SAP HANA host where the backup was created is visible in SAP HANA Studio.

The SAP HANA backup catalog on the file system, which is used during a restore and recovery
operation, does not include the host name where the backup was created. The only way to
identify the host when the database is down is to combine the backup catalog entries with the
backup. log file of both SAP HANA hosts.

Eile Edit MNavigate Project Run Window Help
EHB e ey [cuick Aceess] || 2 | (5]
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Restore and recovery

As discussed before, you must be able to identify where the selected backup was created to define the
required restore operation. If the SAP HANA database is still online, you can use SAP HANA Studio to identify
the host at which the backup was created. If the database is offline, the information is only available in the
SnapCenter backup job log.

The following figure illustrates the different restore operations depending on the selected backup.

If a restore operation must be performed after timestamp T3 and host 1 is the primary, you can restore the
backup created at T1 or T3 by using SnapCenter. These Snapshot backups are available at the storage
volume attached to host 1.

If you need to restore using the backup created at host 2 (T2), which is a Snapshot copy at the storage volume
of host 2, the backup needs to be made available to host 1. You can make this backup available by creating a
NetApp FlexClone copy from the backup, mounting the FlexClone copy to host 1, and copying the data to the
original location.

Failover Failover
to Host 2 to Host 1
Host 1 is primary Host 2 is primary Host 1 is primary
Log Backups Log Backups Log Backups
! | | | | "
T1: T2: T3:
Backup Host 1 Backup Host 2 Backup Host 1 Restore

Operation

Backup T1 SnapCenter
Backup T2 Create FlexClone from ,Backup host 2¢, mount and copy
Backup T3 SnapCenter

With a single SnapCenter resource configuration, Snapshot copies are created at both storage volumes of both
SAP HANA System Replication hosts. Only the Snapshot backup that is created at the storage volume of the
primary SAP HANA host is valid to use for forward recovery. The Snapshot copy created at the storage volume
of the secondary SAP HANA host is a crash image that cannot be used for forward recovery.

A restore operation with SnapCenter can be performed in two different ways:

» Restore only the valid backup

* Restore the complete resource, including the valid backup and the crash imageThe following sections
discuss the two different restore operations in more detail.

A restore operation from a backup that was created at the other host is described in the section Restore and
Recovery from a Backup Created at the Other Host.

The following figure depicts restore operations with a single SnapCenter resource configuration.
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Failover Failover
to Host 2 to Host 1

Host 1 is primary

Host 2 is primary Host 1 is primary

Log Backups Log Backups Log Backups

IRE T3:
alid Backup Host 1 alid Backup Host 1A
Crash Image Host 2 Crash Image Host 2 ~ Operation

SnapCenter restore of the valid backup only

The following figure shows an overview of the restore and recovery scenario described in this section.

A backup has been created at T1 at host 1. A failover has been performed to host 2. After a certain point in
time, another failover back to host 1 was performed. At the current point in time, host 1 is the primary host.
1. Afailure occurred and you must restore to the backup created at T1 at host 1.
2. The secondary host (host 2) is shut down, but no restore operation is executed.
3. The storage volume of host 1 is restored to the backup created at T1.
4. Aforward recovery is performed with logs from host 1 and host 2.

5. Host 2 is started, and a system replication resynchronization of host 2 is automatically started.
Shutdown, Start and
no restore resync
Restore to
o Snapshot o
backup T1

Recovery using logs from host 1 and host 2

Host 1 is primary Host 2 is primary Host 1 is primary o
Log Backups Log Backups R EE O Failure
I >
T1: I I
Valid Backup Host 1 Failover Failover
Crash Image Host 2 to Host 2 to Host 1

The following figure shows the SAP HANA backup catalog in SAP HANA Studio. The highlighted backup
shows the backup created at T1 at host 1.
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A restore and recovery operation is started in SAP HANA Studio. As the following figure shows, the name of
the host where the backup was created is not visible in the restore and recovery workflow.

In our test scenario, we were able to identify the correct backup (the backup created at host 1) in
@ SAP HANA Studio when the database was still online. If the database is not available, you must
check the SnapCenter backup job log to identify the right backup.

Specify Recovery Type Select a Backup

Select a recovery type. @ To recover this snapshot, it must be available in the data area.

(@ Fecover the database to its most recent statd © Locate Backup Catalog Selected Point in Time.

(O Recover the database to the following point in time @ Specify location of the backup catalog. iy
Backups

Dates WE0625 |5 | Time: | 083741 = e — The overview shows backups that were recorded in the backup catalog ful. The backup at the top is estimated to oy i
ecover using the backup catalos
AR R R ) Start Time Location Backup Prefix Available
Select Time Zore: | (GMT-0400) Eastern Daylight Time ® Search for the backup catelog in the file system only 2018-06-22 160412 /hanadats/SSR SNAPSHOT — ©
i System 0525 12,3741 Backup C on: | /mnt/log_backup/SSR TEMDB 0180601 11:36:30 /nanaydaia/Sek SAPSHOT O 1
() Recover the database to 2 specific data backup @
() Recover without the backup catalog
Backint System Copy
| Backint System Copy
Refresh | | Show More|
recovery workflow. et ot seiezsa e

Start Time: ©2018-06-21 11:36:30 Destination Type: SNAPSHOT Source System: SYSTEMDB@SSR
Size 14768 Backup IDs 1529595390505 External Backup 1D: SnapCenter_LocalSnap_06-21-2018_11.36.28.7044
BackupNeme:  ®/hana/data/SSR
Alterative Location:®

@ <Back Nedt> @ | <Back Net> foish [ Cancel |

@ <Back Next > Bnisn | [ Cancel

In SnapCenter, the backup is selected and a file-level restore operation is performed. On the file-level restore
screen, only the host 1 volume is selected so that only the valid backup is restored.
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N SnapCenter®

Erer - | S5 - SR Systean Heplication Topology

>

S | s Manage Coples
S 1
Restore from SnapCenter_LocalSnap_06-21-2018_11.36.28.7044 X
i
i
¥ 2, preOps Complete Resource @ Filelevel @
Primary Backupls) Postops

Select files to restore

4 Noufication Volume/Quree Al File Path

S hans:/volSSR_TRG_data mnt0000!

-

@  hanaivolSSR_SRC_data_mnt00001 @ Frovide on or mors file paths ssparated by comma

Single File SnapRestore of
data volume from host 1

Configure an SMTP Server to send email notfications for Restore jobs by going to Setting=>Global Settings> Notification Server Settiogs.

After the restore operation, the backup is highlighted in green in SAP HANA Studio. You don’t have to enter an
additional log backup location, because the file path of log backups of host 1 and host 2 are included in the
backup catalog.

Selecta Backup Lavbtte Loy Backeps

Select 8 backup to recover the SAP HANA database Specify location(s) of log backup files 1o be used to recover the dstabase.

Selected Poiat in Time

e (@) Even f o log backups were created, s tocation i st needed to read data that vl be sed for recovery,

Backups. f the log backups were written to the file system and subsequently moved, you need to specify their current location, if you do not specify an altemative
The overview shows backups that were recorded n the backup catelog 3 successtol. The bockup at the top s esbmated 1o heve the shortest recovery time. location for the log backups, the system uses the location where the log backups were frt saved. The directory specf secursively,

Start Time Location Backup Prefn avelable Locations:

ME062 100412 /hana/data/SSR suapsHOT @ = pr
20160621 113630 /hana/data/SSR SNAPSHOT @ i S Femoneh,
Backup available after
SnapCenter restore
operation. Log backup location is
: included in backup
Refresh | | Show More
T catalog. No changes are
Start Time: 2018-06-21 11:36:30 Destination Type: SNAPSHOT Source Systern: SYSTEMDB@SSR. .
Siam: 14768 Backup D 1529535350505 Extenal Backup D! SnapCenter LocalSnap 06-21-201811.36 287044 requi red here.
BackupName:  /hana/data/SSR
Adtemative Location:"
iy
@ Back Nest Cancel i Back Cancel

After forward recovery has finished, the secondary host (host 2) is started and SAP HANA System Replication
resynchronization is started.

Even though the secondary host is up-to-date (no restore operation was performed for host 2),
SAP HANA executes a full replication of all data. This behavior is standard after a restore and
recovery operation with SAP HANA System Replication.
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Full sync after restore

T [ Aece] | 5 | [86]
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SnapCenter restore of valid backup and crash image

The following figure shows an overview of the restore and recovery scenario described in this section.

A backup has been created at T1 at host 1. A failover has been performed to host 2. After a certain point in
time, another failover back to host 1 was performed. At the current point in time, host 1 is the primary host.

1. Afailure occurred and you must restore to the backup created at T1 at host 1.
2. The secondary host (host 2) is shut down and the T1 crash image is restored.
3. The storage volume of host 1 is restored to the backup created at T1.

4. Aforward recovery is performed with logs from host 1 and host 2.

5. Host 2 is started and a system replication resynchronization of host 2 is automatically started.
Restore to

o Snapshot ztz;tngnd o
backup T1

Restore to
Snapshot
backup T1
Recovery using logs from host 1 and host 2

Host 2 is primary

Host 1 is primary Host 1 is primary

Log Backups Log Backups Log Backups Failure
' >
T1: I I
alid Backup Host 1 Failover Failover
Crash Image Host 2 to Host 2 to Host 1

The restore and recovery operation with SAP HANA Studio is identical to the steps described in the section
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SnapCenter restore of the valid backup only.

To perform the restore operation, select Complete Resource in SnapCenter. The volumes of both hosts are
restored.

S5 5AR Sysiem Replcation Topology

Restore from SnapCenter_LocalSnap_06-21-2018_11.36.28.7044 %

1 Restore Scope

Select the restore types

2 preops ® compleweResourcs O Fleiesl @

S BRIOERH

Primary Backupis)

Volume based
SnapRestore of data
volumes from host 1 and
host 2

s part of Complete Resource v aresource contains iotprnt, them chie fatest Snapshot copie:
be deleted parmanently. Also, if there are other resources hostid on ihe same volumes, then It will result In data loss for such rasources

Configure an SMTP Server ta send email nobfications for Restons jobis by going o Seminge-Global &

After forward recovery has been completed, the secondary host (host 2) is started and SAP HANA System
Replication resynchronization is started. Full replication of all data is executed.

file Edit Maivigate Project Run Window Help

e BR8] il e - Qui:l:Acc:ss”@HE
U Systems 2 = O | Y SYSTEMOB@SSR &3 | {8) Backup SYSTI (SYSTEM) SR System  §§ =a
5 G £91-MDC s!?;t:nlﬁ\ u;w' SEE% T [ SYSTEMDB@SSR (STSTEM) SSR Source System s 10 Last Update: Jun 26, 2018104705 A0 | 0 nterval [0 v | Seconds| [ | e
» o H23-Muliple-Partions jiews [Landscape] Aterts| | velumes| Configuration | ion | Disgnosis iles | Trace C

& (= NF2 - MDC Single Tenant - Multiple Host - NFS | s ‘Hmslindinﬁhminn \SyﬂemR:pl\mlin“

» [ PO1- Single Container - NFS

» (2 QP1-MDC Single Tenont - HFS TS il s
& (2 $P1+ MDC Single Tenant - NFS —
4 (5 SSR-SAP-System-Reglication 6 SECOMDARV_HOST +¢ REPLICATION_MODE ¢ REPLICATION STATUS «c REPLICATION STATUSDETAILS = PORT = VOLUMEID STED o SHENAME ¢
o [B SSR@SSR (SYSTEM) S5R Source System tin30058-5 UNKNOWN UNKNOWN 31,007 2 1 SiteA
v (B SSRE@SSR (SYSTEM) SR Target System stin300s8-5 UNKNOWN UNKNOWN 31,003 3 1 SiteA
4 [ SYSTEMDB@SSR (SYSTEM) 55R Source System AtUm30058-5 SYNCMEM INITIALIZING Full Replica: 14 % (224/1536 MB) 31,001 1 1 SiteA
{8 Backup
» = Calog
o 2 Content
b (2 Provisicning
o k= Security

b (SYSTEM) SSR’
» E8 Q01 (SYSTEM) Single Conteine: - MFS

Full sync after restore
operation.

Restore and recovery from a backup created at the other host

A restore operation from a backup that has been created at the other SAP HANA host is
a valid scenario for both SnapCenter configuration options.

The following figure shows an overview of the restore and recovery scenario described in this section.

A backup has been created at T1 at host 1. A failover has been performed to host 2. At the current point in
time, host 2 is the primary host.
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1. Afailure occurred and you must restore to the backup created at T1 at host 1.
2. The primary host (host 1) is shut down.

3. The backup data T1 of host 1 is restored to host 2.

4. Aforward recovery is performed using logs from host 1 and host 2.

5. Host 1 is started, and a system replication resynchronization of host 1 is automatically started.

Host 2

Restore to
Snapshot
backup T1

Recovery using logs from host 1 and host 2

Host 1 o

Host 1 is primary

Log Backups

Shutdown,
no restore

Start and
resync

Host 2 is primary
Log Backups

Failure

| I I >
T1: ; T2:
Failover
Backup Backup
" at Host 1 to Host 2 at Host 2
The following figure shows the SAP HANA backup catalog and highlights the backup, created at host 1, that
was used for the restore and recovery operation.

File Edit Navigate Project Run Window Help
He e FHE RS RS R R
fagstems R - B [jr=@ES® Y= 0O
1+ (> FP1 - MDC Single tenant - SAN
b (= H23-Multiple-Partitions
> (Z NF2 - MDC Single Tenant - Multiple Host - NFS
(= PO1 - Single Container - NFS
+ (2> QP - MDC Single Tenant - NFS
(= 51 - MDC Single Tenant - NFS
4 (= SSR-SAP-System-Replication
- [y SSR@SSR (SYSTEM) S5R Source System
& (B SSR@SSR (SYSTEM) 55R Target System
[l SYSTEMDB@SSR (SYSTEM) S5 Source System
BL, SYSTEMDB@SSR (SVSTEM) SSR Target System
©» B Q01 (SYSTEM) Single Container - MFS.

[§ SYSTEMDB@SSR | (%, Backup SYSTEMDB@SSR (SYSTEM) SSR Target System 52 [ SYSTEMDB@SSR

[Quick pcces] || g9 |[55]
I § SYSTEMDB@SSR

=
& Backup SYSTEMDB@SSR {SYSTEM) SSR Target System Last Update:6id0:01 AM & | (1] | By
Overview | Configuration | Backup Catalog |
Backup Catalog Backup Details
Database: [SYSTEMDE v s 1NN
Status: Successful
[JShow Log Backups []Show Delta Backups Backup Type: Data Backup
= Destination Type: Snapshat
ot | Stoed Puration e Backp e | Destinalios Started: Jun 27, 2018 1237 AM (America/Mew Vork)
=} Jun 28, 20186:23:45 .. 00h 00m 075 133GB DataBackup  File Finished: Jun 27, 2018 7:12:43 AM (America/New_York)
B Jun 27, 2018 7:45:56 ... 00h 00m 03s 152GB Data Backup Snapshot Duration: 00h 00m Ds
Aun 27, 2008 7:12:37 . 00h 00m 085 15568 DsteBackup _ Snapshot Size: 15568
Throughput: na.
Sgstam D: SR
[ Comment: SnapCenter_LocalSnap_06-27-2018,07.12.20.1232 ||

Additienal Information: | <oks

Locatien:

[ thanafdata/SsR/mntdo001/
Host Semvice Size Name Source Type  EBID
stinc300B-4 NAMESEIVer 1.55G8 hdb00DO1 volume SnapC...

 Prepare Recovery Wizard: (83%)

The restore operation involves the following steps:
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1. Create a clone from the backup created at host 1.
2. Mount the cloned volume at host 2.

3. Copy the data from the cloned volume to the original location.

In SnapCenter, the backup is selected and the clone operation is started.

1 SnapCenter® @+ 2 sopciscadmin SnapCenterAdmin [ Sign Out

SSR - SAP System Replication Topology

e
HH
L/} Lad Sement Manage Copies
m FP1 MDC single tenant - SAN
b - Summary Card
H23 MOC single tenant SPS3 multiple Par —
m 7 S 0 Clones 3 Backups
Local copies 2 Snapshos based
& NF2 MDC single tenant - NFS - multiple
B
L 5P1 MDC single tenant — NFS &
= SSR - SAP System Replication Primary Backup(s)
rch ) W 4§
Backup Name IF End Date
e e 6/27/2018 7:46:05 AM 83
SnapCentar_LocalSnap_06-27-2018_07.12.29,1232 6/27/2018 7:12:49 AM 8
Total 5 Total 2

@ scompiered @ owamings  orated  (B)ocanceled (B 1running (@) 0quesed

hitps://10.63.161

You must provide the clone server and the NFS export IP address.

In a SnapCenter single-resource configuration, the SAP HANA plug-in is not installed at the
@ database host. To execute the SnapCenter clone workflow, any host with an installed HANA
plug-in can be used as a clone server.

+
In a SnapCenter configuration with separate resources, the HANA database host is selected as a clone server,
and a mount script is used to mount the clone to the target host.
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Clone from Backup

Location Select the host to create the clone

2 Scripts Clone server | stirk30058-7 stl.netapp.com (1] Any host With insta”ed
3 Nowfcaon | Clonesuftx | HANA plug-in can be
csmmay | e [sseina used. Not required to

install the plug-in on the
System Replication host.

Configura an SMTP Server to send emall natifications for Clone jobs by going 1o Sattinge=Global Setting=>Notification Server Settings,

To determine the junction path that is required to mount the cloned volume, check the job log of the cloning job,
as the following figure shows.

JunctionPath

M SnapCenter®
Jabs  Schedules
Pashboard

Resources
@® LoglLevel

@ Message
T ——
92.168.173. 5 dd 192.168.173.100</1PAddress> </SmiPAddress> <
<Usar <TransportTypesHitps</Trar
HAROLS <0 ion=110</0nt sl pp Release 5.1P4
0SType>DataOntap OSType> <Passphrase»</Pas|
Hosts OperationContext>scadmin</OperationContext> <Prefarradipaddress></Prefarr
anagementlP>192.168.173,102</ManagementiP> sVServerName>hanas/vsel m
Storage Systems 52,168,173, 104</ManagamentiPs <Vservariameshan2</vse
A 12.168.173.100</Mar o
Seutings £32.162.120 arinterfac
/OperationC P T rsknil="true"f>

Log level DEBUG ’ ! poss
Og eVe mualnzedqu:ansmey’ypa}<SnalermrEndpmmsf> T d> <Volum: Nam R_TRG_ dala mntO0D010629180408422980</Name> <Type>

[Host></Host> <Useriames</UssrNama> <Passphrase»</Passphrase> <Deletad>false</Dalsted> <Auth> <Id>0</Id> <RunAsiames</RunAsName>
ttuthiode> <Userllamea></UserName> <Passpharse»</Passpharse> <Ownerld=</Ownerld> <HostNar eMame=

Monitor

<ChE(karPdmlnls(ralmPrlvllage>fals=<lchetkmmdm\n\s(ramr?rlv\fage> <TcrgelURL></’TargElURL f <ftuthe <IsCl z lone=>
<Clonelevel>0</CloneLevel> <Hosis/> <StorageMame 7 5
<ResourceMamerhana:/vol/S5R_TRG data_ mnid00014 \2913 1408422980 Re <Vserver>hana Tver
<FullPath>hana/vol/SSR_TRE_data_mnto000106291 & nPath-/5cfec058b2-39¢2-4070-abdd-119dSac42b 54 junctionPath>
<JunctmnFarentName>hena root</junctionParentiaifie <SizeTotsl>102005473280/5izeTatal> <Sizelised>3998597120</Sizelsed <SnapMirorSouree X truss>
Dest> <Snap 2 r 7

<lsFlexClanest exClone> uriyStyle>U: urityStyle: 1e>hana_1_1<iAggr luid=78ec13ea-2110
57637714658 </AggragateUuid> <FlexClonelevel xsinil="true"/> <isleaf>true«/isLeaf> HEEr rsinil="true">
ExportPolicy (o licy= <VolumelL 7b73-1128-B60-00a0985118c6 </VolumeUuid> <Owmi verName>hana</Owning Nam
<VolumeTypasr : ctads <Starag: uid=Sed4ad 451
b754- : Juild: 155 iume xslinil="true's> <isSelectable xsinil="true ageKey> <Protactionstatus xshinll="trug’

<C eStatus xsinil="true "= ViSloKey olums
<LogicalPath>192.168.173.101/Scicc058b2-392-4b70-ab6d- 119dsac42h54<:Lu=-ma\Farh> <PhysicalPath=/Scicc058b2-39¢2-4b70- ahsd -119d8ac42b54</PhysicalPath>
<RelaiivePhysicalPath»/</RelativePhysicalPath> sJunctionPath=/Scicc058b2-39¢2-4b70-2b6d-119d8acd 2bS4</|unctionPath> <NesjunctionPath/> sNestVolumes/>

<NestunctionParentVolume/= <LeaiVolume>55R_TRG_data. 180408422980/ <Files/> </5D5tor

<VirwalResources/> “/StorageraotPrint> ppi ro pp! up= <Deleted>false</Deleted> <Auth> <ld>0</Id:

<Chackforidminis I heckit atorPrivilages d: bl uths <|sCE il lone> <Cloneleval>0</Clonalaval>

<HOSIS/ = <Kay>0</Kay> <Nsm0b]e:(|D>D</Nsm0bje:r\D> <Files/> rint> <D 2> <IsC| lone> <Clonelevel>0</Clonalavel> <Hosts/>

<Key>0</Key> <NsmODbjectiD>0</NsmObjecti D> <HostResoLrce> <D: lone> <CloneLevel>0</Clonelevel> <Hosts/> <Key>0</Key>

<HsmObjectlD>0</MsmObjectiD> <Rangesi> &> <Stor <5y urce xsittype="sD) Directory"> =
T s S s S S S WS

The cloned volume can now be mounted.
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stlrx300s8-5:/mnt/tmp # mount 192.168.173.
8153dbd46caf /mnt/tmp

The cloned volume contains the data of the HANA database.

stlrx300s8-5:/mnt/tmp/# 1ls

drwxr—-x—--x 2 ssradm

drwx—--——----— 2 ssradm
drwx————-—-— 2 ssradm
-rw-r—--r—-- 1 ssradm

sapsys
sapsys
sapsys
sapsys

-al
4096
4096
4096
22

The data is copied to the original location.

Jun
Jun
Jun

Jun

27
21
27
27

11
09:
11:
11:

101:/Scc373da37-00££f-4694-blel-

:12

38
12
12

hdb00001

hdb00002.00003
hdb00003.00003
nameserver.lck

stlrx300s8-5:/mnt/tmp # cp -Rp hdb00001 /hana/data/SSR/mnt00001/
stlrx300s8-5:/mnt/tmp # cp -Rp hdb00002.00003/ /hana/data/SSR/mnt00001/
stlrx300s8-5:/mnt/tmp # cp -Rp hdb00003.00003/ /hana/data/SSR/mnt00001/

The recovery with SAP HANA Studio is performed as described in the section SnapCenter restore of the valid

backup only.

Where to find additional information

To learn more about the information described in this document, refer to the following

documents:

+ SAP HANA Backup and Recovery with SnapCenter

https://www.netapp.com/us/media/tr-4614.pdf

* Automating SAP HANA System Copy and Clone Operations with SnapCenter

https://docs.netapp.com/us-en/netapp-solutions-sap/lifecycle/sc-copy-clone-introduction.html

+ SAP HANA Disaster Recovery with Storage Replication

https://www.netapp.com/us/media/tr-4646.pdf

Version history

Version
Version 1.0

Version 2.0

Date
October 2018
January 2022

Document Version History
Initial version

Update to cover SnapCenter 4.6
HANA System Replication support
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SAP HANA Disaster Recovery with Azure NetApp Files

TR-4891: SAP HANA disaster recovery with Azure NetApp Files

Nils Bauer, NetApp
Ralf Klahr, Microsoft

Studies have shown that business application downtime has a significant negative impact on the business of
enterprises. In addition to the financial impact, downtime can also damage the company’s reputation, staff
morale, and customer loyalty. Surprisingly, not all companies have a comprehensive disaster recovery policy.

Running SAP HANA on Azure NetApp Files (ANF) gives customers access to additional features that extend
and improve the built-in data protection and disaster recovery capabilities of SAP HANA. This overview section
explains these options to help customers select options that support their business needs.

To develop a comprehensive disaster recovery policy, customers must understand the business application
requirements and technical capabilities they need for data protection and disaster recovery. The following
figure provides an overview of data protection.

Business RTO Acceptable downtime?
application

requirements RPO Acceptable data loss?

Server, network, Data center failure Complete region

storage failure failure Logical corruption

Synchronous or asynchronous Storage or application

5
Backup concept: data replication? replication?

Concept to address logical

corruption? High-availability concept?

Business application requirements

There are two key indicators for business applications:

» The recovery point objective (RPO), or the maximum tolerable data loss

* The recovery time objective (RTO), or the maximum tolerable business application downtime

These requirements are defined by the kind of application used and the nature of your business data. The
RPO and the RTO might differ if you are protecting against failures at a single Azure region. They might also
differ if you are preparing for catastrophic disasters such as the loss of a complete Azure region. It is important
to evaluate the business requirements that define the RPO and RTO, because these requirements have a
significant impact on the technical options that are available.
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High availability

The infrastructure for SAP HANA, such as virtual machines, network, and storage, must have redundant
components to make sure that there is no single point of failure. MS Azure provides redundancy for the
different infrastructure components.

To provide high availability on the compute and application side, standby SAP HANA hosts can be configured
for built-in high availability with an SAP HANA multiple-host system. If a server or an SAP HANA service fails,
the SAP HANA service fails over to the standby host, which causes application downtime.

If application downtime is not acceptable in the case of server or application failure, you can also use SAP
HANA system replication as a high-availability solution that enables failover in a very short time frame. SAP
customers use HANA system replication not only to address high availability for unplanned failures, but also to
minimize downtime for planned operations, such as HANA software upgrades.

Logical corruption

Logical corruption can be caused by software errors, human errors, or sabotage. Unfortunately, logical
corruption often cannot be addressed with standard high-availability and disaster recovery solutions. As a
result, depending on the layer, application, file system, or storage where the logical corruption occurred, RTO
and RPO requirements can sometimes not be fulfilled.

The worst case is a logical corruption in an SAP application. SAP applications often operate in a landscape in
which different applications communicate with each other and exchange data. Therefore, restoring and
recovering an SAP system in which a logical corruption has occurred is not the recommended approach.
Restoring the system to a point in time before the corruption occurred results in data loss, so the RPO
becomes larger than zero. Also, the SAP landscape would no longer be in sync and would require additional
postprocessing.

Instead of restoring the SAP system, the better approach is to try to fix the logical error within the system, by
analyzing the problem in a separate repair system. Root cause analysis requires the involvement of the
business process and application owner. For this scenario, you create a repair system (a clone of the
production system) based on data stored before the logical corruption occurred. Within the repair system, the
required data can be exported and imported to the production system. With this approach, the productive
system does not need to be stopped, and, in the best-case scenario, no data or only a small fraction of data is
lost.

The required steps to setup a repair system are identical to a disaster recovery testing scenario
described in this document. The described disaster recovery solution can therefore easily be
extended to address logical corruption as well.

Backups

Backups are created to enable restore and recovery from different point-in-time datasets. Typically, these
backups are kept for a couple of days to a few weeks.

Depending on the kind of corruption, restore and recovery can be performed with or without data loss. If the
RPO must be zero, even when the primary and backup storage is lost, backup must be combined with
synchronous data replication.

The RTO for restore and recovery is defined by the required restore time, the recovery time (including
database start), and the loading of data into memory. For large databases and traditional backup approaches,
the RTO can easily be several hours, which might not be acceptable. To achieve very low RTO values, a
backup must be combined with a hot-standby solution, which includes preloading data into memory.
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In contrast, a backup solution must address logical corruption, because data replication solutions cannot cover
all kinds of logical corruption.

Synchronous or asynchronous data replication

The RPO primarily determines which data replication method you should use. If the RPO must be zero, even
when the primary and backup storage is lost, the data must be replicated synchronously. However, there are
technical limitations for synchronous replication, such as the distance between two Azure regions. In most
cases, synchronous replication is not appropriate for distances greater than 100km due to latency, and
therefore this is not an option for data replication between Azure regions.

If a larger RPO is acceptable, asynchronous replication can be used over large distances. The RPO in this
case is defined by the replication frequency.

HANA system replication with or without data preload

The startup time for an SAP HANA database is much longer than that of traditional databases because a large
amount of data must be loaded into memory before the database can provide the expected performance.
Therefore, a significant part of the RTO is the time needed to start the database. With any storage-based
replication as well as with HANA System Replication without data preload, the SAP HANA database must be
started in case of failover to the disaster recovery site.

SAP HANA system replication offers an operation mode in which the data is preloaded and continuously
updated at the secondary host. This mode enables very low RTO values, but it also requires a dedicated
server that is only used to receive the replication data from the source system.

Disaster recovery solution comparison

A comprehensive disaster recovery solution must enable customers to recover from a
complete failure of the primary site. Therefore, data must be transferred to a secondary
site, and a complete infrastructure is necessary to run the required production SAP HANA
systems in case of a site failure. Depending on the availability requirements of the
application and the kind of disaster you want to be protected from, a two-site or three-site
disaster recovery solution must be considered.

The following figure shows a typical configuration in which the data is replicated synchronously within the same
Azure region into a second availability zone. The short distance allows you to replicate the data synchronously
to achieve an RPO of zero (typically used to provide HA).

In addition, data is also replicated asynchronously to a secondary region to be protected from disasters, when
the primary region is affected. The minimum achievable RPO depends on the data replication frequency, which
is limited by the available bandwidth between the primary and the secondary region. A typical minimal RPO is
in the range of 20 minutes to multiple hours.

This document discusses different implementation options of a two- region disaster recovery solution.
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Replication
RPO > 20min

A J

SAP HANA System Replication

SAP HANA System Replication works at the database layer. The solution is based on an additional SAP HANA
system at the disaster recovery site that receives the changes from the primary system. This secondary
system must be identical to the primary system.

SAP HANA System Replication can be operated in one of two modes:

» With data preloaded into memory and a dedicated server at the disaster recovery site:
o The server is used exclusively as an SAP HANA System Replication secondary host.

> Very low RTO values can be achieved because the data is already loaded into memory and no
database start is required in case of a failover.

« Without data preloaded into memory and a shared server at the disaster recovery site:
o The server is shared as an SAP HANA System Replication secondary and as a dev/test system.
o RTO depends mainly on the time required to start the database and load the data into memory.

For a full description of all configuration options and replication scenarios, see the SAP HANA Administration
Guide.

The following figure shows the setup of a two-region disaster recovery solution with SAP HANA System
Replication. Synchronous replication with data preloaded into memory is used for local HA in the same Azure
region, but in different availability zones. Asynchronous replication without data preloaded is configured for the
remote disaster recovery region.

The following figure depicts SAP HANA System Replication.
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SAP HANA System Replication with data preloaded into memory

Very low RTO values with SAP HANA can be achieved only with SAP HANA System Replication with data
preloaded into memory. Operating SAP HANA System Replication with a dedicated secondary server at the
disaster recovery site allows an RTO value of approximately 1 minute or less. The replicated data is received
and preloaded into memory at the secondary system. Because of this low failover time, SAP HANA System
Replication is also often used for near-zero-downtime maintenance operations, such as HANA software
upgrades.

Typically, SAP HANA System Replication is configured to replicate synchronously when data preload is
chosen. The maximum supported distance for synchronous replication is in the range of 100km.

SAP System Replication without data preloaded into memory

For less stringent RTO requirements, you can use SAP HANA System Replication without data preloaded. In
this operational mode, the data at the disaster recovery region is not loaded into memory. The server at the DR
region is still used to process SAP HANA System Replication running all the required SAP HANA processes.
However, most of the server’s memory is available to run other services, such as SAP HANA dev/test systems.

In the event of a disaster, the dev/test system must be shut down, failover must be initiated, and the data must
be loaded into memory. The RTO of this cold standby approach depends on the size of the database and the
read throughput during the load of the row and column store. With the assumption that the data is read with a
throughput of 1000MBps, loading 1TB of data should take approximately 18 minutes.

SAP HANA disaster recovery with ANF Cross-Region Replication

ANF Cross-Region Replication is built into ANF as a disaster recovery solution using asynchronous data
replication. ANF Cross-Region Replication is configured through a data protection relationship between two
ANF volumes on a primary and a secondary Azure region. ANF Cross-Region Replication updates the
secondary volume by using efficient block delta replications. Update schedules can be defined during the
replication configuration.

The following figure shows a two- region disaster recovery solution example, using ANF Cross- Region

Replication. In this example the HANA system is protected with HANA System Replication within the primary
region as discussed in the previous chapter. The replication to a secondary region is performed using ANF
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cross region replication. The RPO is defined by the replication schedule and replication options.

The RTO depends mainly on the time needed to start the HANA database at the disaster recovery site and to
load the data into memory. With the assumption that the data is read with a throughput of 1000MB/s, loading
1TB of data would take approximately 18 minutes. Depending on the replication configuration, forward
recovery is required as well and will add to the total RTO value.

More details on the different configuration options are provided in chapter Configuration options for cross
region replication with SAP HANA.

The servers at the disaster recovery sites can be used as dev/test systems during normal operation. In case of
a disaster, the dev/test systems must be shut down and started as DR production servers.

ANF Cross-Region Replication allows you to test the DR workflow without impacting the RPO and RTO. This is
accomplished by creating volume clones and attaching them to the DR testing server.

Primary Region Secondary Region

Availabilty Zone 1 Availabilty Zone 2

Devi/test
during normal DR """"
operation | Testing |
SAP HANA System Replication i

Synchronous
with preload into memory

ANF Cross Region Replication

—w Prod.
]

[

RPO=0
RTO ~ 1 min

RPO > 20 min
RTO ~ Cold database start

Summary of disaster recovery solutions

The following table compares the disaster recovery solutions discussed in this section and highlights the most
important indicators.

The key findings are as follows:

« If a very low RTO is required, SAP HANA System Replication with preload into memory is the only option.

o A dedicated server is required at the DR site to receive the replicated data and load the data into
memory.

+ In addition, storage replication is needed for the data that resides outside of the database (for example
shared files, interfaces, and so on).

* If RTO/RPO requirements are less strict, ANF Cross-Region Replication can also be used to:
o Combine database and nondatabase data replication.
o Cover additional use cases such as disaster recovery testing and dev/test refresh.

> With storage replication the server at the DR site can be used as a QA or test system during normal
operation.
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* A combination of SAP HANA System Replication as an HA solution with RPO=0 with storage replication for
long distance makes sense to address the different requirements.

The following table provides a comparison of disaster recovery solutions.

RTO

RPO

Servers at DR site can be
used for dev/test

Replication of
nondatabase data

DR data can be used for
refresh of dev/test
systems

DR testing without
affecting RTO and RPO

Storage replication
Cross-region replication

Low to medium,
depending on database
startup time and forward
recovery

RPO > 20min
asynchronous replication

Yes

Yes

Yes

Yes

SAP HANA system replication

With data preload
Very low

RPO > 20min
asynchronous replication
RPO=0 synchronous
replication

No

No

No

No

ANF Cross-Region Replication with SAP HANA

ANF Cross-Region Replication with SAP HANA

Without data preload

Low to medium,
depending on database
startup time

RPO > 20min
asynchronous replication
RPO=0 synchronous
replication

Yes

No

No

No

Application agnostic information on Cross-Region Replication can be found at Azure
NetApp Files documentation | Microsoft Docs in the concepts and how- to guide sections.

Configuration options for Cross-Region Replication with SAP HANA

The following figure shows the volume replication relationships for an SAP HANA system
using ANF Cross-Region Replication. With ANF Cross-Region Replication, the HANA
data and the HANA shared volume must be replicated. If only the HANA data volume is
replicated, typical RPO values are in the range of one day. If lower RPO values are
required, the HANA log backups must be also replicated for forward recovery.

®
®

HANA shared volume.
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The term “log backup” used in this document includes the log backup and the HANA backup
catalog backup. The HANA backup catalog is required to execute forward recovery operations.

The following description and the lab setup focus on the HANA database. Other shared files, for
example the SAP transport directory would be protected and replicated in the same way as the


https://docs.microsoft.com/en-us/azure/azure-netapp-files/
https://docs.microsoft.com/en-us/azure/azure-netapp-files/

To enable HANA save-point recovery or forward recovery using the log backups, application-consistent data
Snapshot backups must be created at the primary site for the HANA data volume. This can be done for
example with the ANF backup tool AzAcSnap (see also What is Azure Application Consistent Snapshot tool for
Azure NetApp Files | Microsoft Docs). The Snapshot backups created at the primary site are then replicated to
the DR site.

In the case of a disaster failover, the replication relationship must be broken, the volumes must be mounted to
the DR production server, and the HANA database must be recovered, either to the last HANA save point or
with forward recovery using the replicated log backups. The chapter Disaster recovery failover, describes the
required steps.

The following figure depicts the HANA configuration options for cross-region replication.

ANF Cross Region Replication for

= * Data volume
HANA shared volume
Log backup volume

Application
consistent HANA

Snapshot
backups.

v

Shared Shared

Optional log

backup replication
to reduce RPO.

Log Log

Backup

Backup

With the current version of Cross-Region Replication, only fixed schedules can be selected, and the actual
replication update time cannot be defined by the user. Available schedules are daily, hourly and every 10
minutes. Using these schedule options, two different configurations make sense depending on the RPO
requirements: data volume replication without log backup replication and log backup replication with different
schedules, either hourly or every 10 minutes. The lowest achievable RPO is around 20 minutes. The following
table summarizes the configuration options and the resulting RPO and RTO values.

Data volume replication Data and log backup Data and log backup
volume replication volume replication
CRR schedule data Daily Daily Daily
volume
CRR schedule log backup n/a Hourly 10 min
volume
Max RPO 24 hours + Snapshot 1 hour 2 x 10 min
schedule (e.g., 6 hours)
Max RTO Primarily defined by HANA startup time + HANA startup time +
HANA startup time recovery time recovery time
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Data volume replication Data and log backup Data and log backup

volume replication volume replication

Forward recovery NA Logs for the last 24 hours Logs for the last 24 hours
+ Snapshot schedule + Snapshot schedule
(e.g., 6 hours) (e.g., 6 hours)

Requirements and best practices

Microsoft Azure does not guarantee the availability of a specific virtual machine (VM) type
upon creation or when starting a deallocated VM. Specifically, in case of a region failure,
many clients might require additional VMs at the disaster recovery region. It is therefore
recommended to actively use a VM with the required size for disaster failover as a test or
QA system at the disaster recovery region to have the required VM type allocated.

For cost optimization it makes sense to use an ANF capacity pool with a lower performance tier during normal
operation. The data replication does not require high performance and could therefore use a capacity pool with
a standard performance tier. For disaster recovery testing, or if a disaster failover is required, the volumes must
be moved to a capacity pool with a high-performance tier.

If a second capacity pool is not an option, the replication target volumes should be configured based on
capacity requirements and not on performance requirements during normal operations. The quota or the
throughput (for manual QoS) can then be adapted for disaster recovery testing in the case of disaster failover.

Further information can be found at Requirements and considerations for using Azure NetApp Files volume
cross-region replication | Microsoft Docs.

Lab setup

Solution validation has been performed with an SAP HANA single-host system. The
Microsoft AzAcSnap Snapshot backup tool for ANF has been used to configure HANA
application-consistent Snapshot backups. A daily data volume, hourly log backup, and
shared volume replication were all configured. Disaster recover testing and failover was
validated with a save point as well as with forward recovery operations.

The following software versions have been used in the lab setup:

 Single host SAP HANA 2.0 SPS5 system with a single tenant
* SUSE SLES for SAP 15 SP1
* AzAcSnap 5.0

A single capacity pool with manual QoS has been configured at the DR site.

The following figure depicts the lab setup.
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Snapshot backup configuration with AzAcSnap

At the primary site, AzZAcSnap was configured to create application-consistent Snapshot backups of the HANA
system PR1. These Snapshot backups are available at the ANF data volume of the PR1 HANA system, and
they are also registered in the SAP HANA backup catalog, as shown in the following two figures. Snapshot
backups were scheduled for every 4 hours.

With the replication of the data volume using ANF Cross-Region Replication, these Snapshot backups are
replicated to the disaster recovery site and can be used to recover the HANA database.

The following figure shows the Snapshot backups of the HANA data volume.

1-data-mnt00001)

1y PR1-data-mnt00001 (saponanf/sap-pool1/PR1-data-mnt00001) | Snapshots X
S Volume
|/"3 Search (Ctrl+/) | L4 T~ Add snapshot O Refresh
B overview
| P search snapshots
Activity log .

Name T.  Location T4 Created Ty
PR Access control (JAM) R

L@L azacsnap__2021-02-12T145015-17995552 East US 02/12/2021, 03:49:48 PM
¢ Tags —_—

LCBJ azacsnap__2021-02-12T145227-1245630Z East LS 02/12/2021, 03:51:24 FM
settings (D) azacsnap_2021-02-12T145828-38634427 East US 02/12/2021, 03:58:01 PM
1I! Properties vy
I p L@ azacsnap__2021-02-16T134021-94312307 East LS 02/16/2021, 02:36:18 FM
B Locks (D) azacsnap_2021-02-16T134817-62841602 East US 02/16/2021, 02:48:55 PM
Storage service :@: azacsnap__2021-02-16T135737-37785467 East LS 02/16/2021, 02:56:32 FM
@ Mount instructions (D) azacsnap_2021-02-16T160002-13546542 East US 02/16/2021, 04:59:40 PM
= export policy () azacsnap_2021-02-18T200002-07903397 Fast US 02/16/2021, 08:50:42 PM
{0 snapshots (D azacsnap_2021-02-17T000002-17538592 East US 02/17/2021, 12:59:32 AM
) Replication () azacsnap_2021-02-17T040001-54548087 Fast US 02/17/2021, 04:50:31 AM

. :@3 azacsnap__2021-02-17T080002-29336112 East US 02/17/2021, 08:59:40 AM
Monitoring
Wl Metrics
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The following figure shows the SAP HANA backup catalog.

n-prl Instance: 01 Connected User: SYSTEM Systern Usage: Custom System - SAP HANA Studic = [m] x
Help
o Q iml|®
SYSTEMDB@PAR] .. &, Backup SYSTE... £ SYSTEMDB@PRI .. [ SYSTEMDB@PR1 B s¥sTEMDB@PRI & Backup SYSTE.. 53 fhu SYSTEMDB@PR ... i SYSTEMDB@PR ... 4 SYSTEMDB@PR ... = 0
&, Backup SYSTEMDB®@PR1 (SYSTEM) PR1 SystemDB Last Update:8:07:38 AM o | (] | [
Ovenview | Configuration |Backup Catalog |
Backup Catalog Backup Details
Database: | SYSTEMDE . I e
Status: Successful
[Show Log Backups [ ] Show Delta Backups Backup Type: Data Backup
Destination Type: Snapshot
Status  Sterted Duration Size Backup Type  Destinatio... —_— Feb 12, 2021 250:15 PM (UTC)
=] Feb 17,2021 8:00:02..  00h 00m 425 31368 DataBeckup  Snapshot Finished: Feb 12, 2021 2:50:48 PM (UTC)
=] Feb 17,2021 400:01 ..  00h 00m 355 313GB DataBackup  Snapshot Duration: 00k 00m 325
a Feb 17,2021 1200:0..  00h00m 36s 3.13GB DataBackup  Snapshot Sires 11308
5] Feb 16,2021 3:00:02...  00h 00m 34s 212GB DataBackup  Snapshot T -
=] Feb 16,2021 400:02..  00h 00m 38s 31368 DataBackup  Snapshot System ID:
[a] Feb 16, 2021 1:57:37..  00h 00m 325 31368 DataBackup  Snapshot "
5] Feb16,2021 1:49:17... O0hO0m32s  3.13GB DataBackup  Snapshot ¢ STopshot prefix sescsrap Gisiiziiesy
a Feb 16, 2021 1:40:22 ... 00h 00m 34s 3.13GB  Data Backup Snapshot
-] Feb 12,2021 2:58:28...  00h 00m 325 31368 DataBeckup  Snapshot Additional Information: | < gl
=] Feb12,20212:52:27..  00h 00m 325 313GB DataBackup  Snapshot
(5] Feb 12,2021 2:50:15...  00h00m 325 31368 DataBackup  Snapshot
Location: /hana/data/PR1/mnt00001/ ‘
Host Service Size Name Source... EBID
wm-pri nameserver 313GB  hdb00DOT velume  azacsnap_2021-02-12T14501...

Configuration steps for ANF Cross-Region Replication

A few preparation steps must be performed at the disaster recovery site before volume
replication can be configured.

* A NetApp account must be available and configured with the same Azure subscription as the source.
* A capacity pool must be available and configured using the above NetApp account.

 Avirtual network must be available and configured.

» Within the virtual network, a delegated subnet must be available and configured for use with ANF.

Protection volumes can now be created for the HANA data, the HANA shared and the HANA log backup
volume. The following table shows the configured destination volumes in our lab setup.

To achieve the best latency, the volumes must be placed close to the VMs that run the SAP
HANA in case of a disaster failover. Therefore, the same pinning process is required for the DR
volumes as for any other SAP HANA production system.

HANA volume Source Destination Replication schedule
HANA data volume PR1-data-mnt00001 PR1-data-mnt00001-sm-  Daily
dest
HANA shared volume PR1-shared PR1-shared-sm-dest Hourly
HANA log/catalog backup hanabackup hanabackup-sm-dest Hourly
volume

For each volume, the following steps must be performed:

1. Create a new protection volume at the DR site:

a. Provide the volume name, capacity pool, quota, and network information.
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b. Provide the protocol and volume access information.
c. Provide the source volume ID and a replication schedule.
d. Create a target volume.

2. Authorize replication at the source volume.

> Provide the target volume ID.
The following screenshots show the configuration steps in detail.

At the disaster recovery site, a new protection volume is created by selecting volumes and clicking Add Data
Replication. Within the Basics tab, you must provide the volume name, capacity pool and network information.

The quota of the volume can be set based on capacity requirements, because volume
@ performance does not have an effect on the replication process. In the case of a disaster
recovery failover, the quota must be adjusted to fulfill the real performance requirements.

If the capacity pool has been configured with manual QoS, you can configure the throughput in
addition to the capacity requirements. Same as above, you can configure the throughput with a
low value during normal operation and increase it in case of a disaster recovery failover.
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Create a new protection volume

Basics Protocol

Replication

Tags Review + create

This page will help you create an Azure Netipp Files volume in your subscription and enable you to access the volume from
within your virtual network. Learn more about Azure Metfpp Files

Volume details

Volume name *
Capacity pool * (0

Available quota (GIB) &
Quota (GIB) * o)

Virtual network * (&)
Delegated subnet * (0

Show advanced section

Review + create

In the Protocol tab, you must provide the network protocol, the network path, and the export policy.

@ The protocol must be the same as the protocol used for the source volume.
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Create a new protection volume

Basics Protocol Replication Tags Review + create

Configure access to your volume,

Access

Protocol type (® nrs (O sme () Dual-protocal (NFSv3 and SMB)

Configuration

Filepath* @ | PR1-data-mnt00001-sm-dest \
Versions * ‘ MNFSv4.1 S ‘
Kerberos (O Enabled (®) Disabled

Export policy

Configure the volume’s export policy, This can be edited later. Learn more

Move up Movedown T Movetotop <+ Movetobottom [ Delete
index Allowed clients Access Root Access
® | 0.0.00/0 || Readmwriite || on v
| | V| v

| < Previous || Mext : Replication = ‘

Within the Replication tab, you must configure the source volume ID and the replication schedule. For data

volume replication, we configured a daily replication schedule for our lab setup.

@ The source volume ID can be copied from the Properties screen of the source volume.

aew
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Create a new protection volume

Basics Protocol Replication  Tags Review + create
Source volume ID (D | fsubscriptions/28cfc403-f3f8-4007-9847-4eb 161092870/ resourceGroups,/rg... /|
Replication schedule () | Draily et |

Every 10 minutes
Hourly

Daily

| < Previous | | MNext : Tags =

As a final step, you must authorize replication at the source volume by providing the ID of the target volume.

@ You can copy the destination volume ID from the Properties screen of the destination volume.
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Storage service

@ Mount instructions
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1@, Snapshets

T Replication

The same steps must be performed for the HANA shared and the log backup volume.

Monitoring ANF Cross-Region Replication

The following three screenshots show the replication status for the data, log backup, and
shared volumes.

The volume replication lag time is a useful value to understand RPO expectations. For example, the log
backup volume replication shows a maximum lag time of 58 minutes, which means that the maximum RPO
has the same value.

The transfer duration and transfer size provide valuable information on bandwidth requirements and change
the rate of the replicated volume.

The following screenshot shows the replication status of HANA data volume.
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The following screenshot shows the replication status of HANA log backup volume.
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The following screenshot shows the replication status of HANA shared volume.
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me > Azure NetApp Files » dr-saponanf » PR1-shared-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-shared-sm-dest)

D PR1-shared-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-shared-sm-dest) | Replication

Volume

|2 search (ctri+) « & edit &7 Breakpeering [ Delete () mefresh
5 Overview
B sy Volume replication lag time & lsvolume replication transferring 5 Volume replication progress &
| Activity log
B Access control (1AM) 100
32min i
¢ Tags
208
Settings 708
I e s8
roperties
E 508
B Locks B -
0 308
Storage service s
208
© Mount instructions
102
&l Export policy o
1 snapshots =5y Feb 73 &AM 12 8 s Fab 23 5 an Feb 23 &AM
s Volume replicain lag time (4vg) ek e i (N Y
o Replication por p-pool-pr /prl-shared-sm-de o p-pook-premiuny/pri-shared-sm-des: dr-saponant/dr-sap-poal-premaum/pri-shared-sm-dest
29.45 i 0
Monitoring
FYTe Volume replication last transfer duration Volume replication last transfer size Volume replication total transfer
il Metrics
Automation

8. Tasks (preview)

5 Exporttemplate

48
3+ 10sec
Support + troubleshooting s
P 256
A New support request o
3670
o 03
6 Feb23 s AM 12 550 Feb2s 6AM 125M 6P Feb23 6 AM
| Voime replication tast wranser dration (Avg) Violume replication last transfer size (Avg) | Votume replication tatal ransfer (2vg)
1279 A 5.96 e

Replicated snapshot backups

With each replication update from the source to the target volume, all block changes that happened between
the last and the current update are replicated to the target volume. This also includes the snapshots, which
have been created at the source volume. The following screenshot shows the snapshots available at the target
volume. As already discussed, each of the snapshots created by the AzAcSnap tool are application-consistent
images of the HANA database that can be used to execute either a savepoint or a forward recovery.

Within the source and the target volume, SnapMirror Snapshot copies are created as well, which

@ are used for resync and replication update operations. These Snapshot copies are not
application consistent from the HANA database perspective; only the application-consistent
snapshots created via AzaCSnap can be used for HANA recovery operations.
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me > Azure NetApp Files > dr-saponanf > PR1-data-mnt0001-sm-dest (dr-saponant/dr-sap-pool-premium,/PR1-data-mnt0001-sm-dest)

71y PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-data-mnt0001-sm-dest) | Snapshots X
S volume
P Search (Ctrl+/) « { Addsnapshot () Refresh
B overview
_ P Search snapshots
@ Activity log
Name Ty Location Ty Created Ty
P, Access control (IAM) =
(@] czacsnap_2021-02-18T120002-2150721Z West US 02/18/2021, 01:00:05 PM
@ Tags
T azacsnap_2021-02-18T160002-1442691Z West US 02/18/2021, 05:00:49 PM
Settinigs 1T, azacsnap_2021-02-18T200002-07586372 West US 02/18/2021, 09:00:05 PM
I Properties D), aracsnap__2021-02-19T000002-0039686Z West US 02/19/2021, 01:00:05 AM
B Locks zacsnap_2021-02-19T040001-87737482 West US 02/19/2021, 05:00:06 AN

Storage service zacsnap_2021-02-19T080001-5198553Z WestUS 02/19/2021, 0%:00:05 AM

© Mount instructions zacsnap_2021-02-19T120002-14953227 West US 02/19/2021, 01:00:06 PM
= export policy zacsnap_2021-02-19T160002-36986787 West US 02/19/2021, 05:00:05 PM

10 snapshots zacsnap_2021-02-22T120002-31453987 West US 02/22/2021, 01:00:06 PM

D Replication imorbleBedsd-T114-11eb-b147-d03%eale21 16 2155791247,2021-02-22 143158 West US 02/22/2021, 03:32:00 PM
o zacsnap_2021-02-22T160002-01446472 West US 02/22/2021, 05:00:05 PM
onitoring
= zacsnap_2021-02-22T200002-06495812 West US 02/22/2021, 03:00:05 P
fifl Metrics
(D), szacsnap_2021-02-237000002-0311379Z West US 02/23/2021, 01:00:05 AM
Automation ) 3
18] snapmirrorb1eBe480-7114-11eb-b147-d03%eate211e_2155791247.2021-02-23 001000 WestUS 02/23/2021, 01:10:00 AM

5. Tasks (preview)
3 Export template
support + troubleshooting

2 New support request

Disaster recovery testing

Disaster Recovery Testing

To implement an effective disaster recovery strategy, you must test the required workflow.
Testing demonstrates whether the strategy works and whether the internal documentation
is sufficient, and it also allows administrators to train on the required procedures.

ANF Cross-Region Replication enables disaster recovery testing without putting RTO and RPO at risk.
Disaster recovery testing can be done without interrupting data replication.

The disaster recovery testing workflow leverages the ANF feature set to create new volumes based on existing
Snapshot backups at the disaster recovery target. See How Azure NetApp Files snapshots work | Microsoft
Docs.

Depending on whether log backup replication is part of the disaster recovery setup or not, the steps for disaster
recovery are slightly different. This section describes the disaster recovery testing for data-backup-only
replication as well as for data volume replication combined with log backup volume replication.

To perform disaster recovery testing, complete the following steps:

1. Prepare the target host.
2. Create new volumes based on Snapshot backups at the disaster recovery site.
3. Mount the new volumes at the target host.
4. Recover the HANA database.
o Data volume recovery only.

o Forward recovery using replicated log backups.

The following subsections describe these steps in detail.
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Prepare the target host

This section describes the preparation steps required at the server that is used for
disaster recovery failover testing.

During normal operation, the target host is typically used for other purposes, for example as a HANA QA or test
system. Therefore, most of these steps must be run when disaster failover testing is performed. On the other
hand, the relevant configuration files, like /etc/fstab and /usr/sap/sapservices, can be prepared and
then put into production by simply copying the configuration file. The disaster recovery testing procedure
ensures that the relevant prepared configuration files are configured correctly.

The target host preparation also includes shutting down the HANA QA or test system, as well as stopping all
services using systemctl stop sapinit.

Target server host name and IP address

The host name of the target server must be identical to the host name of the source system. The IP address
can be different.

Proper fencing of the target server must be established so that it cannot communicate with other
@ systems. If proper fencing is not in place, then the cloned production system might exchange
data with other production systems, resulting in logically corrupted data.

Install required software

The SAP host agent software must be installed at the target server. For more information, see the SAP Host
Agent at the SAP help portal.

@ If the host is used as a HANA QA or test system, the SAP host agent software is already
installed.
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Configure users, ports, and SAP services

The required users and groups for the SAP HANA database must be available at the target server. Typically,
central user management is used; therefore, no configuration steps are necessary at the target server. The
required ports for the HANA database must be configured at the target hosts. The configuration can be copied
from the source system by copying the /etc/services file to the target server.

The required SAP services entries must be available at the target host. The configuration can be copied from
the source system by copying the /usr/sap/sapservices file to the target server. The following output
shows the required entries for the SAP HANA database used in the lab setup.

vm-prl:~ # cat /usr/sap/sapservices

#!/bin/sh

LD LIBRARY PATH=/usr/sap/PR1/HDB0l/exe:$LD LIBRARY PATH;export
LD LIBRARY PATH;/usr/sap/PR1/HDB0l/exe/sapstartsrv
pf=/usr/sap/PR1/SY¥YS/profile/PR1 HDBOl vm-prl -D -u prladm
limit.descriptors=1048576

Prepare HANA log volume

Because the HANA log volume is not part of the replication, an empty log volume must exist at the target host.
The log volume must include the same subdirectories as the source HANA system.

vm-prl:~ # 1s -al /hana/log/PR1/mnt00001/
total 16
drwxrwxrwx root root 4096 Feb 19 16:20

root root 22 Feb 18 13:38 ..

prladm sapsys 4096 Feb 22 10:25 hdb00001
prladm sapsys 4096 Feb 22 10:25 hdb00002.00003

prladm sapsys 4096 Feb 22 10:25 hdb00003.00003

drwxr—-xr-x
drwxr—-xr—--

drwxr—-xr—-

N NN W ol

drwxr—-xr—-—

vm-prl:~ #

Prepare log backup volume

Because the source system is configured with a separate volume for the HANA log backups, a log backup
volume must also be available at the target host. A volume for the log backups must be configured and
mounted at the target host.

If log backup volume replication is part of the disaster recovery setup, a new volume based on a snapshot is
mounted at the target host, and it is not necessary to prepare an additional log backup volume.

Prepare file system mounts

The following table shows the naming conventions used in the lab setup. The volume names of the new
volumes at the disaster recovery site are included in /etc/fstab. These volume names are used in the
volume creation step in the next section.
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HANA PR1 volumes New volume and subdirectories Mount point at target host
at disaster recovery site

Data volume PR1-data-mnt00001-sm-dest-clone /hana/data/PR1/mnt00001
Shared volume PR1-shared-sm-dest-clone/shared /hana/shared
PR1-shared-sm-dest-clone/usr-sap- /usr/sap/PR1
PR1
Log backup volume hanabackup-sm-dest-clone /hanabackup

@ The mount points listed in this table must be created at the target host.

Here are the required /etc/fstab entries.

vm-prl:~ # cat /etc/fstab

# HANA ANF DB Mounts

10.0.2.4:/PRl1-data-mnt00001-sm-dest-clone /hana/data/PR1/mnt00001 nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 O

10.0.2.4:/PR1-1og-mnt00001-dr /hana/log/PR1/mnt00001 nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 0

# HANA ANF Shared Mounts

10.0.2.4:/PR1-shared-sm-dest-clone/hana-shared /hana/shared nfs
rw,vers=4,minorversion=1,hard, timeo=600, rsize=262144,wsize=262144,1intr, noa
time,lock, netdev,sec=sys 0 0
10.0.2.4:/PRl-shared-sm-dest-clone/usr-sap-PR1 /usr/sap/PR1 nfs
rw,vers=4,minorversion=1,hard, timeo=600, rsize=262144,wsize=262144,1intr, noa
time,lock, netdev,sec=sys 0 0

# HANA file and log backup destination

10.0.2.4:/hanabackup-sm-dest-clone /hanabackup nfs

rw,vers=3,hard, timeo=600,rsize=262144,wsize=262144,nconnect=8,bg,noatime, n
olock 0 0

Create new volumes based on snapshot backups at the disaster recovery site

Depending on the disaster recovery setup (with or without log backup replication), two or
three new volumes based on snapshot backups must be created. In both cases, a new
volume of the data and the HANA shared volume must be created.

A new volume of the log backup volume must be created if the log backup data is also replicated. In our
example, data and the log backup volume have been replicated to the disaster recovery site. The following
steps use the Azure Portal.

1. One of the application-consistent snapshot backups is selected as a source for the new volume of the

HANA data volume. Restore to New Volume is selected to create a new volume based on the snapshot
backup.
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2. The new volume name and quota must be provided in the user interface.
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» PR1-data-mnt00001-sm-dest (dr-saponanf/dr-sap-

]
Volume

|,D Search (Cirl+/) ‘ «

-+ Add snapshot

pool1/PR1-data-mnt00001-sm-dest)

O Refresh

1y PR1-data-mnt00001-sm-dest (dr-saponanf/dr-sap-pool1/PR1-data-mnt00001-sm-dest) | Snapshots

5 overview
‘ P search snapshots
E Activitylog
Name T4 Location T4 Created L
A Access control (IAM) prses
L(D‘ azacsnap__2021-02-16T134021-9431230Z West US 02/16/2021, 02:40:27 PM
L] Tags i
@, azacsnap_2021-02-16T134917-6284160Z West US 02/16/2027, 02:49:20 PM
Settings (L) azacsnap_2021-02-16T135737-3778546Z West US 02/16/2021, 02:57:41 PM
I R
._f Properties :(D-‘, azacsnap__2021-02-16T160002-13545547 West US 02/16/2027, 05:00:05 PM
& Locks (T azacsnap_2021-02-16T200002-0790336Z West US 02/16/2021, 05:00:08 PM
Storage service :(D-“ azacsnap__2021-02-17T000002-17538597 West US 02/17/2027, 01:00:06 AM
@ Mount instructions (T szacsnap_2021-02-17T040001-54548082 West US 02/17/2021, 05:00:05 AM
B Export policy (L) azacsnap_2021-02-17T080002-2933611Z West US 02/17/2021, 09:00:18 AM
U snapshots [@-: snapmirror.b1e8e48d-7114-11eb-b147-d03%ea.. West US 02/17/2021, 12:46:22 PM
M Replication (L) azacsnap_2021-02-17T120001-0196266Z West US 02/17/2021, 01:00:08 PM
= [@-: azacsnap__2021-02-17T160002-2801612Z West US 02/17/2027, 05:00:08 PM
Monitoring E
" :@‘, azacsnap__2021-02-17T200001-9149055Z West US 02/17/2021, 09:00:05 PM
fia Metrics
T 5
. Q azacsnap_ 2021-02-18T000001-7955243Z West US 02/18/2027, 01:00:07 4 ® Restore to new voluma
Automation e R
;.\D. snapmirrorbiededBd-7114-11eb-b147-d03%ea.. West US 02/18/2021, 01:10:00 &

,r;‘. Tasks (preview]
F Export template
Support + troubleshooting

@ New support request

Home > Azure NetApp Files > dr-saponanf > dr-sap-pooll (dr-saponanf/dr-sap-pool1) > PR1-data-mnt00001-sm-dest (d

Create a volume

Basics  Protocol Tags

Review + create

This page will help you create an Azure Netipp Files volume in your subscription and enable you to access the volume from
within your virtual network, Learn more about Azure NetApp Files

Volume details

Volume name *
Restoring from snapshot (&

Available quota (GIB) &

Quota (GIB) * (@

Virtual network (0
Delegated subnet @

Show advanced section

PR1-data-mnt00001-sm-dest-clone Ny
azacsnap__2021-02-18T000001-79552432
2096
205 TIB
300 v
500 GiB
dr-vnet (10.2.0.0/16,10.0.2.0/24) vy
default (10.0.2.0/28) vy

[



3. Within the protocol tab, the file path and export policy are configured.

Home > Azure NetApp Files > dr-saponanf > dr-sap-pooll (dr-saponanf/dr-sap-pooll) » PR1-data-mnt00001-sm-dest (d

Create a volume

Basics Protocol  Tags Review + create

Configure access to your volume.

Access

Protocol type MFS SMB () Dual-protocol (NFSv3 and SMEB)

Configuration

File path* (& | PR1-data-mnt00001-sm-dest-clone

Versions MFSw4.) 3
Kerberos () Enabled (@) Disabled

Export policy

Configure the velume’s export policy. This can be edited later. Learn maore

T Moveup J Movedown T Movetotop <+ Movetobottom [B] Delete

Index Allowed clients Access Root Access

| | 0.0.00/0 | | Readawite || on v e
| | al v

4. The Create and Review screen summarizes the configuration.

287



Home > Azure NetApp Files > dr-saponanf > dr-sap-pooll (dr-saponanf/dr-sap-pool1) > PR1-data-mnt00001-sm-dest (dr-sapon

Create a volume

o Validation passed

Basics Protocol Tags Review + create

Basics

Subscription Pay-As-You-Go

Resource group dr-rg-sap

Region West US

Volume name PR1-data-mnt00007-sm-dest-clone
Capacity pool dr-sap-pocfl

Service level Standard

Quaota 500 GiB

MNetworking

Virtual network dr-vnet (10.2.0.0/16,10.0.2.0/24)
Delegated subnet default (10.0.2.0/28)

Protocol

Protocol NFSv4, 1

File path PR1-data-mntd0001-sm-dest-clone

5. A new volume has now been created based on the HANA snapshot backup.

=} dr-saponanf | Volumes X

MetApp account

P search (Ctrl+)) “« + addvolume - Add data replication (O Refresh

W Overview

‘ P search volumes

Activity log

Name T, Quota Ty Protocoltype Ty Mount path Ty Service level 4 Capacity pool Ty

. Access control IAM)

B hanabackup-sm-dest 1000 GiB NFSV3 10.0.2.4;/hanzbackup-sm-dest  Standard dr-sap-pooli
€ Tags

% PR1-dlata-mnt00001-sm-dest 500 GiB MFSv4.1 10.0.2.4;/PR1-data-mnt00001-s Standard dr-sap-pool .
settings | B PR1-data-mnt00001-sm-gest-clone 500 GiB NFSu4.1 10.02.4,/PR1-data-mnt00001-5 ~Standard dr-sap-poolt v
"
Il properties B Pri-log-mntoooot-dr 250 GiB NFSv4.1 10.0.2.4//PR1-log-mnt00001-dr  Standard dr-sap-poolt
8 Locks % PR1-shared-sm-dest 250 GiB NFSv4.1 10.0.2.4y/PR1-shared-sm-dest  Standard dr-sap-poolt e

Azure NetApp Files

b Active Directory connections
Storage service
T Capacity poals
& volumes
Data protection
[ snapshot policies
Automation
i Tasks (preview)
5 Export template

Support + troubleshooting

B MNew support request
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The same steps must now be performed for the HANA shared and the log backup volume as shown in the
following two screenshots. Since no additional snapshots have been created for the HANA shared and log

backup volume, the newest SnapMirror Snapshot copy must be selected as the source for the new volume.

This is unstructured data, and the SnapMirror Snapshot copy can be used for this use case.

pooll/hanabackup-sm-dest)

1y hanabackup-sm-dest (dr-saponanf/dr-sap-pooll/hanabackup-sm-dest) | Snapshots X
U= volume
‘)-' Search (Ctrl+/) ‘ « = Add snapshat 'T_'P Refresh
5 overview -
= | £ search snapshets
B Activity log — Ty T4y Created ™
Fa, Access control (IAM)
(Y, snapmirrorbieBedsd-7114-11eb-b147-d03%ea.. 02/18/2021, 02:05:00 PM
L I
o LY, snapmirrorblegeasd-7114-11eb-b147-d03%ea- 02/18/2021, 03:05:00 <) Restore to naw volume
Settings
i Properties
B Locks = -
Starage service
@ Mount instructions
L Export policy
3 Snapshots
@ Replication
The following screenshot shows the HANA shared volume restored to new volume.
oool1/PR1-shared-sm-dest)
1y PR1-shared-sm-dest (dr-saponanf/dr-sap-pool1/PR1-shared-sm-dest) | Snapshots X
S volume
‘ Search (Ctrl+/) | « = Add snapshot () Refresh
::: Overview

‘ X saarch snapshots

E Activity log
Name Ty

9;1 Access control (IAM)

{5 snapmirrorblesedsd-7114-11eb-b147-d030ez--

¢ Tags =
Settings

I' properties

ﬂ Locks

Storage service

@ Mountinstructions

5T Expart policy

15 Snapshets

[D Replication

CLJ: snapmirror.ble8e48d-7114-11eb-b147-d039%ea-

Ty Created A

02/18/2021, 02:05:00 PM

CE0et el 1) Restore to new volume

@ If a capacity pool with a low performance tier has been used, the volumes must now be moved

to a capacity pool that provides the required performance.

All three new volumes are now available and can be mounted at the target host.

Mount the new volumes at the target host

The new volumes can now be mounted at the target host, based on the /etc/fstab file

created before.
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vm-prl:~ # mount -a

The following output shows the required file systems.

vmm-prl:/hana/data/PR1/mnt00001/hdb00001 # df
Filesystem
Available Use% Mounted on

devtmpfs

8190336 1% /dev

tmpfs

12313116 0% /dev/shm
tmpfs

8191452 % /run

tmpfs

8208744 0% /sys/fs/cgroup
/dev/sda4

27428684 9% /
/dev/sda3

936816 10% /boot
/dev/sda?2

522936 1% /boot/efi
/dev/sdbl

31151560 1% /mnt

tmpfs

1641748 % /run/user/0

10.0.2.4:/PR1-1og-mnt00001-dr

107374182144 1% /hana/log/PR1/mnt00001
10.0.2.4:/PRl1-data-mnt00001-sm-dest-clone
107370353920 1% /hana/data/PR1/mnt00001
10.0.2.4:/PRl1-shared-sm-dest-clone/hana-shared
107365844224 1% /hana/shared
10.0.2.4:/PRl-shared-sm-dest-clone/usr-sap-PR1
107365844224 1% /usr/sap/PR1
10.0.2.4:/hanabackup-sm-dest-clone
107344135680 1% /hanabackup

HANA database recovery

1K-blocks

8190344

12313116

8208744

8208744

29866736

1038336

524008

32894736

1641748

107374182400

107377026560

107377048320

107377048320

107379429120

The following shows the steps for HANA database recovery

Start the required SAP services.

vm-prl:~ # systemctl start sapinit
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1072

49176

256

6672640

11204096

11204096
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The following output shows the required processes.

vm-prl:/ # ps -ef | grep sap

root 23101 1 0 11:29 ? 00:00:00
/usr/sap/hostctrl/exe/saphostexec pf=/usr/sap/hostctrl/exe/host profile
prladm 23191 1 3 11:29 2 00:00:00

/usr/sap/PR1/HDBOl/exe/sapstartsrv
pf=/usr/sap/PR1/SYS/profile/PR1 HDBOl vm-prl -D -u prladm

sapadm 23202 1 5 11:29 2 00:00:00
/usr/sap/hostctrl/exe/sapstartsrv pf=/usr/sap/hostctrl/exe/host profile -D
root 23292 1 0 11:29 2 00:00:00

/usr/sap/hostctrl/exe/saposcol -1 -w60
pf=/usr/sap/hostctrl/exe/host profile
root 23359 2597 0 11:29 pts/1 00:00:00 grep —--color=auto sap

The following subsections describe the recovery process with and without forward recovery using the

replicated log backups. The recovery is executed using the HANA recovery script for the system database and
hdbsgl commands for the tenant database.

Recovery to latest HANA data volume backup savepoint
The recovery to the latest backup savepoint is executed with the following commands as user priadm:

» System database

recoverSys.py ——-command "RECOVER DATA USING SNAPSHOT CLEAR LOG”
» Tenant database

Within hdbsgl: RECOVER DATA FOR PR1 USING SNAPSHOT CLEAR LOG

You can also use HANA Studio or Cockpit to execute the recovery of the system and the tenant database.

The following command output show the recovery execution.

System database recovery
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prladm@vm-prl:/usr/sap/PR1/HDB01> HDBSettings.sh recoverSys.py
—-—command="RECOVER DATA USING SNAPSHOT CLEAR LOG"

[139702869464896, 0.008] >> starting recoverSys (at Fri Feb 19 14:32:16
2021)

[139702869464896, 0.008] args: ()

[139702869464896, 0.009] keys: {'command': 'RECOVER DATA USING SNAPSHOT
CLEAR LOG'}

using logfile /usr/sap/PR1/HDBO1/vm-prl/trace/backup.log

recoverSys started: ============2021-02-19 14:32:16 ============
testing master: vm-prl

vm-prl is master

shutdown database, timeout is 120

stop system

stop system on: vm-prl

stopping system: 2021-02-19 14:32:16

stopped system: 2021-02-19 14:32:16

creating file recoverInstance.sql

restart database

restart master nameserver: 2021-02-19 14:32:21

start system: vm-prl

sapcontrol parameter: ['-function', 'Start']

sapcontrol returned successfully:

2021-02-19T14:32:56+00:00 P0027646 177bab4d610 INFO RECOVERY
RECOVER DATA finished successfully

recoverSys finished successfully: 2021-02-19 14:32:58

[139702869464896, 42.017] O

[139702869464896, 42.017] << ending recoverSys, rc = 0 (RC TEST OK), after
42.009 secs

prladm@vm-prl:/usr/sap/PR1/HDB01>

Tenant database recovery

If a user store key has not been created for the pr1adm user at the source system, a key must be created at
the target system. The database user configured in the key must have privileges to execute tenant recovery
operations.

prladm@vm-prl:/usr/sap/PR1/HDB01> hdbuserstore set PR1IKEY vm-prl:30113
<backup-user> <password>

The tenant recovery is now executed with hdbsq|.
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prladm@vm-prl:/usr/sap/PR1/HDB01> hdbsgl -U PR1KEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands
\g to quit
hdbsgl SYSTEMDB=> RECOVER DATA FOR PR1 USING SNAPSHOT CLEAR LOG
0 rows affected (overall time 66.973089 sec; server time 66.970736 sec)
hdbsgl SYSTEMDB=>

The HANA database is now up and running, and the disaster recovery workflow for the HANA database has
been tested.

Recovery with forward recovery using log/catalog backups

Log backups and the HANA backup catalog are being replicated from the source system.
The recovery using all available log backups is executed with the following commands as user priadm:

» System database

recoverSys.py —-command "RECOVER DATABASE UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT"

e Tenant database

Within hdbsgl: RECOVER DATABASE FOR PR1 UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT

@ To recover using all available logs, you can just use any time in the future as the timestamp in
the recovery statement.

You can also use HANA Studio or Cockpit to execute the recovery of the system and the tenant database.

The following command output show the recovery execution.

System database recovery
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prladm@vm-prl:/usr/sap/PR1/HDB01> HDBSettings.sh recoverSys.py --command
"RECOVER DATABASE UNTIL TIMESTAMP '2021-02-20 00:00:00' CLEAR LOG USING
SNAPSHOT"

[140404915394368, 0.008] >> starting recoverSys (at Fri Feb 19 16:06:40
2021)

[140404915394368, 0.008] args: ()

[140404915394368, 0.008] keys: {'command': "RECOVER DATABASE UNTIL
TIMESTAMP '2021-02-20 00:00:00' CLEAR LOG USING SNAPSHOT"}

using logfile /usr/sap/PR1/HDBO1/vm-prl/trace/backup.log

recoverSys started: ============2021-02-19 16:06:40 ============
testing master: vm-prl

vm-prl is master

shutdown database, timeout is 120

stop system

stop system on: vm-prl

stopping system: 2021-02-19 16:06:40

stopped system: 2021-02-19 16:06:41

creating file recoverInstance.sqgl

restart database

restart master nameserver: 2021-02-19 16:06:46

start system: vm-prl

sapcontrol parameter: ['-function', 'Start']

sapcontrol returned successfully:

2021-02-19T16:07:19+00:00 P0009897 177bb0b4416 INFO RECOVERY
RECOVER DATA finished successfully, reached timestamp 2021-02-
19T715:17:33+00:00, reached log position 38272960

recoverSys finished successfully: 2021-02-19 16:07:20

[140404915394368, 39.757] O

[140404915394368, 39.758] << ending recoverSys, rc = 0 (RC TEST OK), after
39.749 secs

Tenant database recovery

prladm@vm-prl:/usr/sap/PR1/HDB01> hdbsgl -U PRIKEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands

\g to quit

hdbsgl SYSTEMDB=> RECOVER DATABASE FOR PR1 UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT

0 rows affected (overall time 63.791121 sec; server time 63.788754 sec)

hdbsgl SYSTEMDB=>
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The HANA database is now up and running, and the disaster recovery workflow for the HANA database has
been tested.

Check consistency of latest log backups

Because log backup volume replication is performed independently of the log backup process executed by the
SAP HANA database, there might be open, inconsistent log backup files at the disaster recovery site. Only the
latest log backup files might be inconsistent, and those files should be checked before a forward recovery is
performed at the disaster recovery site using the hdbbackupcheck tool.

If the hdbbackupcheck tool reports an error for the latest log backups, the latest set of log backups must be
removed or deleted.

prladm@hana-10: > hdbbackupcheck
/hanabackup/PR1/1og/SYSTEMDB/log backup 0 0 0 0.1589289811148
Loaded library 'libhdbcsaccessor'

Loaded library 'libhdblivecache'

Backup '/mnt/log-backup/SYSTEMDB/log backup 0 0 0 0.1589289811148"'
successfully checked.

The check must be executed for the latest log backup files of the system and the tenant database.

If the hdbbackupcheck tool reports an error for the latest log backups, the latest set of log backups must be
removed or deleted.

Disaster recovery failover

Disaster recovery failover

Depending on whether the log backup replication is part of the disaster recovery setup,
the steps for disaster recovery are slightly different. This section describes the disaster
recovery failover for data-backup-only replication as well as for data volume replication
combined with log backup volume replication.

To execute disaster recovery failover, complete these steps:

1. Prepare the target host.
2. Break and delete the replication relationships.
3. Restore the data volume to the latest application- consistent snapshot backup.
4. Mount the volumes at the target host.
5. Recover the HANA database.
o Data volume recovery only.
o Forward recovery using replicated log backups.

The following subsections describe these steps in detail, and the following figure depicts disaster failover
testing.
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NetApp Account: saponanf NetApp Account: dr-saponanf

Break and delete the
replication relationships.

Backup

Prepare the target host

This section describes the preparation steps required at the server that is used for the
disaster recovery failover.

During normal operation, the target host is typically used for other purposes, for example, as a HANA QA or
test system. Therefore, most of the described steps must be executed when disaster failover testing is
executed. On the other hand, the relevant configuration files, like /etc/fstab and
/usr/sap/sapservices, can be prepared and then put in production by simply copying the configuration
file. The disaster recovery failover procedure ensures that the relevant prepared configuration files are
configured correctly.

The target host preparation also includes shutting down the HANA QA or test system as well as stopping all
services using systemctl stop sapinit.

Target server host name and IP address

The host name of the target server must be identical to the host name of the source system. The IP address
can be different.

Proper fencing of the target server must be established so that it cannot communicate with other
(D systems. If proper fencing is not in place, then the cloned production system might exchange
data with other production systems, resulting in logically corrupted data.

Install required software

The SAP host agent software must be installed at the target server. For full information, see the SAP Host
Agent at the SAP help portal.

@ If the host is used as a HANA QA or test system, the SAP host agent software is already
installed.
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Configure users, ports, and SAP services

The required users and groups for the SAP HANA database must be available at the target server. Typically,
central user management is used; therefore, no configuration steps are necessary at the target server. The
required ports for the HANA database must be configured at the target hosts. The configuration can be copied
from the source system by copying the /etc/services file to the target server.

The required SAP services entries must be available at the target host. The configuration can be copied from
the source system by copying the /usr/sap/sapservices file to the target server. The following output
shows the required entries for the SAP HANA database used in the lab setup.

vm-prl:~ # cat /usr/sap/sapservices

#!/bin/sh

LD LIBRARY PATH=/usr/sap/PR1/HDB0l/exe:$LD LIBRARY PATH;export
LD LIBRARY PATH;/usr/sap/PR1/HDB0l/exe/sapstartsrv
pf=/usr/sap/PR1/SY¥YS/profile/PR1 HDBOl vm-prl -D -u prladm
limit.descriptors=1048576

Prepare HANA log volume

Because the HANA log volume is not part of the replication, an empty log volume must exist at the target host.
The log volume must include the same subdirectories as the source HANA system.

vm-prl:~ # 1s -al /hana/log/PR1/mnt00001/
total 16
drwxrwxrwx root root 4096 Feb 19 16:20

root root 22 Feb 18 13:38 ..

prladm sapsys 4096 Feb 22 10:25 hdb00001
prladm sapsys 4096 Feb 22 10:25 hdb00002.00003

prladm sapsys 4096 Feb 22 10:25 hdb00003.00003

drwxr—-xr-x
drwxr—-xr—--

drwxr—-xr—-

N NN W ol

drwxr—-xr—-—

vm-prl:~ #

Prepare log backup volume

Because the source system is configured with a separate volume for the HANA log backups, a log backup
volume must also be available at the target host. A volume for the log backups must be configured and
mounted at the target host.

If log backup volume replication is part of the disaster recovery setup, the replicated log backup volume is
mounted at the target host, and it is not necessary to prepare an additional log backup volume.

Prepare file system mounts

The following table shows the naming conventions used in the lab setup. The volume names at the disaster
recovery site are included in /etc/fstab.
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HANA PR1 volumes Volume and subdirectories at Mount point at target host
disaster recovery site

Data volume PR1-data-mnt00001-sm-dest /hana/data/PR1/mnt00001

Shared volume PR1-shared-sm-dest/shared /hana/shared
PR1-shared-sm-dest/usr-sap-PR1  /usr/sap/PR1

Log backup volume hanabackup-sm-dest /hanabackup

@ The mount points from this table must be created at the target host.

Here are the required /etc/fstab entries.

vm-prl:~ # cat /etc/fstab

# HANA ANF DB Mounts

10.0.2.4:/PR1-data-mnt0001-sm-dest /hana/data/PR1/mnt00001 nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 0

10.0.2.4:/PR1-1og-mnt00001-dr /hana/log/PR1/mnt00001 nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 0

# HANA ANF Shared Mounts

10.0.2.4:/PRl1-shared-sm-dest/hana-shared /hana/shared nfs
rw,vers=4,minorversion=1, hard, timeo=600, rsize=262144,wsize=262144,1intr, noa
time, lock, netdev,sec=sys 0 O

10.0.2.4:/PRl-shared-sm-dest/usr-sap-PR1 /usr/sap/PR1 nfs
rw,vers=4,minorversion=1, hard, timeo=600, rsize=262144,wsize=262144,intr, noa
time, lock, netdev,sec=sys 0 O

# HANA file and log backup destination

10.0.2.4:/hanabackup-sm-dest /hanabackup nfs

rw,vers=3,hard, timeo=600,rsize=262144,wsize=262144,nconnect=8,bg,noatime,n
olock 0 0O

Break and delete replication peering

In case of a disaster failover, the target volumes must be broken off so that the target host
can mount the volumes for read and write operations.

For the HANA data volume, you must restore the volume to the latest HANA snapshot backup

(D created with AzAcSnap. This volume revert operation is not possible if the latest replication
snapshot is marked as busy due to the replication peering. Therefore, you must also delete the
replication peering.

The next two screenshots show the break and delete peering operation for the HANA data volume. The same
operations must be performed for the log backup and the HANA shared volume as well.
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Total progress

Is volume replication transfer

I PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-data-mni
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£ Search (Ctrl+4) ‘ « & Resync B Delete 7
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= 2

Since replication peering was deleted, it is possible to revert the volume to the latest HANA snapshot backup.
If peering is not deleted, the selection of revert volume is grayed out and is not selectable. The following two

screenshots show the volume revert operation.
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After the volume revert operation, the data volume is based on the consistent HANA snapshot backup and can
now be used to execute forward recovery operations.
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@ If a capacity pool with a low performance tier has been used, the volumes must now be moved
to a capacity pool that can provide the required performance.

Mount the volumes at the target host

The volumes can now be mounted at the target host, based on the /etc/fstab file
created before.

vm-prl:~ # mount -a
The following output shows the required file systems.

vm-prl:~ # df

Filesystem 1K-blocks Used
Available Use% Mounted on

devtmpfs 8201112 0
8201112 % /dev

tmpfs 12313116 0
12313116 0% /dev/shm

tmpfs 8208744 9096
8199648 % /run

tmpfs 8208744 0
8208744 % /sys/fs/cgroup

/dev/sda4 29866736 2543948
27322788 9% /

/dev/sda3 1038336 79984
958352 8% /boot

/dev/sda?2 524008 1072
522936 1% /boot/efi

/dev/sdbl 32894736 49180
31151556 1% /mnt

10.0.2.4:/PR1-10og-mnt00001-dr 107374182400 6400
107374176000 1% /hana/log/PR1/mnt00001

tmpfs 1641748 0
1641748 % /run/user/0

10.0.2.4:/PR1-shared-sm-dest/hana-shared 107377178368 11317248
107365861120 1% /hana/shared
10.0.2.4:/PRl1-shared-sm-dest/usr-sap-PR1 107377178368 11317248
107365861120 1% /usr/sap/PR1

10.0.2.4:/hanabackup-sm-dest 107379678976 35249408
107344429568 1% /hanabackup
10.0.2.4:/PRl1-data-mnt0001-sm-dest 107376511232 6696960
107369814272 1% /hana/data/PR1/mnt00001

vm-prl:~ #
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HANA database recovery
The following are steps for HANA database recovery.

Start the required SAP services.
vim-prl:~ # systemctl start sapinit
The following output shows the required processes.

vm-prl:/ # ps -ef | grep sap

root 23101 1 0 11:29 2 00:00:00
/usr/sap/hostctrl/exe/saphostexec pf=/usr/sap/hostctrl/exe/host profile
prladm 23191 1 3 11:29 2 00:00:00

/usr/sap/PR1/HDBOl/exe/sapstartsrv
pf=/usr/sap/PR1/SYS/profile/PR1 HDBOl vm-prl -D -u prladm

sapadm 23202 1 5 11:29 2 00:00:00
/usr/sap/hostctrl/exe/sapstartsrv pf=/usr/sap/hostctrl/exe/host profile -D
root 23292 1 0 11:29 2 00:00:00

/usr/sap/hostctrl/exe/saposcol -1 -w60
pf=/usr/sap/hostctrl/exe/host profile
root 23359 2597 0 11:29 pts/1 00:00:00 grep —--color=auto sap

The following subsections describe the recovery process with forward recovery using the replicated log
backups. The recovery is executed using the HANA recovery script for the system database and hdbsq|
commands for the tenant database.

The commands to execute a recovery to the latest data savepoint is described in chapter Recovery to latest
HANA Data Volume Backup Savepoint.

Recovery with forward recovery using log backups
The recovery using all available log backups is executed with the following commands as user priadm:

» System database

recoverSys.py —--command "RECOVER DATABASE UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT"

e Tenant database

Within hdbsgl: RECOVER DATABASE FOR PR1 UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT
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@ To recover using all available logs, you can use any time in the future as the timestamp in the
recovery statement.

You can also use HANA Studio or Cockpit to execute the recovery of the system and the tenant database.

The following command output show the recovery execution.

System database recovery

prladm@vm-prl:/usr/sap/PR1/HDB01> HDBSettings.sh recoverSys.py --command
"RECOVER DATABASE UNTIL TIMESTAMP '2021-02-24 00:00:00' CLEAR LOG USING
SNAPSHOT"

[139792805873472, 0.008] >> starting recoverSys (at Tue Feb 23 12:05:16
2021)

[139792805873472, 0.008] args: ()

[139792805873472, 0.008] keys: {'command': "RECOVER DATABASE UNTIL
TIMESTAMP '2021-02-24 00:00:00' CLEAR LOG USING SNAPSHOT"}

using logfile /usr/sap/PR1/HDBO1/vm-prl/trace/backup.log

recoverSys started: ============2021-02-23 12:05:16 ============
testing master: vm-prl

vm-prl is master

shutdown database, timeout is 120

stop system

stop system on: vm-prl

stopping system: 2021-02-23 12:05:17

stopped system: 2021-02-23 12:05:18

creating file recoverInstance.sqgl

restart database

restart master nameserver: 2021-02-23 12:05:23

start system: vm-prl

sapcontrol parameter: ['-function', 'Start']

sapcontrol returned successfully:

2021-02-23T12:07:53+00:00 P0012969 177cec93d51 INFO RECOVERY
RECOVER DATA finished successfully, reached timestamp 2021-02-
23T09:03:11+00:00, reached log position 43123520

recoverSys finished successfully: 2021-02-23 12:07:54
[139792805873472, 157.466] O

[139792805873472, 157.466] << ending recoverSys, rc = 0 (RC _TEST OK),
after 157.458 secs

prladm@vm-prl:/usr/sap/PR1/HDB01>

Tenant database recovery

If a user store key has not been created for the pr1adm user at the source system, a key must be created at
the target system. The database user configured in the key must have privileges to execute tenant recovery
operations.
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prladm@vm-prl:/usr/sap/PR1/HDB01> hdbuserstore set PRIKEY vm-prl:30113
<backup-user> <password>

prladm@vm-prl:/usr/sap/PR1/HDB01> hdbsgl -U PRIKEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands
\g to quit
hdbsgl SYSTEMDB=> RECOVER DATABASE FOR PR1 UNTIL TIMESTAMP '2021-02-24
00:00:00'" CLEAR LOG USING SNAPSHOT

0 rows affected (overall time 98.740038 sec; server time 98.737788 sec)
hdbsgl SYSTEMDB=>

Check consistency of latest log backups

Because log backup volume replication is performed independently of the log backup process executed by the
SAP HANA database, there might be open, inconsistent log backup files at the disaster recovery site. Only the
latest log backup files might be inconsistent, and those files should be checked before a forward recovery is
performed at the disaster recovery site using the hdbbackupcheck tool.

prladm@hana-10: > hdbbackupcheck
/hanabackup/PR1/1og/SYSTEMDB/log backup 0 0 0 0.1589289811148
Loaded library 'libhdbcsaccessor'

Loaded library 'libhdblivecache'

Backup '/mnt/log-backup/SYSTEMDB/log backup 0 0 0 0.1589289811148"

successfully checked.
The check must be executed for the latest log backup files of the System and the tenant database.

If the hdbbackupcheck tool reports an error for the latest log backups, the latest set of log backups must be
removed or deleted.

Update history

The following technical changes have been made to this solution since its original publication.

Version Date Update summary

Version 1.0 April 2021 Initial version

TR-4646: SAP HANA Disaster Recovery with Storage
Replication

Nils Bauer, NetApp

TR-4646 is an overview of the options for disaster recovery protection for SAP HANA. It includes detailed setup
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information and a use case description of a three-site disaster recovery solution based on synchronous and
asynchronous NetApp SnapMirror Storage replication. The described solution uses NetApp SnapCenter with
the SAP HANA plug-in to manage database consistency.

https://www.netapp.com/pdf.html?item=/media/8584-tr4646pdf.pdf

TR-4313: SAP HANA Backup and Recovery by Using Snap
Creator

: hardbreaks:
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linkattrs:
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:imagesdir: /tmp/d20240311-6234-1abtxjy/source/./backup/./../media/

Nils Bauer, NetApp

TR-4313 describes the installation and configuration of the NetApp backup and recovery solution for SAP
HANA. The solution is based on the NetApp Snap Creator framework and the Snap Creator plug-in for SAP
HANA. This solution is supported with the certified Cisco SAP HANA multinode appliance in combination with
NetApp storage. This solution is also supported with single-node and multinode SAP HANA systems in tailored
data center integration (TDI) projects.

https://www.netapp.com/pdf.html?item=/media/19779-tr-4313.pdf

TR-4711: SAP HANA Backup and Recovery Using NetApp
Storage Systems and Commvault Software

Marco Schoen, NetApp
Dr. Tristan Daude, Commvault Systems

TR-4711 describes the design of a NetApp and Commvault solution for SAP HANA, which includes Commvault
IntelliSnap snapshot management technology and NetApp Snapshot technology. The solution is based on
NetApp storage and the Commvault data protection suite.

https://www.netapp.com/pdf.html?item=/media/17050-tr4711pdf.pdf

NVA-1147-DESIGN: SAP HANA on NetApp All SAN Array -
Modern SAN, Data Protection, and Disaster Recovery

Nils Bauer, Roland Wartenberg, Darryl Clinkscales, Daniel Hohman, Marco Schéen, Steve Botkin, Michael
Peppers, Vidula Aiyer, Steve Collins, Pavan Jhamnani, Lee Dorrier, NetApp

Jim Zucchero, Naem Saafein, Ph.D., Broadcom Brocade

This NetApp Verified Architecture covers modernizing SAP systems and operations for SAP HANA on NetApp
All SAN Array (ASA) storage systems with Brocade FC SAN Fabric. It includes backup and recovery, disaster
recovery, and data protection. The solution leverages NetApp SnapCenter to automate SAP HANA backup,
restore and recovery, as well as cloning workflows. Disaster recovery configuration, testing, and failover
scenarios are described using synchronous NetApp SnapMirror data replication software. Additionally, SAP
Data Protection with CommVault is outlined.
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https://www.netapp.com/pdf.html?item=/media/10235-nva-1147-design.pdf
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