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Backup, Restore and Disaster Recovery

SAP HANA Disaster Recovery with Azure NetApp Files

TR-4891: SAP HANA disaster recovery with Azure NetApp Files

Nils Bauer, NetApp
Ralf Klahr, Microsoft

Studies have shown that business application downtime has a significant negative impact on the business of
enterprises. In addition to the financial impact, downtime can also damage the companyÕs reputation, staff
morale, and customer loyalty. Surprisingly, not all companies have a comprehensive disaster recovery policy.

Running SAP HANA on Azure NetApp Files (ANF) gives customers access to additional features that extend
and improve the built-in data protection and disaster recovery capabilities of SAP HANA. This overview section
explains these options to help customers select options that support their business needs.

To develop a comprehensive disaster recovery policy, customers must understand the business application
requirements and technical capabilities they need for data protection and disaster recovery. The following
figure provides an overview of data protection.

Business application requirements

There are two key indicators for business applications:

¥ The recovery point objective (RPO), or the maximum tolerable data loss

¥ The recovery time objective (RTO), or the maximum tolerable business application downtime

These requirements are defined by the kind of application used and the nature of your business data. The
RPO and the RTO might differ if you are protecting against failures at a single Azure region. They might also
differ if you are preparing for catastrophic disasters such as the loss of a complete Azure region. It is important
to evaluate the business requirements that define the RPO and RTO, because these requirements have a
significant impact on the technical options that are available.
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High availability

The infrastructure for SAP HANA, such as virtual machines, network, and storage, must have redundant
components to make sure that there is no single point of failure. MS Azure provides redundancy for the
different infrastructure components.

To provide high availability on the compute and application side, standby SAP HANA hosts can be configured
for built-in high availability with an SAP HANA multiple-host system. If a server or an SAP HANA service fails,
the SAP HANA service fails over to the standby host, which causes application downtime.

If application downtime is not acceptable in the case of server or application failure, you can also use SAP
HANA system replication as a high-availability solution that enables failover in a very short time frame. SAP
customers use HANA system replication not only to address high availability for unplanned failures, but also to
minimize downtime for planned operations, such as HANA software upgrades.

Logical corruption

Logical corruption can be caused by software errors, human errors, or sabotage. Unfortunately, logical
corruption often cannot be addressed with standard high-availability and disaster recovery solutions. As a
result, depending on the layer, application, file system, or storage where the logical corruption occurred, RTO
and RPO requirements can sometimes not be fulfilled.

The worst case is a logical corruption in an SAP application. SAP applications often operate in a landscape in
which different applications communicate with each other and exchange data. Therefore, restoring and
recovering an SAP system in which a logical corruption has occurred is not the recommended approach.
Restoring the system to a point in time before the corruption occurred results in data loss, so the RPO
becomes larger than zero. Also, the SAP landscape would no longer be in sync and would require additional
postprocessing.

Instead of restoring the SAP system, the better approach is to try to fix the logical error within the system, by
analyzing the problem in a separate repair system. Root cause analysis requires the involvement of the
business process and application owner. For this scenario, you create a repair system (a clone of the
production system) based on data stored before the logical corruption occurred. Within the repair system, the
required data can be exported and imported to the production system. With this approach, the productive
system does not need to be stopped, and, in the best-case scenario, no data or only a small fraction of data is
lost.

The required steps to setup a repair system are identical to a disaster recovery testing scenario
described in this document. The described disaster recovery solution can therefore easily be
extended to address logical corruption as well.

Backups

Backups are created to enable restore and recovery from different point-in-time datasets. Typically, these
backups are kept for a couple of days to a few weeks.

Depending on the kind of corruption, restore and recovery can be performed with or without data loss. If the
RPO must be zero, even when the primary and backup storage is lost, backup must be combined with
synchronous data replication.

The RTO for restore and recovery is defined by the required restore time, the recovery time (including
database start), and the loading of data into memory. For large databases and traditional backup approaches,
the RTO can easily be several hours, which might not be acceptable. To achieve very low RTO values, a
backup must be combined with a hot-standby solution, which includes preloading data into memory.
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In contrast, a backup solution must address logical corruption, because data replication solutions cannot cover
all kinds of logical corruption.

Synchronous or asynchronous data replication

The RPO primarily determines which data replication method you should use. If the RPO must be zero, even
when the primary and backup storage is lost, the data must be replicated synchronously. However, there are
technical limitations for synchronous replication, such as the distance between two Azure regions. In most
cases, synchronous replication is not appropriate for distances greater than 100km due to latency, and
therefore this is not an option for data replication between Azure regions.

If a larger RPO is acceptable, asynchronous replication can be used over large distances. The RPO in this
case is defined by the replication frequency.

HANA system replication with or without data preload

The startup time for an SAP HANA database is much longer than that of traditional databases because a large
amount of data must be loaded into memory before the database can provide the expected performance.
Therefore, a significant part of the RTO is the time needed to start the database. With any storage-based
replication as well as with HANA System Replication without data preload, the SAP HANA database must be
started in case of failover to the disaster recovery site.

SAP HANA system replication offers an operation mode in which the data is preloaded and continuously
updated at the secondary host. This mode enables very low RTO values, but it also requires a dedicated
server that is only used to receive the replication data from the source system.

Next: Disaster recovery solution comparison.

Disaster recovery solution comparison

Previous: SAP HANA disaster recovery with Azure NetApp Files overview.

A comprehensive disaster recovery solution must enable customers to recover from a complete failure of the
primary site. Therefore, data must be transferred to a secondary site, and a complete infrastructure is
necessary to run the required production SAP HANA systems in case of a site failure. Depending on the
availability requirements of the application and the kind of disaster you want to be protected from, a two-site or
three-site disaster recovery solution must be considered.

The following figure shows a typical configuration in which the data is replicated synchronously within the same
Azure region into a second availability zone. The short distance allows you to replicate the data synchronously
to achieve an RPO of zero (typically used to provide HA).

In addition, data is also replicated asynchronously to a secondary region to be protected from disasters, when
the primary region is affected. The minimum achievable RPO depends on the data replication frequency, which
is limited by the available bandwidth between the primary and the secondary region. A typical minimal RPO is
in the range of 20 minutes to multiple hours.

This document discusses different implementation options of a two- region disaster recovery solution.
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SAP HANA System Replication

SAP HANA System Replication works at the database layer. The solution is based on an additional SAP HANA
system at the disaster recovery site that receives the changes from the primary system. This secondary
system must be identical to the primary system.

SAP HANA System Replication can be operated in one of two modes:

¥ With data preloaded into memory and a dedicated server at the disaster recovery site:

! The server is used exclusively as an SAP HANA System Replication secondary host.

! Very low RTO values can be achieved because the data is already loaded into memory and no
database start is required in case of a failover.

¥ Without data preloaded into memory and a shared server at the disaster recovery site:

! The server is shared as an SAP HANA System Replication secondary and as a dev/test system.

! RTO depends mainly on the time required to start the database and load the data into memory.

For a full description of all configuration options and replication scenarios, see the SAP HANA Administration
Guide.

The following figure shows the setup of a two-region disaster recovery solution with SAP HANA System
Replication. Synchronous replication with data preloaded into memory is used for local HA in the same Azure
region, but in different availability zones. Asynchronous replication without data preloaded is configured for the
remote disaster recovery region.

The following figure depicts SAP HANA System Replication.
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SAP HANA System Replication with data preloaded into memory

Very low RTO values with SAP HANA can be achieved only with SAP HANA System Replication with data
preloaded into memory. Operating SAP HANA System Replication with a dedicated secondary server at the
disaster recovery site allows an RTO value of approximately 1 minute or less. The replicated data is received
and preloaded into memory at the secondary system. Because of this low failover time, SAP HANA System
Replication is also often used for near-zero-downtime maintenance operations, such as HANA software
upgrades.

Typically, SAP HANA System Replication is configured to replicate synchronously when data preload is
chosen. The maximum supported distance for synchronous replication is in the range of 100km.

SAP System Replication without data preloaded into memory

For less stringent RTO requirements, you can use SAP HANA System Replication without data preloaded. In
this operational mode, the data at the disaster recovery region is not loaded into memory. The server at the DR
region is still used to process SAP HANA System Replication running all the required SAP HANA processes.
However, most of the serverÕs memory is available to run other services, such as SAP HANA dev/test systems.

In the event of a disaster, the dev/test system must be shut down, failover must be initiated, and the data must
be loaded into memory. The RTO of this cold standby approach depends on the size of the database and the
read throughput during the load of the row and column store. With the assumption that the data is read with a
throughput of 1000MBps, loading 1TB of data should take approximately 18 minutes.

SAP HANA disaster recovery with ANF Cross-Region Replication

ANF Cross-Region Replication is built into ANF as a disaster recovery solution using asynchronous data
replication. ANF Cross-Region Replication is configured through a data protection relationship between two
ANF volumes on a primary and a secondary Azure region. ANF Cross-Region Replication updates the
secondary volume by using efficient block delta replications. Update schedules can be defined during the
replication configuration.

The following figure shows a two- region disaster recovery solution example, using ANF Cross- Region
Replication. In this example the HANA system is protected with HANA System Replication within the primary
region as discussed in the previous chapter. The replication to a secondary region is performed using ANF
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cross region replication. The RPO is defined by the replication schedule and replication options.

The RTO depends mainly on the time needed to start the HANA database at the disaster recovery site and to
load the data into memory. With the assumption that the data is read with a throughput of 1000MB/s, loading
1TB of data would take approximately 18 minutes. Depending on the replication configuration, forward
recovery is required as well and will add to the total RTO value.

More details on the different configuration options are provided in chapter Configuration options for cross
region replication with SAP HANA.

The servers at the disaster recovery sites can be used as dev/test systems during normal operation. In case of
a disaster, the dev/test systems must be shut down and started as DR production servers.

ANF Cross-Region Replication allows you to test the DR workflow without impacting the RPO and RTO. This is
accomplished by creating volume clones and attaching them to the DR testing server.

Summary of disaster recovery solutions

The following table compares the disaster recovery solutions discussed in this section and highlights the most
important indicators.

The key findings are as follows:

¥ If a very low RTO is required, SAP HANA System Replication with preload into memory is the only option.

! A dedicated server is required at the DR site to receive the replicated data and load the data into
memory.

¥ In addition, storage replication is needed for the data that resides outside of the database (for example
shared files, interfaces, and so on).

¥ If RTO/RPO requirements are less strict, ANF Cross-Region Replication can also be used to:

! Combine database and nondatabase data replication.

! Cover additional use cases such as disaster recovery testing and dev/test refresh.

! With storage replication the server at the DR site can be used as a QA or test system during normal
operation.
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¥ A combination of SAP HANA System Replication as an HA solution with RPO=0 with storage replication for
long distance makes sense to address the different requirements.

The following table provides a comparison of disaster recovery solutions.

Storage replication SAP HANA system replication

Cross-region replication With data preload Without data preload

RTO Low to medium,
depending on database
startup time and forward
recovery

Very low Low to medium,
depending on database
startup time

RPO RPO > 20min
asynchronous replication

RPO > 20min
asynchronous replication
RPO=0 synchronous
replication

RPO > 20min
asynchronous replication
RPO=0 synchronous
replication

Servers at DR site can be
used for dev/test

Yes No Yes

Replication of
nondatabase data

Yes No No

DR data can be used for
refresh of dev/test
systems

Yes No No

DR testing without
affecting RTO and RPO

Yes No No

Next: ANF Cross-Region Replication with SAP HANA.

ANF Cross-Region Replication with SAP HANA

ANF Cross-Region Replication with SAP HANA

Previous: Disaster recovery solution comparison.

Application agnostic information on Cross-Region Replication can be found at Azure NetApp Files
documentation | Microsoft Docs in the concepts and how- to guide sections.

Next: Configuration options for Cross-Region Replication with SAP HANA.

Configuration options for Cross-Region Replication with SAP HANA

Previous: ANF Cross-Region Replication with SAP HANA.

The following figure shows the volume replication relationships for an SAP HANA system using ANF Cross-
Region Replication. With ANF Cross-Region Replication, the HANA data and the HANA shared volume must
be replicated. If only the HANA data volume is replicated, typical RPO values are in the range of one day. If
lower RPO values are required, the HANA log backups must be also replicated for forward recovery.

The term Òlog backupÓ used in this document includes the log backup and the HANA backup
catalog backup. The HANA backup catalog is required to execute forward recovery operations.
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The following description and the lab setup focus on the HANA database. Other shared files, for
example the SAP transport directory would be protected and replicated in the same way as the
HANA shared volume.

To enable HANA save-point recovery or forward recovery using the log backups, application-consistent data
Snapshot backups must be created at the primary site for the HANA data volume. This can be done for
example with the ANF backup tool AzAcSnap (see also What is Azure Application Consistent Snapshot tool for
Azure NetApp Files | Microsoft Docs). The Snapshot backups created at the primary site are then replicated to
the DR site.

In the case of a disaster failover, the replication relationship must be broken, the volumes must be mounted to
the DR production server, and the HANA database must be recovered, either to the last HANA save point or
with forward recovery using the replicated log backups. The chapter Disaster recovery failover, describes the
required steps.

The following figure depicts the HANA configuration options for cross-region replication.

With the current version of Cross-Region Replication, only fixed schedules can be selected, and the actual
replication update time cannot be defined by the user. Available schedules are daily, hourly and every 10
minutes. Using these schedule options, two different configurations make sense depending on the RPO
requirements: data volume replication without log backup replication and log backup replication with different
schedules, either hourly or every 10 minutes. The lowest achievable RPO is around 20 minutes. The following
table summarizes the configuration options and the resulting RPO and RTO values.

Data volume replication Data and log backup
volume replication

Data and log backup
volume replication

CRR schedule data
volume

Daily Daily Daily

CRR schedule log backup
volume

n/a Hourly 10 min
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Data volume replication Data and log backup
volume replication

Data and log backup
volume replication

Max RPO 24 hours + Snapshot
schedule (e.g., 6 hours)

1 hour 2 x 10 min

Max RTO Primarily defined by
HANA startup time

HANA startup time +
recovery time

HANA startup time +
recovery time

Forward recovery NA Logs for the last 24 hours
+ Snapshot schedule
(e.g., 6 hours)

Logs for the last 24 hours
+ Snapshot schedule
(e.g., 6 hours)

Next: Requirements and best practices.

Requirements and best practices

Previous: Configuration options for Cross-Region Replication with SAP HANA.

Microsoft Azure does not guarantee the availability of a specific virtual machine (VM) type upon creation or
when starting a deallocated VM. Specifically, in case of a region failure, many clients might require additional
VMs at the disaster recovery region. It is therefore recommended to actively use a VM with the required size
for disaster failover as a test or QA system at the disaster recovery region to have the required VM type
allocated.

For cost optimization it makes sense to use an ANF capacity pool with a lower performance tier during normal
operation. The data replication does not require high performance and could therefore use a capacity pool with
a standard performance tier. For disaster recovery testing, or if a disaster failover is required, the volumes must
be moved to a capacity pool with a high-performance tier.

If a second capacity pool is not an option, the replication target volumes should be configured based on
capacity requirements and not on performance requirements during normal operations. The quota or the
throughput (for manual QoS) can then be adapted for disaster recovery testing in the case of disaster failover.

Further information can be found at Requirements and considerations for using Azure NetApp Files volume
cross-region replication | Microsoft Docs.

Next: Lab setup.

Lab setup

Previous: Requirements and best practices.

Solution validation has been performed with an SAP HANA single-host system. The Microsoft AzAcSnap
Snapshot backup tool for ANF has been used to configure HANA application-consistent Snapshot backups. A
daily data volume, hourly log backup, and shared volume replication were all configured. Disaster recover
testing and failover was validated with a save point as well as with forward recovery operations.

The following software versions have been used in the lab setup:

¥ Single host SAP HANA 2.0 SPS5 system with a single tenant

¥ SUSE SLES for SAP 15 SP1

¥ AzAcSnap 5.0

A single capacity pool with manual QoS has been configured at the DR site.
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The following figure depicts the lab setup.

Snapshot backup configuration with AzAcSnap

At the primary site, AzAcSnap was configured to create application-consistent Snapshot backups of the HANA
system PR1. These Snapshot backups are available at the ANF data volume of the PR1 HANA system, and
they are also registered in the SAP HANA backup catalog, as shown in the following two figures. Snapshot
backups were scheduled for every 4 hours.

With the replication of the data volume using ANF Cross-Region Replication, these Snapshot backups are
replicated to the disaster recovery site and can be used to recover the HANA database.

The following figure shows the Snapshot backups of the HANA data volume.
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The following figure shows the SAP HANA backup catalog.

Next: Configuration steps for ANF Cross-Region Replication.

Configuration steps for ANF Cross-Region Replication

Previous: Lab setup.

A few preparation steps must be performed at the disaster recovery site before volume replication can be
configured.

¥ A NetApp account must be available and configured with the same Azure subscription as the source.
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¥ A capacity pool must be available and configured using the above NetApp account.

¥ A virtual network must be available and configured.

¥ Within the virtual network, a delegated subnet must be available and configured for use with ANF.

Protection volumes can now be created for the HANA data, the HANA shared and the HANA log backup
volume. The following table shows the configured destination volumes in our lab setup.

To achieve the best latency, the volumes must be placed close to the VMs that run the SAP
HANA in case of a disaster failover. Therefore, the same pinning process is required for the DR
volumes as for any other SAP HANA production system.

HANA volume Source Destination Replication schedule

HANA data volume PR1-data-mnt00001 PR1-data-mnt00001-sm-
dest

Daily

HANA shared volume PR1-shared PR1-shared-sm-dest Hourly

HANA log/catalog backup
volume

hanabackup hanabackup-sm-dest Hourly

For each volume, the following steps must be performed:

1. Create a new protection volume at the DR site:

a. Provide the volume name, capacity pool, quota, and network information.

b. Provide the protocol and volume access information.

c. Provide the source volume ID and a replication schedule.

d. Create a target volume.

2. Authorize replication at the source volume.

! Provide the target volume ID.

The following screenshots show the configuration steps in detail.

At the disaster recovery site, a new protection volume is created by selecting volumes and clicking Add Data
Replication. Within the Basics tab, you must provide the volume name, capacity pool and network information.

The quota of the volume can be set based on capacity requirements, because volume
performance does not have an effect on the replication process. In the case of a disaster
recovery failover, the quota must be adjusted to fulfill the real performance requirements.

If the capacity pool has been configured with manual QoS, you can configure the throughput in
addition to the capacity requirements. Same as above, you can configure the throughput with a
low value during normal operation and increase it in case of a disaster recovery failover.
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In the Protocol tab, you must provide the network protocol, the network path, and the export policy.

The protocol must be the same as the protocol used for the source volume.
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Within the Replication tab, you must configure the source volume ID and the replication schedule. For data
volume replication, we configured a daily replication schedule for our lab setup.

The source volume ID can be copied from the Properties screen of the source volume.
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As a final step, you must authorize replication at the source volume by providing the ID of the target volume.

You can copy the destination volume ID from the Properties screen of the destination volume.
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The same steps must be performed for the HANA shared and the log backup volume.

Next: Monitoring ANF Cross-Region Replication.

Monitoring ANF Cross-Region Replication

Previous: Configuration steps for ANF Cross-Region Replication.

Replication status

The following three screenshots show the replication status for the data, log backup, and shared volumes.

The volume replication lag time is a useful value to understand RPO expectations. For example, the log
backup volume replication shows a maximum lag time of 58 minutes, which means that the maximum RPO
has the same value.

The transfer duration and transfer size provide valuable information on bandwidth requirements and change
the rate of the replicated volume.

The following screenshot shows the replication status of HANA data volume.
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