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NetApp SAP Landscape Management Integration
using Ansible

TR-4953: NetApp SAP Landscape Management Integration
using Ansible

SAP Landscape Management (LaMa) enables SAP system administrators to automate
SAP system operations, including end-to-end SAP system clone, copy, and refresh
operations.

Authors: Michael Schlosser, Nils Bauer, NetApp

NetApp offers a rich set of Ansible modules that allows SAP LaMa to access technologies such as NetApp
Snapshot and FlexClone through SAP LaMa Automation Studio. These technologies help to simplify and
accelerate SAP system clone, copy, and refresh operations.

The integration can be used by customers who run NetApp storage solutions on-premises or by customers
using NetApp storage services at public cloud providers such as Amazon Web Services, Microsoft Azure, or
Google Cloud Platform.

This document describes the configuration of SAP LaMa with NetApp storage features for SAP system copy,
clone, and refresh operations using Ansible automation.

SAP system clone, copy, and refresh scenarios

The term SAP system copy is often used as a synonym for three different processes:
SAP system clone, SAP system copy, or SAP system refresh. It is important to distinguish
between the different operations because the workflows and use cases differ for each
one.

+ SAP system clone. An SAP system clone is an identical clone of a source SAP system. SAP system
clones are typically used to address logical corruption or to test disaster recovery scenarios. With a system
clone operation, the hostname, instance number, and SID remain the same. It is therefore important to
establish proper network fencing for the target system to make sure that there is no communication with
the production environment.

+ SAP system copy. An SAP system copy is a setup of a new target SAP system with data from a source
SAP system. The new target system could be, for example, an additional test system with data from the
production system. The hostname, instance number, and SID are different for the source and target
systems.

* SAP system refresh. An SAP system refresh is a refresh of an existing target SAP system with data from
a source SAP system. The target system is typically part of an SAP transport landscape, for example a
quality assurance system, that is refreshed with data from the production system. The hostname, instance
number, and SID are different for the source and target systems.

The following figure illustrates the main steps that must be performed during a system clone, system copy, or
system refresh operation. The purple boxes indicate steps where NetApp storage features can be integrated.
All three operations can be fully automated by using SAP LaMa.
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Use cases for system refresh, copy, and cloning

There are multiple scenarios in which data from a source system must be made available

to a target system for testing or training purposes. These test and training systems must

be updated with data from the source system on a regular basis to make sure that testing

and training is performed with the current data set.

These system refresh operations consist of multiple tasks on the infrastructure, database, and application
layers, and they can take multiple days depending on the level of automation.

TRN

Training
System

Refresh

QAS Refresh PRD
QA & Test Production
System System

SND Refresh DEV

Sandbox Development
System System

Main development landscape

Copy

DEV

QAS
QA & Test
System

Development
System

Temporary project split, release test

SAP LaMa and NetApp cloning workflows can be used to accelerate and automate the required tasks at the




infrastructure and database layers. Instead of restoring a backup from the source system to the target system,
SAP LaMa uses NetApp Snapshot copy and NetApp FlexClone technology so that required tasks up to a
started HANA database can be performed in minutes instead of hours as shown in the following figure. The
time needed for the cloning process is independent from the size of the database; therefore even very large
systems can be created in a couple of minutes. Further reduction of the runtime is accomplished by automating
tasks on the operating system and database layer as well as on the SAP post processing side.
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Address logical corruption

Logical corruption can be caused by software errors, human errors, or sabotage. Unfortunately, logical
corruption often cannot be addressed with standard high-availability and disaster recovery solutions. As a
result, depending on the layer, application, file system, or storage where the logical corruption occurred,
minimal downtime and acceptable data loss requirements can sometimes not be fulfilled.

The worst case is logical corruption in an SAP application. SAP applications often operate in a landscape in
which different applications communicate with each other and exchange data. Therefore, restoring and
recovering an SAP system in which a logical corruption has occurred is not the recommended approach.
Restoring the system to a point in time before the corruption occurred results in data loss. Also, the SAP
landscape would no longer be in sync and would require additional postprocessing.

Instead of restoring the SAP system, the better approach is to try to fix the logical error within the system by
analyzing the problem in a separate repair system. Root cause analysis requires the involvement of the
business process and application owner. For this scenario, you create a repair system (a clone of the
production system) based on data stored before the logical corruption occurred. Within the repair system, the
required data can be exported and imported into the production system. With this approach, the production
system does not need to be stopped, and, in the best-case scenario, no data or only a small fraction of data is
lost.

When setting up the repair system, flexibility and speed are crucial. With NetApp storage-based Snapshot
backups, multiple consistent database images are available to create a clone of the production system by
using NetApp FlexClone technology. FlexClone volumes can be created in a matter of seconds rather than



multiple hours if a redirected restore from a file-based backup is used to set up the repair system.
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Disaster recovery testing

An effective disaster recovery strategy requires testing the required workflow. Testing demonstrates whether
the strategy works and whether the internal documentation is sufficient. It also allows administrators to train on
the required procedures.

Storage replication with SnapMirror makes it possible to execute disaster recovery testing without putting RTO
and RPO at risk. Disaster recovery testing can be performed without interrupting data replication. Disaster
recovery testing for both asynchronous and synchronous SnapMirror uses Snapshot backups and FlexClone
volumes at the disaster recovery target.

SAP LaMa can be used to orchestrate the entire testing procedure, and it also takes care of network fencing,
target host maintenance, and so on.

ﬂ Primary Datacenter

Local Disaster Remote Disaster
Recovery Datacenter Recovery Datacenter

Dev/test Devi/test
.................... during normal during normal
Production Testlng operatlon Testlng operation
=1 I C o =1
EYHANA EIMANA; EY;’HANA ETHANA, SARTATY
m J Asynchronous E HAPAIR
o SnapMirror s 3
Synchronous
SnhapMirror




NetApp SAP LaMa integration using Ansible

The integration approach uses SAP LaMa custom provisioning and operation hooks
combined with Ansible playbooks for NetApp storage management. The following figure
shows a high-level overview of the configuration on the LaMa side as well as the
corresponding components of the example implementation.
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A central host acting as an Ansible control node is used to execute the requests from SAP LaMa and to trigger
the NetApp storage operations using Ansible playbooks. The SAP host agent components must be installed on
this host so that the host can be used as a communication gateway to SAP LaMa.

Within LaMa Automation Studio, a provider is defined that is registered at the Ansible host's SAP host agent. A
host agent configuration file points to a shell script that is called by SAP LaMa with a set of command line
parameters, depending on the requested operation.

Within LaMa Automation Studio, custom provisioning and a custom hook is defined to execute storage cloning
operations during provisioning and also during clean-up operations when the system is deprovisioned. The
shell script on the Ansible control node then executes the corresponding Ansible playbooks, which trigger the
Snapshot and FlexClone operations as well as the deletion of the clones with the deprovisioning workflow.

More information on NetApp Ansible modules and the LaMa provider definitions can be found at:

* NetApp Ansible modules

+ SAP LaMa documentation — provider definitions

Example implementation

Due to the large number of options available for system and storage setups, the example
implementation should be used as a template your individual system setup and
configuration requirements.


https://www.ansible.com/integrations/infrastructure/netapp
https://help.sap.com/doc/700f9a7e52c7497cad37f7c46023b7ff/3.0.11.0/en-US/bf6b3e43340a4cbcb0c0f3089715c068.html

@ The example scripts are provided as is and are not supported by NetApp. You can request the
current version of the scripts via email to ng-sapcc@netapp.com.

Validated configurations and limitations

The following principles were applied to the example implementation and might need to be adapted to meet
customer needs:

» Managed SAP systems used NFS to access NetApp storage volumes and were set up based on the
adaptive design principle.

* You can use all ONTAP releases supported by NetApp Ansible modules (ZAPI and REST API).

 Credentials for a single NetApp cluster and SVM were hard coded as variables in the provider script.

« Storage cloning was performed on the same storage system that was used by the source SAP system.

» Storage volumes for the target SAP system had the same names as the source with an appendix.

* No cloning at secondary storage (SV/SM) was implemented.

* FlexClone split was not implemented.

* Instance numbers were identical for the source and target SAP systems.

Lab setup

The following figure shows the lab setup we used. The source SAP system HN9 used for the system clone
operation consisted of the database H09, the SAP CS, and the SAP AS services running on the same host
(sap-Inx32) with installed adaptive design enabled. An Ansible control node was prepared according to the
Ansible Playbooks for NetApp ONTAP documentation.

The SAP host agent was installed on this host as well. The NetApp provider script as well as the Ansible
playbooks were configured on the Ansible control node as described in the “Appendix: Provider Script
Configuration.”

The host sap-1nx49 was used as the target for the SAP LaMa cloning operations, and the isolation-ready
feature was configured there.

Different SAP systems (HNA as source and HN2 as target) were used for system copy and refresh operations,
because Post Copy Automation (PCA) was enabled there.


mailto:ng-sapcc@netapp.com
https://help.sap.com/doc/700f9a7e52c7497cad37f7c46023b7ff/3.0.11.0/en-US/737a99e86f8743bdb8d1f6cf4b862c79.html
https://github.com/sap-linuxlab/demo.netapp_ontap/blob/main/netapp_ontap.md
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The following software releases were used in the lab setup:

+ SAP LaMa Enterprise Edition 3.00 SP23_2
+ SAP HANA 2.00.052.00.1599235305

» SAP 7.77 Patch 27 (S/4 HANA 1909)

* SAP Host Agent 7.22 Patch 56

* SAPACEXT 7.22 Patch 69

* Linux SLES 15 SP2

* Ansible 2. 13.7

* NetApp ONTAP 9.8P8

SAP LaMa configuration

SAP LaMa provider definition

The provider definition is performed within Automation Studio of SAP LaMa as shown in the following
screenshot. The example implementation uses a single provider definition that is used for different custom
provisioning steps and operation hooks as explained before.
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The provider netapp clone is defined as the script netapp_clone. sh registered at the SAP host agent.
The SAP host agent runs on the central host sap-jump, which also acts as the Ansible control node.
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The Used in tab shows which custom operations the provider is used for. The configuration for the custom
provisioning NetAppClone and the custom hooks Delete NetAppClone and Delete NetAppClone Refresh
are shown in the next chapters.
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The parameters ClonePostFix and SnapPostFix are requested during the execution of the provisioning
workflow and are used for the Snapshot and FlexClone volume names.
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SAP LaMa custom provisioning

In the SAP LaMa custom provisioning configuration, the customer provider described before is used to replace
the provisioning workflow steps Clone Volumes and PostCloneVolumes.
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SAP LaMa custom hook

If a system is deleted with the system destroy workflow, the hook Delete NetAppClone is used to call the
provider definition netapp_ clone. The Delete NetApp Clone Refresh hook is used during the system
refresh workflow because the instance is preserved during the execution.

SAP AP Landscape Management Q  Refresh v  Working Set: Al LN1onsap-Inx44(10:34) (® lamaadmin
S8 Overview v
B
Custom Hooks [ m
Dashboard
2 Hooks
Visualization
SAP Database Administration Find Custom Hooks: Group By: Entity Type: Provider. Type:
Sedich [ searc Q| [ No Grouping v | [ AlEntities v | [ AttProviders v | [AuTypes ~
% Operations >
B& Provisioning All Custom Hooks (2) ChangeOrder | (3 (€ T
4
X iAitomation Studio v Name Entity Type Provider Type
Provider Definitions
Delete NetAppClone Refresh Instance netapp_clone Pre hook for ‘Clear Mount Configuration azs ®
Custom Operations
Delete NetAppClone Instance netapp_clone Pre hook for ‘Remove Instance’ a7/ ®

Custom Hooks
Custom Notifications
Custom Provisioning
Provisioning Blueprints

Custom Processes

It is important to configure Use Mount Data XML for the custom hook, so that SAP LaMa provides the
information of the mount point configuration to the provider.

To ensure that the custom hook is only used and executed when the system was created with a custom
provisioning workflow, the following constraint is added to it.
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More information about the use of custom hooks can be found in the SAP LaMa Documentation.

Enable custom provisioning workflow for SAP source system

7 ®

To enable the custom provisioning workflow for the source system, it must be adapted in the configuration. The
Use Custom Provisioning Process checkbox with the corresponding custom provisioning definition must be

selected.
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SAP LaMa provisioning workflow - clone system

The following figure highlights the main steps executed with the system clone workflow.
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In this section, we go through the complete SAP LaMa system cloning workflow based on the source SAP
system HN9 with HANA database H09. The following picture gives an overview of the steps executed during

the workflow.
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1. To start the cloning workflow, open Provisioning in the menu tree and select the source system (in our

example HN9). Then start the Clone System wizard.
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2. Enter the requested values. Screen 1 of the wizard asks for the pool name for the cloned system. This step
specifies the instances (virtual or physical) on which the cloned system will be started. The default is to

clone the system into the same pool as the target system.
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HN9: NetWeaver ABAP 7.77, cshn9

Basic M Hosts D HostNames » CustomClone X Consistency » RevertTo DB Snapshot 3 lsolation

Provide Basic Data for Target System

*Pool

[ muccsc

*Short Name

[ clone

Description

[ Ctane of system Hng

Validate Step  Reset Step

. Screen 2 of the wizard asks for the target hosts that the new SAP instances are started on. The target

hosts for this instance(s) can be selected out of the host pool specified in the previous screen. Each
instance or service can be started on a different host. In our example, all three services run on the same
host.
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Provide the information requested in screen 3, which asks for virtual host names and networks. Typically,
the host names are maintained in DNS, so the IP addresses are prepopulated accordingly.
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5. In screen 4, the custom clone operations are listed. A clone and a SnapPostfix name are provided, which
are used during the storage clone operation for the FlexClone volume and Snapshot name, respectively. If
you leave these fields empty, the default value configured in the variable section of the provider script
netapp clone.sh is used.

Clone System 5
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6. In screen 5, the database consistency option is selected. In our example, we selected Online: Clone
running DB.
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Clone System [
HNSO: NetWeaver ABAP 7.77, cshn9

Basic )» Hosts » HostNames J»» CustomClone ) Consistency »» RevertToDB Snapshot »» Isolation »  Summary

Database Consistency [

O No Consistency
Online: Clone Running DB
Online: Backup/Suspend 10 Mode
Offline: Stop and Restart System
Offline: Database already stopped

Database was stopped during system snapshot

Scheduled Execution of Cloning Step &

[[] Schedule execution of cloning step

Validate Step  Reset Step < Previous Finish ~ Exec Cancel

7. In screen 6, input is only required if you perform a tenant clone.

Clone System
HN9: NetWeaver ABAP 7.77, cshn9

Basic )» Hosts ) HostNames »» CustomClone »» Consistency > RevertToDBSnapshot »» Isolation ) Summary

[i] This step is required only for HANA single tenant database clone, using a database snapshot. For any other scenarios you can proceed without entering any credentials.

Provide Usermame and Password

Source SystemDB Administrator User

Source SystemDB Administrator Password

Validate Step ~ Reset Step < Previous [[IESUDM| Finish  Eo Cancel

8. In screen 7, system isolation can be configured.
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Clone System
P 7.77, cshn9

M HostNames 3 Custom Clone Consistency M) Revert To DB Snapshot ) Isolation %)  Summary

Define Allowed Outgoing Connections for System Isolation Read Connections Of: | Source Host | HostName: | sap-nxd9 | Get Connections

Rule Type Target Host Target Port Predefined Explanation

0 Allow communication to host (localhost) on al
localhost Any port 4]
- ports

O Allow communication to all hosts on

Any host name
y ice (rifs)

= ¥ communication to all hosts on
Any host name

ommunication to all hosts on
Any host name
L vice (ldaps)

¥ communication to all hosts on
Any host name /
e (cifs)

ommunication to all hosts on
Any host name microsoft-ds
e (microsoft-ds)

Validate Step ~ Reset Step < Previous (LSSl Finish

9. In screen 8, a summary page contains all the settings for final confirmation before the workflow is started.
Click Execute to start the workflow.

Clone System [ Show Source Data  Create Provisioning Blueprint  Remote Execution
HINg: N ABAP 7.77, cshnd

Basic ) Hosts ) HostNames » CustomClone » Consistency ) RevertToDB Snapshot ) Isolation »  Summary

Vv Host Names

Virtual Host Names and Networks

Host Name Auto IP Address 1P Address Target Network Instance/Virtual Host Host Name Usage

dbh09clone. muccbe hq.netapp.com | [] [1723015157 | BC-SAP-Fro System database: MASTER (configu... | Communication Host Name
pahndclone.muccbe.hg.netapp.com | (] [172 BC-SAP:Front AS instance: 00 Communication Host Name
cshngelone.mucebe.hqnetappicom | [ [172301558 | B Front Central services: 01 Communication Host Name

v Custom Clone

Custom Clone

Operation Hook Selected Instances

Central services (ABAP): 01, cshn2, AS instance (ABAP): 00, pahng, System

Clone Vol 3 Cle Volume:
S one velmes database (ABAP): MASTER : H0S, SAP HANA 02, dbh09

Central services (ABAP): 01, cshng, AS instance (ABAP): 00, pahng, System

Finalize Clone Vol Modify Mountpoints and add Custom Properties
nelize Clone Volumes odlfy Mouniooints and add Custom Properte database (ABAP): MASTER : HNS, SAP HANA 02, dbh09

Operation Parameters Show All Parameters

ClonePostFix

_clone_20221115

snap_20221115

< Previous

SAP LaMa now performs all the actions indicated in the configuration. These actions include creating the
storage volume clones and exports, mounting them to the target host, adding the firewall rules for isolation,
and starting the HANA database and SAP services.

10. You can monitor the progress of the clone workflow under the Monitoring menu.
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SAP Landscape Management

Q  Refresh

Overview
Dashboard

Visualization

SAP Database Administration

Search

i+ Operations

B& Provisioning

% Automation Studio
Provider Definitions
Custom Operations
Custom Hooks
Custom Notifications
Custom Provisioning
Provisioning Blueprints
Custom Processes

Ul Customizations

B &

New view *[\/| @

Latest Server Time: 2022-11-15 17:23:53 (CET)

Name Status

Activity Number

[ string | [ setect vatue

~ | [1854

Activities (1)

Name Activity Number  Progress

I = System Clone 1854 G2

Monitoring

Activities
Logs
Performance

Configuration

a »

Infrastructure

&

Setup

>

Configuration Extensions >

>
>

2022-11-15 17:28:45

Start Time

Duration  User

0:00 lamaadmin

Working Set: All

@  lamaadmin

LN1 on sap-Inxd4 (1

Retry Of Raot Activity

Actions v | >

Within the detailed log, the operations Clone Volume and Modify Mountpoints and add Custom
Properties are executed at the Ansible node, the sap-jump host. These steps are executed for each
service, the HANA database, the SAP central services, and the SAP AS service.

T Overview

Dashboard

Visualization

.

System Clone

Steps
SAP Databsse Administration —
Search Steps (29)
5+ Operations. » -
B& Provisioning
& Automation Studio v
Provider Definitions % % Gberalion
Custom Operations
Custom Hooks e ; i
Activities (1) e W 8 & o G Target
stem
Custom Notifications 4
Name
Custom Provisiening
= System Clone Actions @ Clone Volumes
Provisioning Blueprints
Custom Brocasses TRy Mhaes DA © Clone Volumes
Ul Cust >
2 Nat
& Monitaring bl Start Time: 2022-11-15 17:28:45 ] :E';Pi'ﬁ oe
@ Finslize Source
o8
>
Extersions ¥
: @ Cione Volumes
>

@ Clear Local
Cache

Next

234

7,8,9,10

7.8,9.10

7,8,9,10

Previous

Hook for ID

Instance/Virtual
E i

tamaadmin

| Support Information | T3 X

[ VHideFiters | 10 @&

Host/Parent Virtual Duratio
i Step Time =
000 0-00

sap-jump 00 0:13
sap-jump 000 013
sap .00 0:15
sap-nx32 o6 02
sap-jump 0:37 0:38
115 000

ap-jump 115 0:09

sap-iump SEL %]

11. By selecting the Clone Volumes task the detailed log for that step is displayed and the execution of the
Ansible Playbook is shown here. You can see, that the Ansible playbook
netapp lama CloneVolumes.yml is executed for each HANA database volume, data, log, and shared.
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SAP

SAP Landscape Managemen

Overview

Dashboard

Visualization

SAP Database Administration

Search

Operations

B Provisioning

% Automation Studio
Provider Definitions
Custom Operations
Custom Hoaks
Custom Notifications
Custom Provisioning
Provisioning Blueprints

Custom Procasses

&

Ul Gustomizations

3

Monitoring

Activities
Logs

Performance

»

Configuration

Infrastructure

2

Setup

Configuration Extensions

vV v v

New view * ~ [

Latest Sarver Time: 2022-11
15

17:31:39
(CET)
Name
1854
Activities (1)
Name
= System Clone
Activity Number: 1854

Progress: @S
Note:

Start Tima: 2022-11-15 17:28:45

Y %

System Clone

Activity | Activity Num.
General  Steps
Next: 7,8,9,10
Previous: 1

Haok for ID:

@ Prepare DB copy

1D: 4

t 5
Previous: 1
Haok for [D:

@ Finalize Source DB
D: 5%

Next: 6

Previous: 4

Hook for 1D:

@ Clone Volumes

Previous: 5

Hook for ID:

@ Clesr Local Cache
D7 %

Next: 11

Previous: 2,3,6

Haok for ID:

@ Modify Mountpoints and add Custom

Properties
0:8 ¥
Next

Previous: 2,3,6

Hook for ID:

© Modify Mountpoints and add Custom

Properties
D:9 %
Nex:
Previous: 2,3,6

Clone Volumes [V HideFiters] T2 %
Step | 1D 6 | Activity Number 1
Message Severtty

String Debugx v %
Messages (20) DU -

((DEBUG)) | ID: 59 | Message Code: OSP-0200
01 | Entry Time: 0:38

Time

Operation succeeded

=]
S o
&
z

ssage Code: TMP.1001
Time: 2022-11 Time: 073

NCM/saplymgIMDYH removed

Termp File /tmp/

1D: 57

Message Code: FWD-0003

Y Time: 0:38

el 202211-15

No valid sapacext not found. Request will be handled by sapacosprep. See log for further details

1D:55 | Message Code: LVM

517:30:01 | Eniry Time:

IG) | ID: 31 | Message Code: NetApp Clone for Custom Provis
1-15 17:29:40

ntry Tim

Running ansible playbook netapp._Lama_CloneVolumes yml on Volume HO9_log

(BE8UG) | ID: 23

Message Code: NetApp Clone for Custom Pravis
940 o

9:40 | Entry Time: 0:17

Running ansible playbook

p_lama_CloneVolumes yml on Volume HO9._data

(DEBUG ) | ID: 22 | Message Code: NetApp Clone for Custom Provis
i Encry Time: 0:17
saving mount config.

1D: 21 | Message Code: NetApp Clone for Custom Provis
Time: 2022-11-15 17:28.40 y Time: 0:17
netapp_clone.sh ~HookO,

MOUNT_XML_PAT

es --SAPSYST

mpVCMsaplvmgdMDYH --PARAM_ClonePostFi

nap,_20221115 --PROP_ClonePostFix=
N9

~SAPSYSTEM=02 -
=_clone_20221115 -
-PROP_SnapPostFix= ~SAP_LVM_SRC_SID=HNS --

SAP_LVM_TARGET_SI|

ID: 20 | Message Code: NetApp Clone for Custom Provis

Running Script netapp_clone.sh Version 0.9

12. In the details view of the step Modify Mountpoints and add Custom Properties, you can find information
about the mount points and the custom properties handed over by the execution script.

SAP  5AP Landscape Management

5 Ovenview
Dashboard

Visualization

Search
#  Operations
B& Provisioning
% Automation Studio

Provider Definitions
Custom Operations
Custom Hooks
Custom Notifications.
Custom Provisianing
Provisioning Blueprints

Custom Processes

base Administration

@ Ul Customizations
& Monitoring
Activities
Logs
Performance

2 Configuration
3¢ Configuration Extensions
&  Infrastructure

Setup

v v v v

New view* v 1@

Latest Server Time: 2022-11-
15

17:32:39
(CET)
Status
5e t Value v
Activity Number
| 1854
Activities (1) G N
Name

= System Clone

Activity Number: 1854
Progress:

Note

Start Time: 2022-11-15 17:28:45

System Clone
Activity | Activity Num.

General  Steps

Previous: 1
Hook: for ID!

@ Finalize Source DB
ID: 5

Next: 6

Previous: 4
Haok for ID:

@ Clone Volumes
D: 6 &

Next: 7,8,9,10
Previous: 5
Hook for ID:

@ Clear Local Cache

us: 2,3,6

Haok for ID:

@ Modily Mountpoints and add Custom
Properties

ID: 8

Previous: 2,3,6
Haok for 1D

@ Modify Mountpoints and add Custom
Properties

o: 9

Next:

Previous: 2, 3,6
Haok for 1D

@ Maify Mountpoints and add Custom
Properties

ID: 10
Next:
Previous: 2,3,6

Haak for ID:

Working Set: All N1 on sap-Inxd4 (17:3 lamaadmin

| ¥ Hide Fitters | £ X

Modify Mountpoints and add Custom Properties
Step | ID 10 | Activity Number 1854

Message Severity
St Debug x| | Result x ~ % %
Messages (15) L0

((DEBUG)) | 10: 40 | Message Code: LVM
Time: 20 s & 0

Updates Persisted

Message Code: LVM

(CRESULT) | ID: 24 | Message Code: Netipp Clone for Custom Provis
115 17:30:20 | Emury Time: 0:18

property SnapPostFix=_snap_20221115

1D:23 | Message Code: NetApp Clone for Custom Provis
5552030 [ By .

lonePostFi

_clene_20221115

DEBUG ) | ID: 22 | Message Code: NetApp Clane for Custom Provis
me 17:30:2 7y Time: 0:18

_clone.sh ~HookO
NT_XML_PATH= -PARAM_ClonePostF
PROP_ClonePostFix= ~PROP_SnapPostF

~SAPSYSTI ME=HNS --SAPSYSTEM=01 -
lone_20221115 --PARAM_SnapPostFix=_snap_20221115 -
SAP_LVM_SRC_SID=HNS --SAP_LVM_TARGET_SID=HNg

((DEBUG)) | ID: 21 | Message Code: NetApp Clone for Custom Provis
T 517:30:20 | Entry Time: 0:18

Running Script netapp_clone.sh Version 0.9

DEBUG ) | ID: 12 | Message Code: LVM
Enry Time: 0:00

Retrieved the following par
C . name:

meters from hostagent [name: ClanePostFix, is a C perty, name: C Lisa
,isaC perty, name: MOUNT_XML_PATH, name: SAPSYSTEMNAME
name: SAP_LVM_SRC_SID, name:

name: HookO| ., name: Snap!
SAP_LVM_TARGET_SID, name: SAPSYSTEM)

(DEBUG) | 1D: 10 | Message Code: LVM
T 7:30:01 | Emry oc

118 Time: 0:00

Updating logs

Message Code: LVM

Entry Time-
Generic Transferred Parameters

CustomOgpld: 'e0c689cc-6017-11ed-c30e-0000007e3672

HookOperationName: FinalizeCloneVolumes'

HostName: ‘sap-lnxdg

Previous Service ID: ‘SystemiD.HN9, Number. 01 InstanceHost.cshnd’

Serviceld: 'System|D.HNS. Number.01.InstanceHost.cshn3clone. muccbe hg.netapp.com'
sreServiceld: "SystemiD.HN.Number.0L InstanceHost.cshnd

After the workflow has been completed, the cloned SAP system is prepared, started, and ready for use.
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SAP LaMa deprovisioning workflow - system destroy

The following figure highlights the main steps executed with the system destroy workflow.

Systemn Destroy
System  System ol

1. To decommission a cloned system, it must be stopped and prepared in advance. Afterwards the system
destroy workflow can be started.

v

SAP LaMa (sap-Inx44)

Ansible Control Node
netapp_clone.sh _
| SAP Host Agent (sap-jump)

[Sand HANA: HO9 dbh03
SAP-CS: HN9 cshn9
‘SAP-AS:

1 Stop System and Unprepare

o Delete Storage Clone + Snapshot
(netapp_lama_ServiceConfigRemoval.yml)

2  Delete System Configuration

2. In this example, we run the system destroy workflow for the system created before. We select the system
in the System View screen and start the system destroy workflow under Destroy Processes.

3. All the mount points maintained during the provisioning phase are shown here and are deleted during the
system destroy workflow process.
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Destroy System [fj]

HNS, ver ABAP 7.77, dbh0Sclone.muccbe.hq.netapp.com

Delete Storage Volumes ¥  Delete Host Names 3 Summary

Storage Volumes

Delete Volume Storage Manager Storage System

Mount Data Without Corresponding Storage Volume

Instance Storage Type Export Path
AS instance: 00 NETFS
AS instance: 00 NETFS
AS instance: 00 NETFS
AS instance: 00 NETFS
AS instance: 00 NETFS 192.168.10.14
System database: MASTER : HO9, SAP HANAO2  NETFS 192.168.10.14
System database: MASTER : H09, SAP HANAO2  NETFS 192.168.10.14
System database: MASTER : HO9, SAP HANA 02 NETFS
Central services: 01 NETFS
Central services NETFS 192.168.10.14:
Central services NETFS 192.168.10.14
Central servic NETFS 192168.10.14:

Central services: NETFS

| [ Monitoring Data

Monitoring Time:

Validate Step ~ Reset Step

Destroy System [
HNS9: NetWeaver ABAP 7.77, dbh09clone.muccbe.hg.netapp.com

Delete Storage Volumes 3  Delete HostNames 3  Summary

Host Names

Delete DNS Server Host Name

192.168.10.147

192.168.10.14:/

192.168.10.14:

192.168.10.14:/

192.168.10.141

192.168.10.143

192.168.10.14:/

Storage Pool

HN9_sap_clone_20221115/hnSa...
HNS_sap_clone_20221115/sapmnt
HN3_sap_clone_20221115/HN9

HN9_sap._clone_20221115/ccms

JHN9_sap_clone_20221115/saptr

H09_data_clone_20221115/data

/H09_log_clone_20221115/log

H09_shared_clone_20221115/sh.
HN9_sap_clone_20221115/hn%a...
HNG_s lone_20221115/sapmnt
HN9_sap_clone_20221115/HNS
HNS_sap_clone_20221115/ccms

HN9_sap_clone_20221115/saptr...

No data

Volume Group

Mount Point
Ihome/hnadm
IsapmntHNG
Iusrlsap/HNS
lusrisaplcems/HNS_00
lusrlsaphans
/hana/data/HO3
Ihanallog/HO3
fhanalshared/HO9
fhomelhngadm
Isapmnt/HNY
lusrlsap/HNS
lusrlsaplcems/HNG_00

lusrisapltrans

IP Address

Latest Monitoring Time

Mount Options
fwinoatime vers=3,rsize=65536,

rwinoatime vers=3,rsize=65536,wsize=65536,na.
rwinoatime vers=3,rsize=65536 wsize:
fw,noatime vers=3,rsize=65536,
rwinoatimeyvers=3,rsize=65536 wsize=6
rw,noatime vers=3,rsize=65536 65536.na
rwnoatime vers=3,rsize=65536 wsize:

rw.noatime,vers=3,rsize=65536 w

rw,noatime,vers=3,rsize=65536 wsize=65536,na...

rw,noatimevers=3,rsize=65536 wsize=6
rw,noatime,vers=3,rsize=65536 wsize=6!
rw,noatime vers=3,rsize=65536 wsize=8

rwnoatime vers=3,rsize=65536 wsize:

Next > BEELEY

No virtual hostnames are deleted because they are maintained through DNS and have been assigned
automatically.

Validate Step ~ Reset Step

4. The operation is started by clicking the execute button.

< prevous Frisn

Cancel
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Destroy System [ Show Source Data  Create Provisioning Blueprint ~ Remote Execution
HNO: NetWeaver ABAP 7.77, dbh09clone.mucche.hg.netapp.com

Delete Storage Volumes 3  Delete Host Names 3 Summary

[il SAP advises that it is the customer's responsibility to ensure that no data is lost when the selected volumes/virtual hosts are deleted by SAP Landscape Management

“ Delete Storage Volumes

Storage Volumes

Delete Volume Starage Manager Storage System Storage Pool Volume Group Latest Monitoring Time

No data

Mount Data Without Corresponding Storage Volume

Instance Storage Type Export Path Mount Point Mount Options

AS instance: 00 NETFS 192.168.10.14:/HN9_sap_clone_20221115Mn9...  /home/nIadm rw,noatime vers=3, i M
AS instance: 00 NETFS 192.168.10.14:/HN9_sap_clone_20221115/sap...  fsapmnt/HNI rw.noatime vers=3, i T
AS instance: 00 NETFS 192.168.10.14:/HN9_sap_clone_20221115/HNS  /usrisap/HN rw,noatime vers=3, i M
AS instance: 00 NETFS 192.168.10.14:/HN9_sap_clone_20221115fccms  Jusrisapleems/HNG_00 rw.noatime vers=3, i T
AS instance: 00 NETFS 192.168.10.14:/HN9_sap_clone_20221115/sapt... /usr/sapftrans rw,noatimi .
System database: MASTER : H09, SAP HANA 02  NETFS 192.168.10.14:/H09_data_clone_20221115/data  /hanaldata/HO9 rw,noatim; e
System database: MASTER : H09, SAP HANA 02 NETFS 192.168.10.14:/H09_log clone_20221115/log fhanaflog/HO9 rw,noatimi .
System database: MASTER : H09, SAP HANA 02  NETFS 192.168.10.14:/H09_shared_clone_20221115/s...  /hana/shared/H02 rw,noatim; e
Central services: 01 NETFS 192.168.10.14:/HN9_sap_clone_20221115/hn9...  fhome/hn9adm rwnoatime vers=3,rsi

Central services: 01 NETFS 192.168.10.14:/HN9_sap_clone_20221115/sap...  /sapmnt/HNG rw,noatime vers=3,

Central services: 01 NETFS 192.168.10.14:/HN9_sap_clone_20221115/HNS  Jusrisap/HNS rw,noatime vers=3,rst i .
Central services: 01 NETFS 192.168.10.14:/HN9_sap_clone_20221115fcems  /usrisaplcems/HNG_00 rw,noatime vers=3, i M
Central services: 01 NETFS 192.168.10.14:/HN9_sap_clone_20221115/sapt...  fusrisapitrans rw,noatime vers=3, : e

Monitoring Time: ‘ [ moni

SAP LaMa now performs the deletion of the volume clones and deletes the configuration of the cloned
system.

5. You can monitor the progress of the clone workflow under the Monitoring menu.

SAP  SAP Landscape Management Refresh Working Set: All x4 (1752) lamaadmin
Bz "
T Oenien Y New view * ~ System destroy Supratinioingion |, 247 &
Dashboard Activity | Activity Number 1861
Latest Server Time: 2022-11-15 17:52:54
Visualization (CED
General  Steps
| SAP Database Administration —_—
Name
Search [ee ‘ Steps (4) ¥ HideFilters || 14 &
s Operations >
Status Status Operation
B Provisioning [ Seloct Velaw v [ select value ~ | [ sting % %
% Automation Studio v f——
Provider Definitions [18e1 | % % Ot o N Previous  Hookfor [0 Instance/Virtual Host/Parent Virtual Sesthic Diidien
Element Element
Custom Operations
HNS Central services
Custom Hooks s
Activities (1) e N8 8 e Dlets 1 2,3,4 4 (ABAP)OL, sap-jump 0:00 [+ TR
. NetAppClone cshnSclone.mucche.h
Custom Notifications e
| o q.netapp.com
| Custom Provisioning P
| Provisioning Bluieprints e dey 2 0Dl ) 54 1 i <A?Ag)luo . sk 5
| ahnSclone mucche
. Activity Number: 1861 P iz
ustom Processes ha.netapp.com
| Progress: (0%
48 Ul Customizations > HO3 System
. Note: database (ABAP)
@& Monitoring M Start Time: 2022-11-15 17:55:03 4 © Delete 1 12 4 MASTER:SAP HANA g
P ‘ NetAppClone 3 . 02 SRR,
_ dbh09clone.muccbe.
Logs ha.netapp.com
ot HNS: NetWeaver
© Remove ABAP7.77,
2 Configuration > Instance ¢ Les dbh0Sclone.muccbe. ’
2 Configuration Extensions > RASEEp.com
& Infrastructure >
£ Setup >

=

6. By selecting the Delete NetAppClone task, the detailed log for that step is displayed. The execution of the
Ansible Playbook is shown here. As you can see, the Ansible playbook

netapp lama ServiceConfigRemoval.yml is executed for each HANA database volume, data, log,
and shared.
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SAP Landscape Management Refresh - Working Set: Al LN1 on sap-Inxd4 (17:56) lamaadimin

S8 Overview v (e T
2 New view * ~ [ System destroy Delete NetAppClone ¥ Hide Fiters | £7 X
Dashboard Activity | Activity Numb, Step | 1D 3 | Activity Number 1861
Visualization
Ge Steps )
SAP Database Administration P Massage Severity
_ [ s Debug x| Resultx v Y
Suaith Steps (4) T Hide Filters &
Name
Operations >
i Messages (19) &

Provisioning

8

Stais (oEBUG) | 1D: 60

Automation Studic ~

&

essage Code: OSP-0200
Entry Time: 0:37

v Operation
Provider Defintions Activity Number 5 | % % Opsision syccistied
Custor Operations 1861 V% W ((BEBUG)) | ID: 59 | Message Code: TMP-1001
- 2 b T 15 17:56:23 Time: 0:37
Custom Hooks Operation Temp File Amp/NCMisaplvmZ JM1D2 removed
Custom Notifications. Activities (1) N oa e @ Delete NetAppCione ((BEBUG) | ID: 58 | Message Code: FWD-0003
Custom Provisioning 18 0:3
Name . - No valid sapacext not found. Request will be handled by sapacosprep. See log for further details
Provisioning Blueprints Next: 2,3,4 sihiucd:
EBUG) | ID: 57 | Message Code: HALog
System destr Previous g
Custom Processes T SV et ook for 1 4 Time: 2022:11:15 17. Enry Time; 0:37
ook for ID: 4
ity N Download logfile /ust/sap/o: rk/ASULlog from host sap-jump
& Ul Customizations > Acuity Nomper, 1601 P |
Progress: QR @ Delete NetAppClone :
B gress i ((DEBUG) | 1D: 56 | Message Code: LVM
B3 Monitoring ~ < g =
Note: 2 = tt %
Activities Start Time: 20234115 17 5503 Next: 3.4 | Removing temp Fie fmpivCMsapivmzItLD2n0w
Logs vious: 1 ((DEBUG ) | ID: 39 | Message Code: NetApp Clone for Custom Provis
7 115 17. nry Time: 014
Hook for ID: 4
Performance G R0 : Running ansible playbook netapp_lama_ServiceConfigRemovaLymi on Volume HO9_shared
2 = @ Delete NetAppClone | —
% Configuration 2 . ((DEBUG) | 1D: 31 | Message Code: NetApp Clone for Custom Provis
2 ¢ i n 11517, Time: 0:14
% Configuration Extensions > 8 2 s
Next: 4 ible playbook netapp_lama_ServiceConfigRemovalyml on Volume HOS_log
& Infrastructure >
Previous: 1,2 ) | ID: 23 | Message Code: NetApp Clone for Custom Provis.
A seup > Hook for ID: 4 5
Running ansible playbook netapp_lama_ServiceConfigRemoval.yml on Volume H09_data
= Remove Instance
o i (BEBUG)) | ID: 22 | Message Code: NetApp Clone for Custom Provis
R Ti 20: 7: D0 | Entry Time: 0:14
TIELaPR.CIONE Sh - HOOKOPETalIONHAME= SEMVICECONNEREMOVl - SALSY 5| EMNAMESHOY - oA
MOUNT_XML_PATH=/tmp/VCM/saplvmZIM1D2 --PARAM_ClonePostFix= --PARAM_SnapPostFi
PROP_ClonePastFix=_clone_20221115 --PROP_SnapPostFix=_snap_20221115 SAP_LVM_SRC_SH
SAP_LVM_TARGET_SID=

: 21

Message Code: NetApp Clone for Custom Provis
0 | Entry T 14

Running Script netapp._clone.sh Version 0.9

13 | Message Code: LVM
§ | Enwy Time: 0:00

Retrieved the following parameters from

stagent [name: C is a CustomPropeny, name: C s a

SAP LaMa provisioning workflow - copy system
The following figure highlights the primary steps executed with the system copy workflow.
System Copy

Activate  System

Start Import Configuration + Deactivate
Isolation Rename System Post Copy Automation

Isolation

v

In this chapter, we briefly discuss the differences for the system clone workflow and input screens. As you can
see in the following image, nothing changes in the storage workflow.
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Ansible Control Node

netapp_clone.sh

AP Host Agent (sap-jump)

HANA: HO2 dbh02
SAP-CS: HN2 cshn2

HANA: H10 dbh10

SAP-CS: HNA cshna
SAP-AS: HNA pahna

2 | SAP Host Agent (sap-inx33)

SAP-AS: HN2 pahn2
i Create System Configuration

| Create Storage Snapshot + Clone
(netapp_lama_CloneVolumes.yml)

WA PAIR HA PAIR

_ Prepare + Rename System +
4 Start Startsystem (+ ....)

Set Custom Properties
H10_data H10_data cl
T ([ .
e ©

1. The system copy workflow can be started when the system is prepared accordingly. This is not a specific
task for this configuration, and we do not explain it in detail. If you need further information, review the SAP

LaMa documentation.

4
I o Create Mount Point Configuration +

HNA_sap

Set:All LN on sap-Inx44 (11:13)

SAP  SAP Landscape Management

sz
I8 Overview v Systems  Virtualization  Cloud

Dashboard I
V Hide Filters

Visualization Provisioning Systems View v @

SAP Database Administration Systems: 2, Instances: 6

Search

= Name Status Pool
% Operations > r
w . op String | [ select vatue ~ | [ setect Value -~ % %
B& Provisioning
% Automation Studio >
Systems (2) BE AN &8 &
{& Ul Customizations >
Name Pool Description Assigned Host Virtualized
& Monitoring v
> @ HN9: NetWeaver ABAP 7.77, cshnd MUCCBC
Activities
> @ HNA: NetWeaver ABAP 7.77, cshna Muccsc
Logs —_
YV Search
Performance
{& Clone System
2 Configuration >
% Configuration Extensions >
Copy System
& Infrastructure > @ cory Sy
& sewp >

2. During the copy workflow, the system is renamed, as must be specified in the first screen.
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Copy System @

HNA: NetWeaver ABAP 7.77, cshna

Basic ) Hosts ) HostNames ) Instance Number ) CustomClone ») Consistency ) Users » Rename ») Isolaion » ABAPPCA ) Summary

Provide Basic Data for Target System

*System ID *Pool
(e Muccee @]
7] Use different Database Name Description
*HANA SID Copy of System 'HNA
HO2

Set Master Password for OS and DB Users [

*Password

*Confirm Password

Validate Step ~ Reset Step Cancel

3. During the workflow, you can change the instance numbers.

Copy System g
HNA: NetWeaver ABAP 7.7, cshina

Basic ) Hosts ) HostNames ) Instance Number ) CustomClone M) Consistency » Users ) Rename ») Isolstion ) ABAPPCA » Summary

SAP Instance Numbers

*System database: MASTER (configured) : SAP HANA 02
| 02

*AS instance: 00

[0

#Central services: 01

[o1

Validate Step ~ Reset Step < Previous Finish £ Cancel

@ Changing instance numbers has not been tested and might require changes in the provider
script.

4. As described, the Custom Clone screen does not differ from the cloning workflow, as is shown here.
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Copy System 3

HNA: NetWeaver ABAP 7.77, cshna

Basic ) Hosts ) HostNames »» Instance Number

Custom Clone
Operation

Clone Volumes

Post Clone Volumes

Operation Parameters

ClonePostFix

» Consistency » Users » Rename ») Isolation »» ABAPPCA » Summary

Hook

Clone Volumes

Modify Mountpoints and add Custom Properties

Selected Instances

System database (ABAP): MASTER : H10, SAP HANA 02, dbh10, Central services
(ABAP): 01, cshna, AS instance (ABAP): 00, pahna

System database (ABAP): MASTER : HN2, SAP HANA 02, dbh10, Central services
(ABAP): 01, cshna, AS instance (ABAP): 00, pahna

Show All Parameters

[(string

SnapPostFix

String

Validate Step ~ Reset Step

< Previous Finish  Exe Cancel

5. As we already described, the remaining input masks do not deviate from the standard, and we do not go
into them any further here. The final screen shows a summary, and execution can now be started.

Copy System g
HNA: NetWeaver ABAP 7.77, cshna

Basic ) Hosts ) HostNames D Instance Number

»  Custom Clone

Show Source Data  Create Provisioning Blueprint  Remote Execution

M Consistency »» Users » Rename X Isolation » ABAPPCA J» Summary

[l SAP advises that itis the customer's responsibility to ensure that it has all necessary third party license rights required to clone and/or copy an environment using this software, and the customer has obtained and will maintain all such license rights necessary
to use the functionality described herein, including, without limitation, the license right to operate the target system landscape after cloning and/or copyin.

v Basic
Provide Basic Data for Target System

*System ID
HN2

[¥] Use different Database Name
“HANA SID

Ho2

Set Master Password for OS and DB Users [0

*Password

*Confirm Password

v Hosts

Host Selection of Target System
Instance

System database: MASTER (configured) : SAP HANA 02

*Pool

[MUCCBC

Description

Copy of System 'HNA'

Target Host!Virtual Host

sap-inxds |

< prevoss [

After the copy process, the target instance is not enabled for the custom cloning process.
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It must be adopted manually to run the pre-hook step during the system destroy process because a constraint
is set and would prevent execution.

XY Landscape Management Working Set: (SR ~]  seareh [ i5| @p  LNIONSapInidH11 SE) , Related Links & Help , lamaadmin ,
Automation Studio Configuration Infrastructure Setup

Poois | Systema} toss | Craractenistics
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b
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P HNO: NetWeaver ABAP 7.77. cshng = = = MUCCEC
» HNA NetWeaver ABAP 7.77, cshna = = = MUCCEBC
=
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Solution Manager settings
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Source System: [HNA: NetiWeaver ABAP 7.7, cshna Enable Custor Notfication: [
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SAP LaMa provisioning workflow - system refresh

The following figure highlights the main steps executed with the system refresh workflow.
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System Refresh

v

During the refresh workflow, the storage clone must be deleted. You can use the same Ansible playbook as for
the system destroy workflow. However, the custom hook is defined to a different step, so the playbook is
named accordingly. The process step for the clone doesn't differ.

tos

Ansible Control Node
netapp_clone.sh

HANA:  H10 dbh10 S HANA:  HO2 dbh02
Ml SAPCS: HNA cshna SAP-CS: HN2 cshn2
SAP-AS: HNA pahna SAP-AS: HN2 pahn2

£ =
08 'SAP Host Agent (sap-Inx33 1 Export Configuration + Stop + Unprepare

Delete Storage Clone + Snapshot
(netapp_lama_ClearMountConfig.yml)

Create Storage Snapshot + Clone
(netapp_lama_CloneVolumes.yml)

Create Mount Point Configuration
Set Custom Properties

H10_data
H10_log

H10_shared

[ﬂ!é

_ Prepare + Rename System +
5 Start Startsystem (+ ....)

The refresh workflow can be triggered through the provisioning screen for a copied system.
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SAP Landscape Management
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B

Monitoring
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|
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>
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>
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Systems (3)

Name
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> @ HN9: NetWeaver ABAP 7.77, cshnd

> @ HNA: NetWeaver ABAP 7.77, cshna

Pool

MUCCBC
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Description

Copy of System 'HNA

Assigned Host

V Hide Fitters | |

Virtualized

[Provisioning ~

Destroy Processes

{& Refresh System

Refresh Processes

>

Search |

{8 Refresh Database

{8 Restore-Based Refresh

Manage System Snapshots

Again, nothing differs in the input screens from the standard, and the workflow execution can be started from
the summary screen.

Refresh System &
HN2: NetWeaver ABAP 7.77, dbh02.mucebc.hq.netapp.com

Basic

»  Hosts

» HostNames J)» CustomClone »» Consistency 3

Users

»

Rename

»

Isolation

M ABAPPCA

»  Summary

Show Source Data

Create Provisioning Blueprint

Remote Execution

m

SAP advises that it is the customer's responsibi

ity
fo use the functionality described herein, including, without imitation, the license right to operate the target system landscape after cloning and/or copying.

to ensure that it has all necessary third party license rights required to clone and/or copy an environment using this software, and the customer has obtained and will maintain all such license rights necessary

wv Basic

Basic Data of System to Be Refreshed [

Refresh from System HNA: NetWeaver ABAP 7.77, cshna

Export of System Configuration Data

[[] Export already exists

*Export to Directory

1tmpNCM_pca/HN2/

[ Remove Expart After Import

Set Master Password for OS and DB Users [l

*Password

*Confirm Password

v Hosts

Host Selection of Target System

Instance

Target HostVirtual Host

< Previous

(e R

Provider script configuration and Ansible playbooks

The following provider configuration file, execution script, and Ansible playbooks are used
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during the sample deployment and workflow execution in this documentation.

@ The example scripts are provided as is and are not supported by NetApp. You can request the
current version of the scripts via email to ng-sapcc@netapp.com.

Provider configuration file netapp_clone.conf

The configuration file is created as described in the SAP LaMa Documentation - Configuring SAP Host Agent
Registered Scripts. This configuration file must be located on the Ansible control node where the SAP host
agent is installed.

The configured os-user sapuser must have the appropriate permissions to execute the script and the called
Ansible playbooks. You can place the script in a common script directory. SAP LaMa can provide multiple
parameters when calling the script.

In addition to the custom parameters, PARAM ClonePostFix, PROP_ClonePostFix,
PARAM ClonePostFix, and PROP_ClonePostFix, many others can be handed over, as is shown in the
SAP LaMa Documentation.

root@sap-jump:~# cat /usr/sap/hostctrl/exe/operations.d/netapp clone.conf
Name: netapp clone

Username: sapuser

Description: NetApp Clone for Custom Provisioning

Command: /usr/sap/scripts/netapp clone.sh

--HookOperationName=$ [HookOperationName] --SAPSYSTEMNAME=S [SAPSYSTEMNAME ]
--SAPSYSTEM=S$ [SAPSYSTEM] ——MOUNT_XML_PATH=$[MOUNT_XML_PATH]

--PARAM ClonePostFix=$[PARAM-ClonePostFix] -—-PARAM SnapPostFix=$[PARAM
-SnapPostFix] --PROP ClonePostFix=$[PROP-ClonePostFix]
—--PROP_SnapPostFix=$[PROP-SnapPostFix]

--SAP_LVM SRC_SID=$[SAP LVM SRC SID]

--SAP_LVM TARGET SID=$[SAP LVM TARGET SID]

ResulConverter: hook

Platform: Unix

Provider script netapp_clone.sh

The provider script must be stored in /usr/sap/scripts as configured in the provider configuration file.
Variables
The following variables are hard coded in the script and must be adapted accordingly.

* PRIMARY CLUSTER=<hostname of netapp cluster>
* PRIMARY SVM=<SVM name where source system volumes are stored>
The certificate files PRIMARY KEYFILE=/usr/sap/scripts/ansible/certs/ontap.key and

PRIMARY CERTFILE=/usr/sap/scripts/ansible/certs/ontap.pem mustbe provided as described
in NetApp Ansible modules - Prepare ONTAP.
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@ If different clusters or SVMs are required for different SAP systems, these variables can be
added as parameters in the SAP LaMa provider definition.

Function: create inventory file

To make Ansible playbook execution more dynamic, an inventory. yml file is created on the fly. Some
static values are configured in the variable section and some are dynamically created during execution.

Function: run Ansible playbook

This function is used to execute the Ansible playbook together with the dynamically created inventory.yml
file. The naming convention for the playbooks is netapp lama ${HookOperationName}.yml. The values
for $ {HookOperationName} is dependent on the LaMa operation and handed over by LaMa as a command
line parameter.

Section Main

This section contains the main execution plan. The variable $ {HookOperationName} contains the name of
the LaMa replacement step and is provided by LaMa when the script is called.
* Values with the system clone and system copy provisioning workflow:
o CloneVolumes
> PostCloneVolumes
* Value with the system destroy workflow:
o ServiceConfigRemoval
 Value with the system refresh workflow:

o ClearMountConfig

HookOperationName = CloneVolumes

With this step, the Ansible playbook is executed, which triggers the Snapshot copy and cloning operation. The
volume names and mount configuration are handed over by SAP LaMa through an XML file defined in the
variable $SMOUNT XML PATH. This file is saved because it is used later in the step FinalizeCloneVolumes
to create the new mount-point configuration. The volume names are extracted from the XML file and the
Ansible cloning playbook is executed for each volume.

In this example, the AS instance and the central services share the same volume. Therefore,
volume cloning is only executed when the SAP instance number ($SAPSYSTEM) is not 01. This
might differ in other environments and must be changed accordingly.

HookOperationName = PostCloneVolumes

During this step, the custom properties ClonePostFix and SnapPostFix and the mount point configuration
for the target system are maintained.

The custom properties are used later as input when the system is decommissioned during the
ServiceConfigRemoval or ClearMountConfig phase. The system is designed to preserve the settings of
the custom parameters that were specified during the system provisioning workflow.

The values used in this example are ClonePostFix= clone 20221115 and
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SnapPostFix= snap 20221115.

For the volume HN9_sap, the dynamically created Ansible file includes the following values:
datavolumename: HN9 sap, snapshotpostfix: snap 20221115, and clonepostfix:
_clone 20221115.

Which leads into the snapshot name on the volume HN9_sap HN9 sap snap 20221115 and the created
volume clone name HN9 sap clone 20221115.

@ Custom properties could be used in any way to preserve parameters used during the
provisioning process.

The mount point configuration is extracted from the XML file that has been handed over by LaMa in the
CloneVolume step. The ClonePostFix is added to the volume names and send back to LaMa through the
default script output. The functionality is described in SAP Note 1889590.

In this example, qtrees on the storage system are used as a common way to place different data

@ on a single volume. For example, HN9 sap holds the mount points for /usr/sap/HN9,
/sapmnt/HN9, and /home /hn9adm. Subdirectories work in the same way. This might differ in
other environments and must be changed accordingly.

HookOperationName = ServiceConfigRemoval

In this step, the Ansible playbook that is responsible for the deletion of the volume clones is running.

The volume names are handed over by SAP LaMa through the mount configuration file, and the custom
properties ClonePostFix and SnapPostFix are used to hand over the values of the parameters originally
specified during the system provisioning workflow (see the note at HookOperationName =
PostCloneVolumes).

The volume names are extracted from the xml file, and the Ansible cloning playbook is executed for each
volume.

In this example, the AS instance and the central services share the same volume. Therefore, the
volume deletion is only executed when the SAP instance number (SSAPSYSTEM) is not 01. This
might differ in other environments and must be changed accordingly.

HookOperationName = ClearMountConfig

In this step, the Ansible playbook that is responsible for the deletion of the volume clones during a system
refresh workflow is running.

The volume names are handed over by SAP LaMa through the mount configuration file, and the custom
properties ClonePostFix and SnapPostFix are used to hand over the values of the parameters originally
specified during the system provisioning workflow.

The volume names are extracted from the XML file and the Ansible cloning playbook is executed for each
volume.

In this example, the AS instance and the central services share the same volume. Therefore,
volume deletion is only executed when the SAP instance number (SSAPSYSTEM) is not 01. This
might differ in other environments and must be changed accordingly.

30


https://launchpad.support.sap.com/

root@sap-jump:~# cat /usr/sap/scripts/netapp clone.sh
#!/bin/bash

#Section - Variables

FHAFH S H AR H AR F SRS

VERSION="Version 0.9"

#Path for ansible play-books

ANSIBLE PATH=/usr/sap/scripts/ansible

#Values for Ansible Inventory File

PRIMARY CLUSTER=grenada

PRIMARY_SVM=Svm—Sap01

PRIMARY KEYFILE=/usr/sap/scripts/ansible/certs/ontap.key
PRIMARY CERTFILE=/usr/sap/scripts/ansible/certs/ontap.pem
#Default Variable if PARAM ClonePostFix / SnapPostFix is not maintained in
LaMa

DefaultPostFix= clone 1

#TMP Files - used during execution

YAML TMP=/tmp/inventory ansible clone tmp $$.yml
TMPFILE=/tmp/tmpfile.$S

MY NAME="'basename $0°"

BASE SCRIPT DIR=" dirname so°"

#Sendig Script Version and run options to LaMa Log

echo " [DEBUG]: Running Script SMY NAME SVERSION"

echo " [DEBUG] : $MY_NAME s@"

#Command declared in the netapp clone.conf Provider definition
#Command: /usr/sap/scripts/netapp clone.sh
--HookOperationName=$ [HookOperationName] --SAPSYSTEMNAME=S$ [SAPSYSTEMNAME ]
--SAPSYSTEM=S$ [SAPSYSTEM] ——MOUNT_XML_PATH=$[MOUNT_XML_PATH]
--PARAM ClonePostFix=$[PARAM-ClonePostFix] --PARAM SnapPostFix=$[PARAM
-SnapPostFix] --PROP ClonePostFix=$[PROP-ClonePostFix]
--PROP_SnapPostFix=$[PROP-SnapPostFix]

--SAP_LVM SRC_SID=$[SAP LVM SRC SID]

--SAP_LVM TARGET SID=$[SAP LVM TARGET SID]

#Reading Input Variables hand over by LaMa

for 1 in "sS@"

do

case $i in

--HookOperationName=*)

HookOperationName="S${i#*=}";shift;;

—-—SAPSYSTEMNAME="*)

SAPSYSTEMNAME="S${i#*=}";shift;;

——SAPSYSTEM=*)

SAPSYSTEM="S{i#*=}";shift;;

--MOUNT XML PATH=*)

MOUNT XML PATH="S${i#*=}";shift;;

-—PARAM ClonePostFix=*)
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PARAM ClonePostFix="${i#*=}";shift;;
-—PARAM SnapPostFix=%*)

PARAM SnapPostFix="${i#*=}";shift;;
-—PROP ClonePostFix=%*)

PROP ClonePostFix="S${i#*=}";shift;;
-—PROP_ SnapPostFix=*)

PROP SnapPostFix="${i#*=}";shift;;
--SAP LVM SRC_SID=*)

SAP_LVM SRC_SID="${i#*=}";shift;;
-—SAP_LVM TARGET SID=%)

SAP LVM TARGET SID="S{i#*=}";shift;;
*)

# unknown option

esac

done

#If Parameters not provided by the User - defaulting to DefaultPostFix

if [ -z SPARAM ClonePostFix ]; then PARAM ClonePostFix=$DefaultPostFix;fi
if [ -z SPARAM SnapPostFix ]; then PARAM SnapPostFix=S$DefaultPostFix;fi
#Section - Functions

FHAH A A
#Function Create (Inventory) YML File

S i i i
create yml file()

{

echo "ontapservers:">SYAML TMP

echo " hosts:">>$YAML TMP

echo " ${PRIMARY CLUSTER}:">>SYAML TMP

echo " ansible_host: mrme $PRIMARY_CLUSTER' " '>>$YAML_TMP
echo " keyfile: "'"! $PRIMARY_KEYFILE e >>$YAML_TMP

echo " certfile: "'"'SPRIMARY CERTFILE'"'>>SYAML TMP

echo " svmname: "'"!' $PRIMARY_SVM' " '>>$YAML_TMP

echo " datavolumename: "'"'Sdatavolumename'"'>>SYAML TMP
echo " snapshotpostfix: "'"'Ssnapshotpostfix'"'>>SYAML TMP
echo " clonepostfix: "'"'Sclonepostfix'"'>>SYAML TMP

}

#Function run ansible-playbook
FHHHHHFHAHAHAFEF A F SRR AR

run _ansible playbook ()

{

echo "[DEBUG]: Running ansible playbook

netapp lama ${HookOperationName}.yml on Volume $datavolumename"
ansible-playbook -i $SYAML TMP

SANSIBLE PATH/netapp lama ${HookOperationName}.yml

}

#Section - Main



FHAH A

#HookOperationName - CloneVolumes

s s E S AL S LA EEEEEEEEEEEEEEE

if [ SHookOperationName = CloneVolumes ] ;then

#save mount xml for later usage - used in Section FinalizeCloneVolues to
generate the mountpoints

echo "[DEBUG]: saving mount config...."

cp S$SMOUNT XML PATH /tmp/mount config ${SAPSYSTEMNAME} ${SAPSYSTEM}.xml
#Instance 00 + 01 share the same volumes - clone needs to be done once
if [ $SAPSYSTEM != 01 ]; then

#generating Volume List - assuming usage of gtrees - "IP-

Adress:/VolumeName/gtree"
xmlFile=/tmp/mount config ${SAPSYSTEMNAME} ${SAPSYSTEM}.xml

if [ -e STMPFILE ];then rm $TMPFILE;fi
numMounts="xml grep --count "/mountconfig/mount" S$xmlFile | grep "total: "
| awk '{ print $2 }'°
i=1
while [ $i -le $numMounts ]; do
xmllint --xpath "/mountconfig/mount[$i]/exportpath/text ()" S$xmlFile

lawk -F"/" '"{print $2}' >>STMPFILE
i=$((1 + 1))

done

DATAVOLUMES="cat $TMPFILE |sort -u’
#Create yml file and rund playbook for each volume
for I in $DATAVOLUMES; do
datavolumename="$1"
snapshotpostfix="SPARAM SnapPostFix"
clonepostfix="SPARAM ClonePostFix"
create yml file

run_ansible playbook

done

else

echo "[DEBUG]: Doing nothing .... Volume cloned in different Task"
fi

fi

#HookOperationName - PostCloneVolumes
G o o

if [ $HookOperationName = PostCloneVolumes] ;then

#Reporting Properties back to LaMa Config for Cloned System

echo "[RESULT]:Property:ClonePostFix=$PARAM_ClonePostFix"

echo " [RESULT] :Property:SnapPostFix=SPARAM SnapPostFix"

#Create MountPoint Config for Cloned Instances and report back to LaMa
according to SAP Note: https://launchpad.support.sap.com/#/notes/1889590
echo "MountDataBegin"

echo '<?xml version="1.0" encoding="UTF-8"?2>"

echo "<mountconfig>"
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xmlFile=/tmp/mount config ${SAPSYSTEMNAME} ${SAPSYSTEM} .xml

numMounts="xml grep --count "/mountconfig/mount” $xmlFile | grep "total: "
| awk '{ print $2 }'°

i=1

while [ $1 -le S$SnumMounts ]; do

MOUNTPOINT= xmllint —--xpath "/mountconfig/mount[$i]/mountpoint/text ()"
SxmlFile";

EXPORTPATH="xmllint --xpath
"/mountconfig/mount [$i] /exportpath/text ()" S$xmlFile";

OPTIONS="xmllint --xpath "/mountconfig/mount[$i]/options/text ()"
SxmlFile;
#Adopt Exportpath and add Clonepostfix - assuming usage of gtrees - "IP-
Adress:/VolumeName/gtree"
TMPFIELD1="echo $EXPORTPATH|awk -F":/" '{print $1}'"
TMPFIELD2="echo S$SEXPORTPATH|awk -F"/" '{print $2}'"
TMPFIELD3= echo S$EXPORTPATH|awk -F"/" '{print $3}'"
EXPORTPATH=$TMPFIELD1":/"${TMPFIELD2}$PARAM_ClonePostFix"/"$TMPFIELD3
echo -e '\t<mount fstype="nfs" storagetype="NETEFS">'
echo -e "\t\t<mountpoint>${MOUNTPOINT}</mountpoint>"
echo -e "\t\t<exportpath>${EXPORTPATH}</exportpath>"
echo -e "\t\t<options>${OPTIONS}</options>"
echo -e "\t</mount>"
i=s((i + 1))
done
echo "</mountconfig>"
echo "MountDataEnd"
#Finished MountPoint Config
#Cleanup Temporary Files
rm $SxmlFile
fi
#HookOperationName - ServiceConfigRemoval
FHAFH S H AR H AR F AR SH SRS
if [ SHookOperationName = ServiceConfigRemoval ] ;then
#Assure that Properties ClonePostFix and SnapPostfix has been configured

through the provisioning process

if [ -z SPROP ClonePostFix ]; then echo "[ERROR]: Propertiy ClonePostFix
is not handed over - please investigate";exit 5;fi

if [ -z SPROP_SnapPostFix ]; then echo "[ERROR]: Propertiy SnapPostFix is
not handed over - please investigate";exit 5;fi

#Instance 00 + 01 share the same volumes - clone delete needs to be done
once

if [ $SAPSYSTEM != 01 ]; then

#generating Volume List - assuming usage of gtrees - "IP-

Adress:/VolumeName/gtree"
xml1File=SMOUNT XML PATH
if [ -e STMPFILE ];then rm $TMPFILE;fi



numMounts="xml grep --count "/mountconfig/mount" S$xmlFile | grep "total: "
| awk '{ print $2 }'°
i=1
while [ $i -le $numMounts ]; do

xmllint --xpath "/mountconfig/mount[$i]/exportpath/text ()" S$xmlFile
lawk -F"/" '"{print $2}' >>STMPFILE
i=$((1 + 1))
done
DATAVOLUMES="cat S$TMPFILE |sort -u| awk -F S$PROP ClonePostFix '{ print $1
pre
#Create yml file and rund playbook for each volume
for I in $DATAVOLUMES; do
datavolumename="SI"
snapshotpostfix="3PROP SnapPostFix"
clonepostfix="$PROP ClonePostFix"
create yml file
run_ansible playbook
done
else
echo "[DEBUG]: Doing nothing .... Volume deleted in different Task"
fi
#Cleanup Temporary Files
rm S$xmlFile
fi
#HookOperationName - ClearMountConfig
it iddasaEda A EA AR EARE LA EEEEEEEE
if [ SHookOperationName = ClearMountConfig ] ;then

#Assure that Properties ClonePostFix and SnapPostfix has been

configured through the provisioning process

if [ -z SPROP ClonePostFix ]; then echo "[ERROR]: Propertiy
ClonePostFix is not handed over - please investigate";exit 5;fi
if [ -z $PROP_SnapPostFix ]; then echo "[ERROR]: Propertiy

SnapPostFix is not handed over - please investigate";exit 5;fi
#Instance 00 + 01 share the same volumes - clone delete needs to
be done once
if [ SSAPSYSTEM != 01 ]; then
#generating Volume List - assuming usage of gtrees - "IP-
Adress:/VolumeName/gtree"
xml1File=$MOUNT XML PATH
if [ -e $TMPFILE ];then rm S$STMPFILE;fi
numMounts="xml grep --count "/mountconfig/mount” S$xmlFile
| grep "total: " | awk '{ print $2 }'"
i=1
while [ $1 -le S$SnumMounts ]; do
xmllint --xpath
"/mountconfig/mount[$i] /exportpath/text ()" $xmlFile |awk -F"/" '{print

35



$2}' >>STMPFILE
i=s((i + 1))
done
DATAVOLUMES="cat S$TMPFILE |sort -ul| awk -F
SPROP ClonePostFix '{ print $1 }'"
#Create yml file and rund playbook for each volume
for I in $DATAVOLUMES; do
datavolumename="$1"
snapshotpostfix="3PROP SnapPostFix"
clonepostfix="SPROP ClonePostFix"
create yml file
run_ansible playbook
done
else
echo "[DEBUG]: Doing nothing .... Volume deleted in
different Task"
fi
#Cleanup Temporary Files
rm $xmlFile
fi
#Cleanup
FHAHH A H SRR

#Cleanup Temporary Files

if [ -e STMPFILE ];then rm S$STMPFILE;fi
if [ -e SYAML TMP ];then rm $YAML TMP; fi
exit O

Ansible Playbook netapp_lama_CloneVolumes.yml

The playbook that is executed during the CloneVolumes step of the LaMa system clone workflow is a
combination of create snapshot.yml and create clone.yml (see NetApp Ansible modules - YAML
files). This playbook can be easily extended to cover additional use cases like cloning from secondary and
clone split operations.
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root@sap-jump:~# cat /usr/sap/scripts/ansible/netapp lama CloneVolumes.yml

- hosts: ontapservers
connection: local
collections:
- netapp.ontap
gather facts: false
name: netapp lama CloneVolumes
tasks:
- name: Create SnapShot
na ontap snapshot:
state: present
snapshot: "{{ datavolumename }}{{ snapshotpostfix
use rest: always

volume: "{{ datavolumename }}"
vserver: "{{ svmname }}"
hostname: "{{ inventory hostname }}"

cert filepath: "{{ certfile }}"
key filepath: "{{ keyfile }}"
https: true
validate certs: false

- name: Clone Volume

na ontap volume clone:

state: present
name: "{{ datavolumename }}{{ clonepostfix }}"
use rest: always

vserver: "{{ svmname }}"

junction path: '/{{ datavolumename }}{{ clonepostfix }}'
parent volume: "{{ datavolumename }}"

parent snapshot: "{{ datavolumename }}{{ snapshotpostfix }}"
hostname: "{{ inventory hostname }}"

cert filepath: "{{ certfile }}"
key filepath: "{{ keyfile }}"
https: true

validate certs: false

Ansible Playbook netapp_lama_ServiceConfigRemoval.yml

The playbook that is executed during the ServiceConfigRemoval phase of the LaMa system destroy

}}"

workflow is combination of delete clone.yml and delete snapshot.yml (see NetApp Ansible modules

- YAML files). It must be aligned to the execution steps of the netapp lama CloneVolumes playbook.
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root@sap-jump:~# cat
/usr/sap/scripts/ansible/netapp lama ServiceConfigRemoval.yml
- hosts: ontapservers
connection: local
collections:
- netapp.ontap
gather facts: false
name: netapp lama ServiceConfigRemoval
tasks:
- name: Delete Clone
na_ontap volume:
state: absent
name: "{{ datavolumename }}{{ clonepostfix }}"
use rest: always
vserver: "{{ svmname }}"
wait for completion: True
hostname: "{{ inventory hostname }}"
cert filepath: "{{ certfile }}"
key filepath: "{{ keyfile }}"
https: true
validate certs: false
- name: Delete SnapShot
na ontap snapshot:
state: absent
snapshot: "{{ datavolumename }}{{ snapshotpostfix }}"
use rest: always

volume: "{{ datavolumename }}"
vserver: "{{ svmname }}"
hostname: "{{ inventory hostname }}"

cert filepath: "{{ certfile }}"

key filepath: "{{ keyfile }}"

https: true

validate certs: false
root@sap-jump: ~#

Ansible Playbook netapp_lama_ClearMountConfig.yml

The playbook, which is executed during the netapp lama ClearMountConfig phase of the LaMa system
refresh workflow is combination of delete clone.yml and delete snapshot.yml (see NetApp Ansible
modules - YAML files). It must be aligned to the execution steps of the netapp lama CloneVolumes
playbook.
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root@sap-jump:~# cat
/usr/sap/scripts/ansible/netapp lama ServiceConfigRemoval.yml
- hosts: ontapservers
connection: local
collections:
- netapp.ontap
gather facts: false
name: netapp lama ServiceConfigRemoval
tasks:
- name: Delete Clone
na_ontap volume:
state: absent
name: "{{ datavolumename }}{{ clonepostfix }}"
use rest: always
vserver: "{{ svmname }}"
wait for completion: True
hostname: "{{ inventory hostname }}"
cert filepath: "{{ certfile }}"
key filepath: "{{ keyfile }}"
https: true
validate certs: false
- name: Delete SnapShot
na ontap snapshot:
state: absent

snapshot: "{{ datavolumename }}{{ snapshotpostfix }}"
use rest: always

volume: "{{ datavolumename }}"

vserver: "{{ svmname }}"

hostname: "{{ inventory hostname }}"

cert filepath: "{{ certfile }}"

key filepath: "{{ keyfile }}"

https: true

validate certs: false
root@sap-jump: ~#

Sample Ansible inventory.yml

This inventory file is dynamically built during workflow execution, and it is only shown here for illustration.
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ontapservers:
hosts:
grenada:
ansible host: "grenada"
keyfile: "/usr/sap/scripts/ansible/certs/ontap.key"
certfile: "/usr/sap/scripts/ansible/certs/ontap.pem"
svmname: "svm-sap0l1"

datavolumename: "HN9 sap"

snapshotpostfix: " snap 20221115"
clonepostfix: " clone 20221115"
Conclusion

The integration of a modern automation framework like Ansible into SAP LaMa
provisioning workflows gives customers a flexible solution to address standard or more
complex infrastructure requirements.

Where to find additional information

To learn more about the information that is described in this document, review the following documents and/or
websites:

 Collections in the NetApp Namespace
https://docs.ansible.com/ansible/latest/collections/netapp/index.html

» Documentation about Ansible Integration and Sample Ansible Playbooks
https://github.com/sap-linuxlab/demo.netapp_ontap

» General Ansible and NetApp Integration
https://www.ansible.com/integrations/infrastructure/netapp

* Blog on integrating SAP LaMa with Ansible

https://blogs.sap.com/2020/06/08/outgoing-api-calls-from-sap-landscape-management-lama-with-
automation-studio/

* SAP Landscape Management 3.0, Enterprise Edition Documentation

https://help.sap.com/doc/700f9a7e52¢c7497cad37f7c46023b71f/3.0.11.0/en-
US/4df88a8f418c5059e10000000a42189c.htmli#loio4df88a8f418c5059e10000000a42189c¢

» SAP LaMa Documentation — Provider Definitions

https://help.sap.com/doc/700f9a7e52c7497cad37f7c46023b7ff/3.0.11.0/en-
US/bf6b3e43340a4cbcb0c0f3089715¢c068.html

* SAP LaMa Documentation - Custom Hooks
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https://blogs.sap.com/2020/06/08/outgoing-api-calls-from-sap-landscape-management-lama-with-automation-studio/
https://blogs.sap.com/2020/06/08/outgoing-api-calls-from-sap-landscape-management-lama-with-automation-studio/
https://help.sap.com/doc/700f9a7e52c7497cad37f7c46023b7ff/3.0.11.0/en-US/4df88a8f418c5059e10000000a42189c.html
https://help.sap.com/doc/700f9a7e52c7497cad37f7c46023b7ff/3.0.11.0/en-US/4df88a8f418c5059e10000000a42189c.html
https://help.sap.com/doc/700f9a7e52c7497cad37f7c46023b7ff/3.0.11.0/en-US/bf6b3e43340a4cbcb0c0f3089715c068.html
https://help.sap.com/doc/700f9a7e52c7497cad37f7c46023b7ff/3.0.11.0/en-US/bf6b3e43340a4cbcb0c0f3089715c068.html

https://help.sap.com/doc/700f9a7e52¢c7497cad37f7c46023b71f/3.0.11.0/en-
US/139eca2f925e48738a20dbf0b56674c5.html

+ SAP LaMa Documentation - Configuring SAP Host Agent Registered Scripts

https://help.sap.com/doc/700f9a7e52c7497cad37f7c46023b7ff/3.0.11.0/en-
US/250dfc5eef4047a38bab466c295d3a49.html

* SAP LaMa Documentation - Parameters for Custom Operations and Custom Hooks

https://help.sap.com/doc/700f9a7e52¢c7497cad37f7c46023b71f/3.0.11.0/en-
US/0148e495174943de8c1c3ee1b7c9cc65.html

» SAP LaMa Documentation - Adaptive Design

https://help.sap.com/doc/700f9a7e52¢c7497cad37f7c46023b71f/3.0.11.0/en-
US/737a99e86f8743bdb8d1f6cf4b862¢79.html

* NetApp Product Documentation

https://www.netapp.com/support-and-training/documentation/

Version history

Version Date Document version history

Version 1.0 January 2023 Initial release
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