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SAP HANA System Replication Backup and
Recovery with SnapCenter

TR-4719: SAP HANA System Replication - Backup and
Recovery with SnapCenter

SAP HANA System Replication is commonly used as a high-availability or disaster-
recovery solution for SAP HANA databases. SAP HANA System Replication provides
different operating modes that you can use depending on the use case or availability
requirements.

Author: Nils Bauer, NetApp
There are two primary use cases that can be combined:
 High availability with a recovery point objective (RPO) of zero and a minimal recovery time objective (RTO)

using a dedicated secondary SAP HANA host.

* Disaster recovery over a large distance. The secondary SAP HANA host can also be used for development
or testing during normal operation.

High availability with an RPO of zero and a minimal RTO

System Replication is configured with synchronous replication using tables preloaded into memory at the
secondary SAP HANA host. This high-availability solution can be used to address hardware or software
failures and also to reduce planned downtime during SAP HANA software upgrades (near- zero downtime
operations).

Failover operations are often automated by using third-party cluster software or with a one-click workflow with
SAP Landscape Management software.

From a backup requirement perspective, you must be able to create backups independent of which SAP HANA
host is primary or secondary. A shared backup infrastructure is used to restore any backup, regardless of
which host the backup has been created on.

The rest of this document focuses on backup operations with SAP System Replication configured as a high-
availability solution.

High Availability
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Disaster recovery over a large distance

System replication can be configured with asynchronous replication with no table preloaded into memory at the
secondary host. This solution is used to address data center failures, and failover operations are typically
performed manually.

Regarding backup requirements, you must be able to create backups during normal operation in data center 1
and during disaster recovery in data center 2. A separate backup infrastructure is available in data centers 1
and 2, and backup operations are activated as a part of disaster failover. The backup infrastructure is typically
not shared, and a restore operation of a backup that was created at the other data center is not possible.
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Storage Snapshot backups and SAP System Replication

Backup operations are always performed at the primary SAP HANA host. The required
SQL commands for the backup operation cannot be performed at the secondary SAP
HANA host.

For SAP HANA backup operations, the primary and secondary SAP HANA hosts are a single entity. They
share the same SAP HANA backup catalog and they use backups for restore and recovery, regardless of
whether the backup was created at the primary or secondary SAP HANA host.

The ability to use any backup for restore and to do forward recovery using log backups from both hosts
requires a shared log backup location that is accessible from both hosts. NetApp recommends that you use a
shared storage volume. However, you should also separate the log backup destination into subdirectories
within the shared volume.

Each SAP HANA host has its own storage volume. When you use a storage-based Snapshot to perform a
backup, a database- consistent Snapshot is created on the primary SAP HANA host’s storage volume.
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When a failover to host 2 is performed, host 2 becomes the primary host, the backups are executed at host 2,
and Snapshot backups are created at the storage volume of host 2.

The backup created at host 2 can be restored directly at the storage layer. If you must use a backup created at
host 1, then the backup must be copied from the host 1 storage volume to the host 2 storage volume. Forward
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SnapCenter configuration options for SAP System
Replication

There are two options for configuring data protection with NetApp SnapCenter software in
an SAP HANA System Replication environment:

* A SnapCenter resource group including both SAP HANA hosts and auto discovery with SnapCenter
version 4.6 or higher.

» A single SnapCenter resource for both SAP HANA hosts using a virtual IP address.

Option 1: SnapCenter 4.6 auto discovery Option 2: SnapCenter manual resource
of HANA System Replication configuration with central HANA plug-in

SnapCenter
Resource

Physical
hostname

Primary Secondary

1 System Replication

1

1

I HANA plug-in HANA plug-in
1

Starting with SnapCenter 4.6, SnapCenter supports auto-discovery of HANA systems configured in a HANA
System Replication relationship. Each host is configured using its physical IP address (host name) and its
individual data volume on the storage layer. The two Snapcenter resources are combined in a resource group,
and SnapCenter automatically identifies which host is primary or secondary and executes the required backup
operations accordingly. Retention management for Snapshot and file-based backups created by SnapCenter is
performed across both hosts to ensure that old backups also get deleted at the current secondary host.

With a single-resource configuration for both SAP HANA hosts, the single SnapCenter resource is configured
using the virtual IP address of the SAP HANA System Replication hosts. Both data volumes of the SAP HANA
hosts are included in the SnapCenter resource. Because it is a single SnapCenter resource, retention
management for Snapshot and file-based backups created by SnapCenter works independent of which host is
currently primary or secondary. This options is possible with all SnapCenter releases.

The following table summarizes the key differences of the two configuration options.
Resource group with SnapCenter Single SnapCenter resource and
4.6 virtual IP address

Backup operation (Snapshot and Automatic identification of primary  Automatically use virtual IP address
file-based) host in resource group

Retention management (Snapshot Automatically executed across both Automatically use single resource
and file-based) hosts



Resource group with SnapCenter Single SnapCenter resource and

4.6 virtual IP address
Backup capacity requirements Backups are only created at Backups are always created at both
primary host volume hosts volumes. The backup of the

second host is only crash
consistent and cannot be used to
do a roll forward.

Restore operation Backups from current active host Pre-backup script required to
are available for restore operation  identify which backups are valid
and can be used for restore

Recovery operation All recovery options available, Manual recovery required
same as for any auto-discovered
resource

In general, NetApp recommends using the resource group configuration option with SnapCenter
4.6 to protect HANA systems with enabled HANA System Replication. Using a single

(D SnapCenter resource configuration is only required if the SnapCenter operation approach is
based on a central plug-in host and the HANA plug-in is not deployed on the HANA database
hosts.

The two options are discussed in detail in the following sections.

SnapCenter 4.6 configuration using a resource group

SnapCenter 4.6 supports auto discovery for HANA systems configured with HANA
System Replication. SnapCenter 4.6 includes the logic to identify primary and secondary
HANA hosts during backup operations and also handles retention management across
both HANA hosts. In addition, automated restore and recovery is now also available for
HANA System Replication environments.

SnapCenter 4.6 configuration of HANA System Replication environments

The following figure shows the lab setup used for this chapter. Two HANA hosts, hana-3 and hana-4, were
configured with HANA System Replication.

A database user “SnapCenter” was created for the HANA system database with the required privileges to

execute backup and recovery operations (see SAP HANA Backup and Recovery with SnapCenter). A HANA
user store key must be configured at both hosts using the above database user.

ss2adm@hana- 3: / > hdbuserstore set SS2KEY hana- 3:33313 SNAPCENTER
<password>

ss2adm@hana- 4:/ > hdbuserstore set SS2KEY hana-4:33313 SNAPCENTER
<password>

From a high-level perspective, you must perform the following steps to set up HANA System Replication within


https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html

SnapCenter.

1. Install the HANA plugin on the primary and secondary host. Autodiscovery is executed and the HANA
System Replication status is detected for each primary or secondary host.

2. Execute SnapCenter configure database and provide the hdbuserstore key. Further autodiscovery
operations are executed.

3. Create a resource group, including both hosts and configure protection.

Host 1: hana-3 Host 2: hana-4
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Log Backup
File-based Backup

- -

Shared volume(s) for
host 1 and host 2 ) = ”3"‘
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Host 1 Logand File-based
Data catalog backup
backup

After you have installed the SnapCenter HANA plug-in on both HANA hosts, the HANA systems are shown in
the SnapCenter resource view in the same way as other autodiscovered resources. Starting with SnapCenter
4.6, an additional column is displayed that shows the status of HANA system replication (enabled/disabled,
primary/secondary).

N NetApp SnapCenter® # B @- % sspeciscadmin SnapCenterAdmin  BSign Out

SAP HANA u

=
-
Rl Rasocerns ASISAR VA Dazabiie | N

e o™ System System 10 (510} Tenant Databases Replication Plugrin Host Resource Groups ealicies Lastbackup  Overall Status

a ss2 ss2 ss2 Enabled hana-3.sapce stl.netapp.c Not protacted
(Primary) om

L
e
al

B ss2 ss2 ss2 £nabled NaNa-4.53pCC.5tNR1apR.C not protected

-

A

By clicking the resource, SnapCenter requests the HANA user store key for the HANA system.



Configure Database

Plug-in st hana-3.5apecstlnetapp.com
HOBE0L O5 User ss2adm
HDA Secure User Stare
SSIKEY 1]

Hey

Additional autodiscovery steps are executed, and SnapCenter show the resource details. With SnapCenter
4.6, the system replication status and the secondary server are listed in this view.

N1 NetApp SnapCenter® = - fspcascadmin SnapCenterAdmin. I Signout
S T - | Resource - Detalls x
2= Search databases
Lk System
@ Details for selected resource
o B | Type Multtenant Datebase Container
s52 HANA System Name
il
siD
Tenant Databases
- ] Plug-in Host hana-3sapccstinetapp.com
= HDE Securs User Stare Key
HDBSQL O5 User
A Log backup locaton
Backup catzlog Iocation
System Replication
Secondary Servers
plug-in name
Last Backup
Resource Groups Nane
Palicy None
Discovery Type Ao
Storage Faatprint
VM elume Junetion Path LunfQeree
hana-primary.sapeesilastapp.com £52 data_ mnt0anot #552_date_mntoooat
Total 2

Activity The 5 most recent jobs are displayed 9 0 Completed e 0 Warnings @ 0 Failed @ 0 Canceled e 0 Running @ 0 Quened

After performing the same steps for the second HANA resource, the autodiscovery process is complete and
both HANA resources are configured in SnapCenter.

M NetApp SnapCenter® [ ] @-  Asapcoscadmin SnapCenterAdmin B Sign Out
SAP HANA -
U Multitenant Datsbsse Container ~ Sesrch databases | v
& resources Em System System 1D (510) Tenant Databases Replication Plugein Host Resource Groups Pollcies Last backup Overall Status
2 552 52 552 Enabled hana-3sapeestlnetappc Not protected
(Erimary) om
o s52 552 s52 Enabled hana<.sapecstlnetapp.c Not protected
(Secondary} om

A



For HANA System Replication- enabled systems, you must configure a SnapCenter resource group, including
both HANA resources.

M NetApp SnapCenter® @~ % sapescadmin SnapCenterAdmin @ Sign out

sapHana B

VLM Resource Group = Sesrch databases g + +
A SADHANA Daabine o rsource Gy

Last backup

Name Resource Count Tags Policles. Overall Status

There |z no match for your s2arch or ats 1= not vailable.

NetApp recommends using a custom name format for the Snapshot name, which should include the hostname,
the policy, and the schedule.

P NetApp SnapCenter®

LU - | New Resource Group

To configure an SMTP Server to send emall notifications for scheduted or on-demand jobs, go te Settings=Global Sattings=Natilication Server Sethngs.
adfc alabases
Y System = ! ]
° 2 3 4 5 6 |
552 £

MHamme Resources Application Seitings Palicias Motification summary

552

Provide a name and tags for the resource group

Name | 552 - HAMA System Replication

Tags |

Use custom name format for Snapshat capy

ssedionpe

SnapCenter

You must add both HANA hosts to the resource group.

N NetApp SnapCenter®

SAP HANA n Mew Resource Group

I System 4 -

Mame Aesources Apphication Sattings Policigs Motification Summary

a

52
52
Add resources to resource group
Host Rezource Type
Al -1 - |
Available Resources Selected Resources
(. seanch available resources -_:i Q

[ €52 [hana-3: MOC)
552 (hana-d MDC)

]

[




Policies and schedules are configured for the resource group.

The retention defined in the policy is used across both HANA hosts. If, for example, a retention

@ of 10 is defined in the policy, the sum of backups of both hosts is used as a criteria for backup
deletion. SnapCenter deletes the oldest backup independently if it has been created at the
current primary or secondary host.

K NetApp SnapCenter®

SAF HANA ’

Search databases
@ 8 @ @ € D
Name X

MName Aesources Application Settings Policies Motification Summary

Mew Resource Group

There is mo match for your s=arch or data s not |
available,

Select one or more policies and configure schedules

Localsnap = + | O

+ Localsnap
BleckinagrityChack 5
Poliey S Applied Sehedules Configure Schedules

LotzlSnag Hourly: Repeat svery 1 hours. & | ®

Total 1

The resource group configuration is now finished and backups can be executed.

M NetApp SnapCenter® B @- fsspociscadmin SnapCenterAdmin B Sign Out
5 SAP HANA . 552 - HANA System Replication Details X
o P @ X T
MoffyRescorcsGeoxp Bkiphow  Mimencs [
Name Resource Name Type Host
553 - HANA Systam Replication 552 MultipleCantainers hana-3.sapee.stlnstapp.com
552 MultipleCantainers hana-4.sapee.st.netapp.com

M NetApp SnapCenter® = ¥ sapccecadmin  SnapCenterAdmin  J Sign Out

BT - |

KT Muititenant Database Container = |l Search databases

~

HH

©  resources ] System System 1D ($ID) Tenant Databases Repliction Plug-in Host Resource Groups Folicles Last backup Overal Status

o 552 552 552 Enabled hana-3sapecstinetapp.c S52- HANA System Repli | LocalSnap Backup nat run
(Primary) om cation

ffa 552 552 552 Enabled hana-4sapecst.netappc 552 - HANA System Repli | Localsnap Backup not run
(secondzry) om cation

A

Snapshot backup operations

When a backup operation of the resource group is executed, SnapCenter identifies which host is primary and
only triggers a backup at the primary host. This means, only the data volume of the primary host will be
snapshotted. In our example, hana-3 is the current primary host and a backup is executed at this host.



Secondary SnapCenter identifies
primary host in resource
group and only creates a

______________________________________________________________________ Snapshot backup for the

primary HANA system

(hana-3).
File-based Backup

HANA System Replication

Shared volume(s) for

e
- ]
1t 1 Logand File-based Host 2
A catalog backup Data
backup

THiBackiphostt —

The SnapCenter job log shows the identification operation and the execution of the backup at the current
primary host hana-3.

HA PAIR
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Job Details ®

Backup of Resource Group 'S52 - HAMA System Replication” with policy 'Localsnap'

o ¥ Backup of Resource Group ‘552 - HANA System Replication” with policy "Localsnap’

¥ Refrosh HANA replication rasources on hosts) hana-3.capocstlnetapp.com, hana-
4sapccsthnetapp.com

¥ hana-3sapccstlhetapp.com

[ Backup
w b Validate Dataset Paramezsrs

k Valldate Plugin Paramsters

k Complate Application Discovery
P Imitialize Filezysiem Plugin
W F Discover Fil2system Resources
W F validate Retention Ssttings

F Quiesce Applicanion
P Quiesce Filesystem

F Creale Snapshot

o F UnQuiesce Filesystem
w k Unuiezce Application
F Get Snapshot Detalls
F Get FI|E’5-}'5EE'M Meta Data
P Finalize Filesystem Plugin
W F Collect Autosupport data
W F Register Backup and Apply Retention

¥ Register Snapshotattnbures

+ Application Clean-Up

€ Task Mame: Backup Start Time: 1271 3/2021 5:35:33 AM End Tima: =
View Logs : =l | Clase

A Snapshot backup has now been created at the primary HANA resource. The hostname included in the
backup name shows hana-3.

M NetApp SnapCenter® e - i SnapCenterAdmin  1Sign Out

EEEL - | | s X

Name Resource Name
Manage Copies
552 HANA System Replication 582
1 Backup
552 -
=

0 Clones

Local copies

Primary Backupls)

me Count F End Date
SnapCenter_hana-3_LocalSnap_Hourly_12-13-2021_08.35.30.7075 I { 2/13/2021 8:36:32 AM B

11



The same Snapshot backup is also visible in the HANA backup catalog.

T hdbstudio - System: SYSTEMDBESS2 Host: hana-3 Instance: 33 Connected User; SYSTEM Systen Usage: Test System - SAP HANA Studic - o %
e Edit Havigate Search Run Window Help
iDrE@id-f-eer-ro-m Q iE|%
Yoo Systems X -~ EBj-mn@E% § = 08 §Psvsevpeess B4 SYSTEMDE@SS2 (%, Backup SYSTEMDBESS2 {SYSTEM) 552 - HSR Source System £8 Lt
¥ e TL5 - SAN it Ltan LYW ) Backup SYSTEMDB@S52 (SYSTEM) 552 - HSR Source System Last Update:8:39:16 AM 5 | [ | D
» (= Q51 - System Refresh Targer e okt st
5 (= SM1 - MBC multiple tenants - 2,05PS3 Quenview | C Backup Catalog |
w12 551 - MDC single tenant - 205953 Badap Catalog Backup Details
> [{B S$1@SS1 (SYSTEM) 551 - MOC single tznant - 2,055 i pe i
> [ SYSTEMDBESST (SYSTEMY) 551 - single tenant - 205755 Database: | SYSTEMDE .,‘ * 30402557521
« (2 $51 Repair System [ Status: Successful
> [B S51@$51 (SYSTEM) 551 Repair Tenant [ Shew Log Backups [ Show Delta Backups Backup Type: Datz Backup
o (2 552 HSR hona-3 +> hane-4 — - - Destination Type: Snapshot
> [B 5520552 (SYSTEM) 552 - HSR Sou Statwe  Started Duration Size Backup Type  Destinabio... Started: Diec 13, 2021 8:35:57 AM (America/Indianapelic)
» (i $52552 (SYSTEM) 552 - HSR Target 5 a Dec13,202183557.,  00hOm1Ss 176G DataBackup  Snapshet Finished: Diec 13, 2021 83613 AM (America/indianapolis)

3 [R5 SVSTEMDB@SS2 (SYSTEM) 552 - HR S ytem =] Dee 13,2021 70458, 00k 00 Bds 148GB DataBackup  File

: Duration: D0h 00m 15¢
> [ SYSTEMDB@SS2 (SYSTEM) 552 - HSR Target System Sizes 17668
Threughput: na.
Systemn ID:
Comment: I | SnapCenter_hana-3_LocalSnap_Hourly_12-13-2021 08.35.30.7075 I
1

Additional Information: [ <ojcr

Location:
Hosm Service Size | Meme Source Type  EBID
hana-3 namesever 17668 hdb000OT volume | SnapC..

Jhana/data/S52/mnthao0lf ~ ‘

If a takeover operation is executed, further SnapCenter backups now identify the former secondary host (hana-
4) as primary, and the backup operation is executed at hana-4. Again, only the data volume of the new primary
host (hana-4) is snapshotted.

@ The SnapCenter identification logic only covers scenarios in which the HANA hosts are in a
primary-secondary relation or when one of the HANA hosts is offline.

' SnapCenter identifies

i _ ' primary host in resource

i J b | 'HANA plug-in ) group and only creates a

e ey i Snapshot backup for the

primary HANA system
(hana-4).

Same shared volume(s) for
host 1 and host 2

= HA PAIR

c E|
Host1
Data

Log and
catalog
backup

File-based
backup

New backup.

The SnapCenter job log shows the identification operation and the execution of the backup at the current
primary host hana-4.
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|ob Details X

Backup of Resource Group '552 - HANA System Replication” with policy "LecalSnap'

+ ¥ Backup of Resource Group "552 - HANA System Replication” with policy "Localsnap’

¥ Refresh HANA replication resources on host{s]: hana-3sapcestlnetapp.com, hanas
4 sapcc sthnetapp.com

¥ hana-4.sapeestl.netappeom

o Backtp

W Ik Validats Diatasst Parametsrs

v F Validate Plugin Parameters

W F Camplate Application Discovery
v F |nitialize Flesrstem Plugin

v F [Driscover Filesystermn Resources
v F Validate Retention Settings

Quiesce Application

F Qulesce Filesysiem

" F Create Snapshot
W F UnCuiesce Filesystem
W F Unduiezce Application

%
L

et Snapshot Detalls

%
¥

Get Filesysiem Meta Data

L F Finalize Filesystem Flugin

v F Coflect Autosupport data

W F Regisier Backup and Apply Retention
E

Reglster Snapshot atiributes

F Application Clean-Up

& Task Mame: Backup Start Time: 12/13/2021 5:56:44 AM End Time: =
Wiew Logs Canes Clozs |

A Snapshot backup has now been created at the primary HANA resource. The hostname included in the
backup name shows hana-4.

K NetApp SnapCenter® - % sapeiscadmin  SnapCenterAdmin B Sign Out
sapnana [ 552 - HANA System Replication ... X | ss2opology X
=

: Confun forat
System Resource Name 3
¥ IManage Copies
552 - HANA System Replication 552
1 Back mm. T
552 - et Summary Card
= | oclones 1 Backug
Lacal coples 1 Snapsnorbssea naciup
0 FieSases backips (0
o clones
Primary Backup(s)
( search | v) ] .
Backup Name: Count I End Date
I ShapCenter_hana-d_LocalSnap_Hourly_12.13-2021_08.56:42.1331 I ' 121132021 8:57:41 M B
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The same Snapshot backup is also visible in the HANA backup catalog.

W& hdbstudio - System: SYSTEMDBESS2 Host: hana-4 Instance: 33 Connested User: SYSTEM System Usage: Test System - SAP HANA Studio - o

Fle Edit MNavigate Search Fun Vindow Help

5 & Q51 - System Refresh Target
5 (2 SM1 - MDC multiple tenants - 2.05P55
~ (5 551 - MDC single tenant - 205PS5 Backup Catalog Backup Details

> [ SS1@SST (SYSTEM) 557 - MDC single tenant - 205PS5

> [E SYSTEMOBSST (SYSTEM) 551 - MOC single tomant - 205753 Database: | SYSTEMDE v - 160403027500
~ (= 551 Repair System :

Qvenview | Configuration | Backup Catalog |

Status: Successful

x

*®

P HRIER TR C R Q im
G Systeme 52 BB -m@E% § = 0 [PSvSTMOBES2  §) SYSTEMDB@SS2 (%) Backup SYSTEMDB@SS2 (SYSTEM) $52- HSR Source System  [RVSYSTEMDB®SS2 () Backup SYSTEMDB@®SS2 (SYSTEM) 552 - HSR Targer System 13 =8
3@ S SAN Wit L EV4 ) Backup SVSTEMDBDS52 (SYSTEM) 552 - HSR Target System Lost Updatesg:26 aM 5 | (1| T

> [ $51@S51 (SYSTEM) 551 Repair T [15how Log Backups [ Show Deita Backups Backup Type: Dats Backup
v (5 552 HSR hana-3 -> hona-4 - - Destination Type: Snapshot
+ B 5828552 (SVSTEM & [stotus statea Duration Size | BackupType  Destinatio, itk Dec 13, 2021 E:57.07 AM (Amedica/lndisnapolic)
» [E 552552 (SVSTEM) § =] Dec 13, 2021 8:57:07... | 00h 00m 15¢ 169G8 Date Backup__ Snspshet | Finished: Dec 13, 2021 8:57:22 AM (America/indianapolis)
» [l SYSTEMDB@SS2 (5! 5 m @ Dec 13,2021 2:50:40...  00h 00 14z 176G8 DastaBackup  Snapshet Duration: 00k 00m 155
»IB (SVSTEM) §52 - HR Dec13,2021843:43.. O0hOOm@¥s  148GB DataBackup  File Size 16368
a Decl3, 2021 20458  OOMGOmGs  148GB DataBackup  File Thisugheit "y
sctem
| Comment: [ SnapCenter_hano-2 LocalSnap_Hourly_12-13-2021_06.58.42.1331 |
[
Additional Information: | <ok
Location: Franaldatal SS2/mntbo0d1/
Host Service Size | Mame Source Type  EBID
honad nameserver 16968 hdb00001 volume SnapC...

Block-integrity check operations with file-based backups

SnapCenter 4.6 uses the same logic as described for Snapshot backup operations for block-integrity check
operations with file-based backups. SnapCenter identifies the current primary HANA host and executes the
file-based backup for this host. Retention management is also performed across both hosts, so the oldest
backup is deleted regardless of which host is currently the primary.

SnapVault replication

To allow transparent backup operations without manual interaction in case of a takeover and independent of
which HANA host is currently the primary host, you must configure a SnapVault relationship for the data
volumes of both hosts. SnapCenter executes a SnapVault update operation for the current primary host with
each backup run.

@ If a takeover to the secondary host is not performed for a long time, the number of changed
blocks for the first SnapVault update at the secondary host will be high.

Since the retention management at the SnapVault target is managed outside of SnapCenter by ONTAP, the
retention can’t be handled across both HANA hosts. Therefore backups that have been created before a
takeover are not deleted with backup operations at the former secondary. These backups remain until the
former primary becomes primary again. So that these backups do not block the retention management of log
backups, they must deleted manually either at the SnapVault target or within the HANA backup catalog.

A cleanup of all SnapVault Snapshot copies is not possible, because one Snapshot copy is

@ blocked as a synchronization point. If the latest Snapshot copy needs to be deleted as well, the
SnapVault replication relationship must be deleted. In this case, NetApp recommends deleting
the backups in the HANA backup catalog to unblock log backup retention management.

14




Host 1: hana-3 Host 2: hana-4

Primary Secondary
HANA System Replication

Retention across both hosts
managed by SnapCenter

SnapVault SnapVault

HA PAIR HA PAIR
Individual S
retention,

Individual

retention,
managed by
ONTAP

managed by
ONTAP

Retention management

SnapCenter 4.6 manages retention for Snapshot backups, block-integrity check operations, HANA backup
catalog entries, and log backups (if not disabled) across both HANA hosts, so it doesn’t matter which host is
currently primary or secondary. Backups (data and log) and entries in the HANA catalog are deleted based on
the defined retention, regardless of whether a delete operation is necessary on the current primary or
secondary host. In other words, no manual interaction is required if a takeover operation is performed and/or
the replication is configured in the other direction.

If SnapVault replication is part of the data protection strategy, manual interaction is required for specific
scenarios, as described in the section SnapVault Replication

Restore and recovery

The following figure depicts a scenario in which multiple takeovers have been executed and Snapshot backups
have been created at both sites. With the current status, the host hana-3 is the primary host and the latest
backup is T4, which has been created at host hana-3. If you need to perform a restore and recovery operation,
the backups T1 and T4 are available for restore and recovery in SnapCenter. The backups, which have been
created at host hana-4 (T2, T3), can’t be restored using SnapCenter. These backups must be copied manually
to the data volume of hana-3 for recovery.
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SnapCenter Resource Group

Host 1: hana-3 Host 2: hana-4
Primary Secondary
HANA System Replication
HANA plug-in HANA plug-in

Log Backup

File-based Backup

Shared volume(s) for
host 1 and host 2

= HA PAIR
1

= HA PAIR
c |

> Backups created at current

secondary host can only be

Host 1 - Log and File-based TS _ restored and recovered
Data 7 catalog backup Data II } manually (clone, mount,
B backup - copy).

Backups created at current
primary host can be restored 112 (EEE et 1

T4: Backup host 1 and recovered with T3: Backup host 1
SnapCenter.

T1: Backup host 1

Restore and recovery operations for a SnapCenter 4.6 resource group configuration are identical to an
autodiscovered non-System Replication setup. All options for restore and automated recovery are available.
For further details, see the technical report SAP HANA Backup and Recovery with SnapCenter.

A restore operation from a backup that was created at the other host is described in the section Restore and
Recovery from a Backup Created at the Other Host.

SnapCenter configuration with a single resource

A SnapCenter resource is configured with the virtual IP address (host name) of the HANA
System Replication environment. With this approach, SnapCenter always communicates
with the primary host, regardless of whether host 1 or host 2 is primary. The data volumes
of both SAP HANA hosts are included in the SnapCenter resource.

We assume that the virtual IP address is always bound to the primary SAP HANA host. The
@ failover of the virtual IP address is performed outside SnapCenter as part of the HANA System
Replication failover workflow.

When a backup is executed with host 1 as the primary host, a database-consistent Snapshot backup is created
at the data volume of host 1. Because the data volume of host 2 is part of the SnapCenter resource, another
Snapshot copy is created for this volume. This Snapshot copy is not database consistent; rather, it is just a
crash image of the secondary host.

The SAP HANA backup catalog and the SnapCenter resource includes the backup created at host 1.
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SnapCenter
Resource SnapCenter always communicates with the
primary HANA host. 9
R Virtual hostname EE .

System Replication

HANA Backup Catalog ; Both data volumes are included in the
Data Backup Host 1 SnapCenter resource.

II | _| SnapCenter Resource

— Data Backup Host 1
Valid Backup Crash Image

The following figure shows the backup operation after failover to host 2 and replication from host 2 to host 1.
SnapCenter automatically communicates with host 2 by using the virtual IP address configured in the
SnapCenter resource. Backups are now created at host 2. Two Snapshot copies are created by SnapCenter: a
database-consistent backup at the data volume at host 2 and a crash image Snapshot copy at the data volume
at host 1. The SAP HANA backup catalog and the SnapCenter resource now include the backup created at
host 1 and the backup created at host 2.

Housekeeping of data and log backups is based on the defined SnapCenter retention policy, and backups are
deleted regardless of which host is primary or secondary.

SnapCenter .
The SnapCenter resource automatically
communicates with the new primary host after
failover. 9
Virtual hostname N

| icati ' Automated housekeeping of data and log

HANA Backup Catalog backups, independent of which HANA host is

Data Backup Host 2 primary or secondary.
Data Backup Host 1

II | [ snapCenterResource |
— Data Backup Host 1 - :
Valid Backup Data Backup Host 2 Crash Image

Crash Image L~ Valid Backup

As discussed in the section Storage Snapshot Backups and SAP System Replication, a restore operation with
storage-based Snapshot backups is different, depending on which backup must be restored. It is important to

identify which host the backup was created at to determine if the restore can be performed at the local storage
volume, or if the restore must be performed at the other host’s storage volume.

A new backup is created at host 2.

With single-resource SnapCenter configuration, SnapCenter is not aware of where the backup was created.
Therefore, NetApp recommends that you add a prebackup script to the SnapCenter backup workflow to
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identify which host is currently the primary SAP HANA host.

The following figure depicts identification of the backup host.

SnapCenter
Resource

Virtual hostname

HANA Backup Catalog
Data Backup Host 2 SnapCenter resource data does not include

Data Backup Host 1 information about the host name or where
------- backup was created. [ 4 "

| SnapCenter resource
- Data Backup Host 1 =
Valid Backup Data Backup Host 2 Crash Image

Crash lmage L -~ Valid Backup

SnapCenter configuration

The following figure shows the lab setup and an overview of the required SnapCenter configuration.
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SnapCenter Server

SnapCenter Resource
SSR SAP System Replication

SAP HANA
Plug-in

Virtual hostname

Secondary

— SYStem Replication

stlrx300s8-4 stlrx300s8-5

Bl HANA Host 1 HANA Host 2 [l
| E

To perform backup operations regardless of which SAP HANA host is primary and even when one host is
down, the SnapCenter SAP HANA plug-in must be deployed on a central plug-in host. In our lab setup, we
used the SnapCenter server as a central plug-in host, and we deployed the SAP HANA plug-in on the
SnapCenter server.

A user was created in the HANA database to perform backup operations. A user store key was configured at

the SnapCenter server on which the SAP HANA plug-in was installed. The user store key includes the virtual
IP address of the SAP HANA System Replication hosts (ssr-vip).

hdbuserstore.exe -u SYSTEM set SSRKEY ssr-vip:31013 SNAPCENTER <password>
You can find more information about SAP HANA plug-in deployment options and user store configuration in the

technical report TR-4614: SAP HANA Backup and Recovery with SnapCenter.

In SnapCenter, the resource is configured as shown in the following figure using the user store key, configured
before, and the SnapCenter server as the hdbsgl communication host.
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Add SAP HANA Database %

Provide Resource Details

2 | Storage Footprint () Single Container

Resource Type & Multitenant Databaze Contziner (MDC) - Single Tenant

3 Summary (7 Mon-data Volumes

HAMA System Name SSR- SAP Systam Replication

|
3SR |
|

|

sI0 | e

Tenant Database | SSR a

HDBSQL Client Host | SC30-V2.5apec.stlnetapp.com of | i

HDE Secure User Store | 35RKEY a

Kays 4

HDBSOL 05 Usar | SYSTEM | L
- Previous MNext

The data volumes of both SAP HANA hosts are included in the storage footprint configuration, as the following
figure shows.

20



Add SAP HANA Datahase %

@ reame Provide Storage Footprint Details

2 Storage Footprint Storage Systems for storage footprint
hana

3 | Resource Settings

Modify hana
4 'summary 8

selact one or mare volumes and if requirad thair associatad Qtreas and LUNS

Volume Name LUMs or Qtrees
‘ S5R_TRG_data_mnt00001 - ‘ Default is "Mone’ or type to find
‘ SSRSOC data mned000 - ‘ Default is ‘Mone’ or type to find

Save

As discussed before, SnapCenter is not aware of where the backup was created. NetApp therefore
recommends that you add a pre- backup script in the SnapCenter backup workflow to identify which host is
currently the primary SAP HANA host. You can perform this identification using a SQL statement that is added
to the backup workflow, as the following figure shows.

Select host from “SYS”.M DATABASE
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SnapCenter backup operation

Backup operations are now executed as usual. Housekeeping of data and log backups is performed
independent of which SAP HANA host is primary or secondary.

The backup job logs include the output of the SQL statement, which allows you to identify the SAP HANA host
where the backup was created.

The following figure shows the backup job log with host 1 as the primary host.
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This figure shows the backup job log with host 2 as the primary host.
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The following figure shows the SAP HANA backup catalog in SAP HANA Studio. When the SAP HANA
database is online, the SAP HANA host where the backup was created is visible in SAP HANA Studio.

The SAP HANA backup catalog on the file system, which is used during a restore and recovery
operation, does not include the host name where the backup was created. The only way to
identify the host when the database is down is to combine the backup catalog entries with the
backup. log file of both SAP HANA hosts.
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Restore and recovery

As discussed before, you must be able to identify where the selected backup was created to define the
required restore operation. If the SAP HANA database is still online, you can use SAP HANA Studio to identify
the host at which the backup was created. If the database is offline, the information is only available in the
SnapCenter backup job log.

The following figure illustrates the different restore operations depending on the selected backup.

If a restore operation must be performed after timestamp T3 and host 1 is the primary, you can restore the
backup created at T1 or T3 by using SnapCenter. These Snapshot backups are available at the storage
volume attached to host 1.

If you need to restore using the backup created at host 2 (T2), which is a Snapshot copy at the storage volume
of host 2, the backup needs to be made available to host 1. You can make this backup available by creating a
NetApp FlexClone copy from the backup, mounting the FlexClone copy to host 1, and copying the data to the
original location.

Failover Failover
to Host 2 to Host 1

Host 1 is primary Host 2 is primary Host 1 is primary

Log Backups Log Backups Log Backups
| | | | | "
T1: T2: T3:

Backup Host 1 Backup Host 2 Backup Host 1 Restore

Operation

Backup T1 SnapCenter
Backup T2 Create FlexClone from ,Backup host 2%, mount and copy
Backup T3 SnapCenter

With a single SnapCenter resource configuration, Snapshot copies are created at both storage volumes of both
SAP HANA System Replication hosts. Only the Snapshot backup that is created at the storage volume of the
primary SAP HANA host is valid to use for forward recovery. The Snapshot copy created at the storage volume
of the secondary SAP HANA host is a crash image that cannot be used for forward recovery.

A restore operation with SnapCenter can be performed in two different ways:

» Restore only the valid backup

» Restore the complete resource, including the valid backup and the crash imageThe following sections
discuss the two different restore operations in more detail.

A restore operation from a backup that was created at the other host is described in the section Restore and
Recovery from a Backup Created at the Other Host.

The following figure depicts restore operations with a single SnapCenter resource configuration.
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Failover Failover
to Host 2 to Host 1

Host 1 is primary

Host 2 is primary Host 1 is primary

Log Backups Log Backups Log Backups

IRE T3:
alid Backup Host 1 alid Backup Host 1A
Crash Image Host 2 Crash Image Host 2 ~ Operation

SnapCenter restore of the valid backup only

The following figure shows an overview of the restore and recovery scenario described in this section.

A backup has been created at T1 at host 1. A failover has been performed to host 2. After a certain point in
time, another failover back to host 1 was performed. At the current point in time, host 1 is the primary host.
1. Afailure occurred and you must restore to the backup created at T1 at host 1.
2. The secondary host (host 2) is shut down, but no restore operation is executed.
3. The storage volume of host 1 is restored to the backup created at T1.
4. Aforward recovery is performed with logs from host 1 and host 2.

5. Host 2 is started, and a system replication resynchronization of host 2 is automatically started.

Shutdown, Start and
no restore resync

Restore to
Snapshot
backup T1
Recovery using logs from host 1 and host 2

Host 1 is primary Host 2 is primary Host 1 is primary o
RE Log Backups Log Backups Failure
I >
T1: I I
Valid Backup Host 1 Failover Failover
Crash Image Host 2 to Host 2 to Host 1

The following figure shows the SAP HANA backup catalog in SAP HANA Studio. The highlighted backup
shows the backup created at T1 at host 1.
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A restore and recovery operation is started in SAP HANA Studio. As the following figure shows, the name of
the host where the backup was created is not visible in the restore and recovery workflow.

In our test scenario, we were able to identify the correct backup (the backup created at host 1) in
SAP HANA Studio when the database was still online. If the database is not available, you must
check the SnapCenter backup job log to identify the right backup.
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Reiresh | | Show More

Backup Name: 2 hanasdata/SSR
Alernative Location:®

®
:
-3

,
&
I

@ <k | Heno fsh, | [ iCaneel

@ <Back. || _Net> ]| Boat Cancel

In SnapCenter, the backup is selected and a file-level restore operation is performed. On the file-level restore
screen, only the host 1 volume is selected so that only the valid backup is restored.
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N SnapCenter®
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i
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Primary Backupls) Postops

Select files to restore

4 Noufication Volume/Quree Al File Path
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-
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Single File SnapRestore of
data volume from host 1

Configure an SMTP Server to send email notfications for Restore jobs by going to Setting=>Global Settings> Notification Server Settiogs.

After the restore operation, the backup is highlighted in green in SAP HANA Studio. You don’t have to enter an
additional log backup location, because the file path of log backups of host 1 and host 2 are included in the
backup catalog.

Selecta Backup Lavbtte Loy Backeps

Select 8 backup to recover the SAP HANA database Specify location(s) of log backup files 1o be used to recover the dstabase.

Selected Poiat in Time

e (@) Even f o log backups were created, s tocation i st needed to read data that vl be sed for recovery,

Backups. f the log backups were written to the file system and subsequently moved, you need to specify their current location, if you do not specify an altemative
The overview shows backups that were recorded n the backup catelog 3 successtol. The bockup at the top s esbmated 1o heve the shortest recovery time. location for the log backups, the system uses the location where the log backups were frt saved. The directory specf secursively,

Start Time Location Backup Prefn avelable Locations:

ME062 100412 /hana/data/SSR suapsHOT @ = pr
20160621 113630 /hana/data/SSR SNAPSHOT @ i S Femoneh,
Backup available after
SnapCenter restore
operation. Log backup location is
: included in backup
Refresh | | Show More
T catalog. No changes are
Start Time: 2018-06-21 11:36:30 Destination Type: SNAPSHOT Source Systern: SYSTEMDB@SSR. .
Siam: 14768 Backup D 1529535350505 Extenal Backup D! SnapCenter LocalSnap 06-21-201811.36 287044 requi red here.
BackupName:  /hana/data/SSR
Adtemative Location:"
iy
@ Back Nest Cancel i Back Cancel

After forward recovery has finished, the secondary host (host 2) is started and SAP HANA System Replication
resynchronization is started.

Even though the secondary host is up-to-date (no restore operation was performed for host 2),
SAP HANA executes a full replication of all data. This behavior is standard after a restore and
recovery operation with SAP HANA System Replication.
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Full sync after restore
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e SECONDARY.HOST = REPUCATIONMODE = REPUCATION.STATUS = REPUCATION.STATUSDETANS w PORT = VOLUMEID e - 8|
00584 SAc300s8-5 UNKHOWN UNKNOWN 007 2 1 SR

Stin0058.4 SHn30068-5 NKNOWN UNKNOWN 31003 3 [0
fre siindi0sdes SYMCMEM INMALZING Full Replicas 12 % (192/1535 M8) 001 ' [E

[ SvSTEMDBOS:
» B8 Q01 (SvSTEM $in

Torget System
s

SnapCenter restore of valid backup and crash image

The following figure shows an overview of the restore and recovery scenario described in this section.

A backup has been created at T1 at host 1. A failover has been performed to host 2. After a certain point in
time, another failover back to host 1 was performed. At the current point in time, host 1 is the primary host.

1. Afailure occurred and you must restore to the backup created at T1 at host 1.
2. The secondary host (host 2) is shut down and the T1 crash image is restored.
3. The storage volume of host 1 is restored to the backup created at T1.

4. Aforward recovery is performed with logs from host 1 and host 2.

5. Host 2 is started and a system replication resynchronization of host 2 is automatically started.
Restore to
Start and
Snapshot e
o backup T1 resyne

Restore to
Snapshot
backup T1
Recovery using logs from host 1 and host 2

Host 2 is primary

Failure

Host 1 is primary Host 1 is primary

Log Backups Log Backups Log Backups

»
>

|
T1: I I
alid Backup Host 1 Failover Failover
to Host 2 to Host 1

Crash Image Host 2

The restore and recovery operation with SAP HANA Studio is identical to the steps described in the section
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SnapCenter restore of the valid backup only.

To perform the restore operation, select Complete Resource in SnapCenter. The volumes of both hosts are
restored.

S5 5AR Sysiem Replcation Topology

Restore from SnapCenter_LocalSnap_06-21-2018_11.36.28.7044 %

1 Restore Scope

Select the restore types

2 preops ® compleweResourcs O Fleiesl @

S BRIOERH

Primary Backupis)

Volume based
SnapRestore of data
volumes from host 1 and
host 2

s part of Complete Resource v aresource contains iotprnt, them chie fatest Snapshot copie:
be deleted parmanently. Also, if there are other resources hostid on ihe same volumes, then It will result In data loss for such rasources

Configure an SMTP Server ta send email nobfications for Restons jobis by going o Seminge-Global &

After forward recovery has been completed, the secondary host (host 2) is started and SAP HANA System
Replication resynchronization is started. Full replication of all data is executed.

file Edit Maivigate Project Run Window Help

e BR8] il e - Qui:l:Acc:ss”@HE
U Systems 2 = O | Y SYSTEMOB@SSR &3 | {8) Backup SYSTI (SYSTEM) SR System  §§ =a
5 G £91-MDC s!?;t:nlﬁ\ u;w' SEE% T [ SYSTEMDB@SSR (STSTEM) SSR Source System s 10 Last Update: Jun 26, 2018104705 A0 | 0 nterval [0 v | Seconds| [ | e
» o H23-Muliple-Partions jiews [Landscape] Aterts| | velumes| Configuration | ion | Disgnosis iles | Trace C

& (= NF2 - MDC Single Tenant - Multiple Host - NFS | s ‘Hmslindinﬁhminn \SyﬂemR:pl\mlin“

» [ PO1- Single Container - NFS

» (2 QP1-MDC Single Tenont - HFS TS il s
& (2 $P1+ MDC Single Tenant - NFS —
4 (5 SSR-SAP-System-Reglication 6 SECOMDARV_HOST +¢ REPLICATION_MODE ¢ REPLICATION STATUS «c REPLICATION STATUSDETAILS = PORT = VOLUMEID STED o SHENAME ¢
o [B SSR@SSR (SYSTEM) S5R Source System tin30058-5 UNKNOWN UNKNOWN 31,007 2 1 SiteA
v (B SSRE@SSR (SYSTEM) SR Target System stin300s8-5 UNKNOWN UNKNOWN 31,003 3 1 SiteA
4 [ SYSTEMDB@SSR (SYSTEM) 55R Source System AtUm30058-5 SYNCMEM INITIALIZING Full Replica: 14 % (224/1536 MB) 31,001 1 1 SiteA
{8 Backup
» = Calog
o 2 Content
b (2 Provisicning
o k= Security

b (SYSTEM) SSR’
» E8 Q01 (SYSTEM) Single Conteine: - MFS

Full sync after restore
operation.

Restore and recovery from a backup created at the other
host

A restore operation from a backup that has been created at the other SAP HANA host is
a valid scenario for both SnapCenter configuration options.

The following figure shows an overview of the restore and recovery scenario described in this section.

A backup has been created at T1 at host 1. A failover has been performed to host 2. At the current point in
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time, host 2 is the primary host.

1. Afailure occurred and you must restore to the backup created at T1 at host 1.
2. The primary host (host 1) is shut down.
3. The backup data T1 of host 1 is restored to host 2.

4. Aforward recovery is performed using logs from host 1 and host 2.

5. Host 1 is started, and a system replication resynchronization of host 1 is automatically started.
Restore to
o Snapshot
b

ackup T1 o
Recovery using logs from host 1 and host 2

Host 1 o e

Host 2

Shutdown,
no restore

Start and
resync

Host 1 is primary

Host 2 is primary

Log Backups Log Backups Failure

| | ] >
T1: T2:

Backup Backup
at Host 1 at Host 2

Failover

to Host 2
Kyl

The following figure shows the SAP HANA backup catalog and highlights the backup, created at host 1, that
was used for the restore and recovery operation.

X
File Edit MNavigate Project Run Window Help
DR P R e e - [Quick Accesz] || g | B8]
loSystems 2 F~| B [j~-= B E%S ~= O [§SvSTEMDB@SSR 2} Backup SYST! (GVSTEM) SSR T: 2 | f3sv I § SYSTEMDB@SSR =
i+ = FP1 - MDC Single tenant - SAN & o =
» (= Ha3-Multiple-Pertiions & Backup SYSTEMDB@SSR {SYSTEM) SSR Target System Last Updates6id0o1 AM o | (1] | By
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1+ (= PO1 - Single Container - NFS Backup Catalog Backup Details
I = QP1 - MDC Single Tenant - NFS
&+ (= §P1 - MDC Single Tenant - NFS Database: | SYSTEMDB v ] 1530097957115
4 (= S5R-5AP-System-Replication Status: Successtul
» [ SSR@SSR (SYSTEM) SSR Source Systern [ Show Log Backups []Show Delta Backups Backup Type: Data Backup
o [F SSR@SSR (SYSTEM) 55R Target System 3 Destination Type: Snapshot
> [ SYSTEMDB@SSR (SYSTEM) S5 Source System Status  Started Duration Size BackupType  Destinatio... Started: Jun 27, 2018 7:12:37 AM (America/New_York)
L, sysTeMDB@SSR (SYETEM) SR Target Syster ] Jun2g, 2018 9:23:46 .. 00h 00m 075 153GB DataBackup  File Finished: Jun 27, 2018 7:12:43 AM (America/New_York)
b [ Q01 (SYSTEM) Single Container - NFS 2 Jun 37,2018 7:45:56 .. 00h0OmO3s  152GB DataBackup  Snapshot Dination: 60h 00m 06s
Juna7, 2018 7:12:37 .. 00h00m 085 | 135 G6_ Dats Backup __ Snapshot | Siser 15568
Throughput: na.
SﬁEﬂ'ﬂD: ﬂ
| Comment: SnapCenter_LocalSnap_06-27-2018,07.12.29.1232 ||
Additional Information: | <ggks
Location: | thanadata/SSR/mnt00001/
Host Service Size Name Source Type  EBID
“tin300sE-4 nameserver 15568 hdb00D01 volume SnapC..
< >
2@  Prepare Recovery Wizard: (83%) -
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The restore operation involves the following steps:

1. Create a clone from the backup created at host 1.
2. Mount the cloned volume at host 2.

3. Copy the data from the cloned volume to the original location.

In SnapCenter, the backup is selected and the clone operation is started.

1 SnapCenter® ©-  Lsopciiscadmin | SnapCenterAdmin [ Sign Out
SSR - SAP System Replication Topology X
e
H
HH
1/} L S Manage Copies
m FP1 MDC single tenant - SAN
o == Summary Card
H23 MDC single tenant 5PS3 multiple Par N
@ Sms® | 0Clones 3 Backups
Local copies 25 d backups
& NFZ MDC single tenant -- NFS — multiple
P 1 File-Based backup @
L 0 Clones
L] 5P1 MDC single tenant - NFS ra
= SSR- SAP System Replication Primary Backup(s)
(search ) W a9 &
Backup Name IF End Date
et s 6/27/2018 7:46:05 aM 8
SnapCenter_LocalSnap_06-27-2018 07.12.29.1232 6/27/2018 7:12:49 AM B

Total 5 Total 2

& compieted @ owarnings g oraied  B)ocanceles (B 1 running @) 0queved

hitps://10.63.167.166814

You must provide the clone server and the NFS export IP address.

In a SnapCenter single-resource configuration, the SAP HANA plug-in is not installed at the
database host. To execute the SnapCenter clone workflow, any host with an installed HANA
plug-in can be used as a clone server.

+
In a SnapCenter configuration with separate resources, the HANA database host is selected as a clone server,
and a mount script is used to mount the clone to the target host.
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Clone from Backup

Location Select the host to create the clone

SOAN0ET Sahiptin o Any host with installed

2 Scripts Clone server
3 Nowfcaon | Clonesuftx | HANA plug-in can be
csmmay | e [sseina used. Not required to

install the plug-in on the
System Replication host.

Configura an SMTP Server to send emall natifications for Clone jobs by going 1o Sattinge=Global Setting=>Notification Server Settings,

To determine the junction path that is required to mount the cloned volume, check the job log of the cloning job,
as the following figure shows.

Il SnapCenter® Junction®ath
Jabs Schadules Evants

<

Resources
@ loglevel @ Message

Source
| <IPfddress=192.163.173.104</PAd dress» </SmiPAddress> <SmiPAddrass» <IPAddress=192.16
| <UserNamesvsadmin</UserNames <Port>443</Port <TransportTypesHips</Tra

| <niapIMInenarsion=110/0npIMInererslens <VarsiensNetin Relzsse 2,174

Dashboard

100</APAddress> </SmiIPAddress> <, exhana</Mames

Manitor

iy ypeDataontap< Types Pas)
Hosts OperationContexizscadmin/OperationContext> <Preferred ipaddress»</Preferr
nagementiPs192.168.173.1024/ WP <VServerhame: |
SR sEeTs 52.168.173.104¢/ <vsarve Pisend =
2.168.173.100</ManagementiP> <VServer hana</vser - - ’
S 62,162,121 <serverNamesh Serverilan Interface> </\Vser faceList>
Log level DEBUG p>false</OperationC > 5 ” i : o <PlatformType xsknll="trug"s>
s intiafizeds/LicenseKeyTypes <SnapMir p : mid= <olume> _TRG_Gata_mnt000010629180408422950</Mame> <Type>
[Hosts</Host> <Usertiame»</UserName> <Passpl phra IDelateds <Auth> <Id»0</ld> <RunfsMames</RunAsName>
FiauthMode <UserNames</Usariames <Passpharses</Passpharses <Ownarid></Ownarlds <InstanceNamass
<CheckforadministratorPrivilag 2</Checkion <TargetURL></TargatURL> <issudoEnabl <fAuth> <1sCh
<Clonelevel>0</Clonelevel> <Hosts/ <Storageilames TR T . = : e
<ResourceMameshanai/vol/SSR_TRG_data_mnt0d001 2918040842 tarme: <f> <Vsarversh ervars
<FullPzth>-hana:vol/SSR_TRG_dara_mnt000010629138103422980</FullPath= 4 R-/5cfec058b2-3922-4670-ab6d-115d3ac42b34</junctionPath>
<JunctionParentName>hana_rost</junctionParentiafle <SizeTotsl>102005473280 | 7120</5izeUsed> <Snaph ource xsinil="true"s>
<SnapMirro f raphirrorDests <Snap = - —
<lsFlexClonestrues/isFiexClones <V IryStylesUni; Mame>hana 1. Juld=78ecl 3e3-3110-4766-b722-
d5763(71465e</AggregateUid> <FlexCloneLevel xstnil="true™/> <lsLeaf>true</iseaf> <vol ‘olumestate> <Aggre; e xsinll="trues>
<ExportPoliymdefaulte/ExporPolicys <VolumaUuid-a3sasele-7h73-1168-8560-00a0985 1 fBre</Volumeliuid <Owning! 12 \gvserverhlam
NalumeType> <lsFrotec exflsProtecieds <SiorageVimKeys=iStoragaVmKey <Val lurmekey> celluid>5eddsatd ea02-461

<VelumeTyp:
0794-13¢393¢5df43</Volumelnstanceluld> <Size></Size> <IsRootVolume xsknil="trua"/> <IsSelectable xshnil="true"/> <Storagakey></StorageKkay> <ProtectionStatws xshnlli="true"s>

) lokey> tum "

<ConformanceStatus xsi:nil="true"s> J:d
<LogicalPath>192.168,173.101:/5cicc058b2-392-4b70-ab6d-119d8aca2b54</Logical Path> <PhysicalPath=/Scicc5852-39¢2-4070-ab6d-11908ac42b54=/PhysicalPath>
2l alPaih; 5 (calPath> <jund "al Tc058h2-22c2-4b° bSd-112d8acd2b5d</unctionPath> <NestjunctionPath/> <Nestolumes/>
<L SSR_TRG_data_mntdC0010629180408422980</LeafVolume= =Files/> </SD 5!
/> g AppFil P <SMApPPFil 124 ip> <Deleted>falsa</Deleted> <Auth> <id>D</1d> <AuthMode>None</AuthMode>
<CheckforadminisiratorPrivilagesfalsa</Checkior i <lssud udoEnableds </Auth> <lsClanesfalses/lsClones <Cloneleval>0s/CloneLeval>

Hosts/>

<Hostsi <Kayr0</Key> <NsmObjecdD=0</NsmObjectiD> <Files/> <StorageFootPrint> <Deleted=falsec/Daleted> «isClonesfalse/isClone> <Clonelevel>0</Clonstevel>
<Key»De/Key> <NsmObjectiDe 0</NsmObjactiD» <HostResources <Deletedfalses/Delotad> <isCione>false</isClones <CloneLevel»0e/CloneLevel> <HOStS/> <Kay>0<
<NsmObjectiD>0</NsmObjectiD> <Rangesi> </Hosts cex y <5D urce xsitype="sDS y tory"> i

The cloned volume can now be mounted.
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stlrx300s8-5:/mnt/tmp # mount 192.168.173.
8153dbd46caf /mnt/tmp

The cloned volume contains the data of the HANA database.

stlrx300s8-5:/mnt/tmp/# 1s —-al
sapsys 4096

drwxr—-x—--x 2 ssradm

drwx—--——----— 2 ssradm
drwx————-—-— 2 ssradm
-rw-r—--r—-- 1 ssradm

The data is copied to the original location.

sapsys 4096

sapsys 4096

sapsys

22

Jun
Jun
Jun

Jun

27
21
27
27

11:
09:
11:
11:

101:/Scc373da37-00££f-4694-blel-

12
38
12
12

hdb00001

hdb00002.00003
hdb00003.00003
nameserver.lck

stlrx300s8-5:/mnt/tmp # cp -Rp hdb00001 /hana/data/SSR/mnt00001/
stlrx300s8-5:/mnt/tmp # cp -Rp hdb00002.00003/ /hana/data/SSR/mnt00001/
stlrx300s8-5:/mnt/tmp # cp -Rp hdb00003.00003/ /hana/data/SSR/mnt00001/

The recovery with SAP HANA Studio is performed as described in the section SnapCenter restore of the valid

backup only.

Where to find additional information

To learn more about the information described in this document, refer to the following

documents:

* SAP HANA Backup and Recovery with SnapCenter

+ Automating SAP HANA System Copy and Clone Operations with SnapCenter

» SAP HANA Disaster Recovery with Storage Replication

https://www.netapp.com/us/media/tr-4646.pdf
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