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Deploy on premises

Requirements to deploy Red Hat OpenShift Virtualization
with ONTAP

Review the requirements to install and deploy OpenShift virtualization with ONTAP
storage systems.

Prerequisites
* A Red Hat OpenShift cluster (later than version 4.6) installed on bare-metal infrastructure with RHCOS
worker nodes
* Deploy Machine Health Checks to maintain HA for VMs
* A NetApp ONTAP cluster, with SVM configured with the correct protocol.
* Trident installed on the OpenShift cluster
» A Trident backend configuration created

» A StorageClass configured on the OpenShift cluster with Trident as the provisioner
For the above Trident prerequisites, see Trident installation section for details.

* Cluster-admin access to Red Hat OpenShift cluster
* Admin access to NetApp ONTAP cluster
+ An admin workstation with tridentctl and oc tools installed and added to $PATH
Because OpenShift Virtualization is managed by an operator installed on the OpenShift cluster, it imposes

additional overhead on memory, CPU, and storage, which must be accounted for while planning the hardware
requirements for the cluster. See the documentation here for more details.

Optionally, you can also specify a subset of the OpenShift cluster nodes to host the OpenShift Virtualization
operators, controllers, and VMs by configuring node placement rules. To configure node placement rules for
OpenShift Virtualization, follow the documentation here.

For the storage backing OpenShift Virtualization, NetApp recommends having a dedicated StorageClass that
requests storage from a particular Trident backend, which in turn is backed by a dedicated SVM. This
maintains a level of multitenancy with regard to the data being served for VM-based workloads on the
OpenShift cluster.

Deploy Red Hat OpenShift Virtualization with ONTAP

Install OpenShift Virtualization on a Red Hat OpenShift bare-metal cluster. This procedure
includes logging in with cluster-admin access, navigating to the OperatorHub, and
installing the OpenShift Virtualization operator.

1. Log into the Red Hat OpenShift bare-metal cluster with cluster-admin access.
2. Select Administrator from the Perspective drop down.

3. Navigate to Operators > OperatorHub and search for OpenShift Virtualization.


https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-trident-install.html
https://docs.openshift.com/container-platform/4.7/virt/install/preparing-cluster-for-virt.html#virt-cluster-resource-requirements_preparing-cluster-for-virt
https://docs.openshift.com/container-platform/4.7/virt/install/virt-specifying-nodes-for-virtualization-components.html
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4. Select the OpenShift Virtualization tile and click Install.

OpenShift Virtualization

6.2 provided by Red Hat

Install

Latest version
262 Requirements
Capabllity level Your cluster must be installed on bare metal infrastructure with Red Hat Enterprise Linux CoreOS
® Basic Install workers.
é Seamless Upgrades ;
é Full Lifecycle Details
! Deep Insights OpenShift Virtualization extends Red Hat OpenShift Container Platform, allowing you to host and

manage virtualized workloads on the same platform as container-based workloads. From the OpenShift
Container Platform web console, you can import a VMware virtual machine from vSphere, create new or

Provider type clone existing VMs, perform live migrations between nodes, and more. You can use OpenShift
Red Hat Virtualization to manage both Linux and Windows VMs.
The technology behind OpenShift Virtualization is developed in the KubeVirt open source community.
Provider = R A Y ; - ; 4 i 1 S udh o
The KubeVirt project extends Kubernetes by adding additional virtualization resource types through
Red Hat

Custom Resource Definitions (CRDs). Administrators can use Custom Resource Definitions to manage
VirtualMachine resources alongside all other resources that Kubernetes provides

5. On the Install Operator screen, leave all default parameters and click Install.
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6. Wait for the operator installation to complete.

Openshift Virtualization -
2.6.2 provided by Red Hat

Installing Operator

The Operator is being installed. This may take a few minutes.

View installed Operators in Mamespace openshift-cnv

7. After the operator has installed, click Create HyperConverged.



@ OpenShift Virtualization 0
2.6.2 provided by Red Hat

Installed operator - operand required

The Operator has installed successfully. Create the required custom resource to be able
to use this Operator.

GB HyperConverged @ Required
Creates and maintains an OpenShift Virtualization Deployment

Create HyperConverged View installed Operators in Namespace openshift-cnv

8. On the Create HyperConverged screen, click Create, accepting all default parameters. This step starts the
installation of OpenShift Virtualization.
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infra HyperCornvergedConfig influences the pod configuration (currently only placement] for all the infra components needed on the

virtuakzation enabled clustar but not neceszarely directly on each node running VMs/VMIs

Workloads »
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Local Storage Class Name

LocalStorageClassMame the name of the local storage class

9. After all the pods move to the Running state in the openshift-cnv namespace and the OpenShift
Virtualization operator is in the Succeeded state, the operator is ready to use. VMs can now be created on
the OpenShift cluster.
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Project: openshift-cnv =+

Installed Operators

Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators documentation &=, Or create an Operator and
ClusterServiceVersion using the Operator SDK .

Name «  Searchbyname.. /

Name t Managed Namespaces Status Last updated Provided APIs
Openshift openshift-cnv @ Succeeded @ May 18, 8:02 pm OpenShift Virtualization
Virtualization Up to date Deployment

2.6.2 provided by Red Hat HostPathProvisioner deployment

Create a VM on ONTAP storage with Red Hat OpenShift
Virtualization

Create a VM with OpenShift Virtualization. This procedure includes selecting an operating
system template, configuring storage classes, and customizing VM parameters to meet
specific requirements.



As a pre-requisite, you should have already created the trident backend, the storage
class and the volume snapshot class objects. You can refer to the Trident installation
section for details.

Create VM

VMs are stateful deployments that require volumes to host the operating system and data. With CNV, because
the VMs are run as pods, the VMs are backed by PVs hosted on NetApp ONTAP through Trident. These
volumes are attached as disks and store the entire filesystem including the boot source of the VM.

‘ Red Hat OpenShift Virtualization |
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To quickly create a virtual machine on the OpenShift cluster, complete the following steps:

—_

. Navigate to Virtualization > Virtual Machines and click Create.

2. Select From template.

3. Select the desired operating system for which the boot source is available.

4. Check the checkbox Start the VirtualMachine after creation.

5. Click Quick create VirtualMachine.

The virtual machine is created and started and comes to the Running state. It automatically creates a PVC
and a corresponding PV for the boot disk using the default storage class. In order to be able to live migrate the
VM in the future, you must ensure that the storage class used for the disks can support RWX volumes. This is

a requirement for live migration. ontap-nas and ontap-san (volumeMode block for iISCSI and NVMe/TCP
protocols) can support RWX access modes for the volumes created using the respective storage classes.


https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-trident-install.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-trident-install.html

To configure ontap-san storage class on the cluster see the Section for Migrating a VM from VMware to
OpenShift Virtualization.

Clicking on Quick create VirtualMachine will use the default storage class to create the PVC and

@ PV for the bootable root disk for the VM. You can select a different storage class for the disk, by
selecting Customize VirtualMachine > Customize VirtualMachine parameters > Disks and then
editing the disk to use the required storage class.

Typically block access mode is preferred compared to file systems while provisioning the VM disks.

To customize the virtual machine creation after you have selected the OS template, click on Customize
VirtualMachine instead of Quick create.

1. If the selected operating system has boot source configured, you can click on Customize VirtualMachine
parameters.

2. If the selected operating system has no boot source configured, you must configure it. You can see details
about the procedures shown in the documentation.

3. After Configuring the boot disk, you can click on Customize VirtualMachine parameters.

4. You can customize the VM from the tabs on this page. For eg. click on the Disks tab and then click on Add
disk to add another disk to the VM.

5. Click Create Virtual Machine to create the virtual machine; this spins up a corresponding pod in the
background.

When a boot source is configured for a template or an operating system from an URL or from a
registry, it creates a PVC in the openshift-virtualization-os-images project and

@ downloads the KVM guest image to the PVC. You must make sure that template PVCs have
enough provisioned space to accommodate the KVM guest image for the corresponding OS.
These PVCs are then cloned and attached as rootdisk to virtual machines when they are
created using the respective templates in any project.

You are logged in as & tamporsry sdministrative user. Update the ghter Qtuth configurstion 1o aliow others ta log in

Project openshift-virtuslization-oz-images

VirtualMachines
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https://docs.openshift.com/container-platform/4.14/virt/virtual_machines/creating_vms_custom/virt-creating-vms-from-custom-images-overview.html

Create new VirtualMachine

an option to create a VirtualMachine from
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"!, CentOS Stream 9 VM

centos-streamS-server-small

Template info

Operating system CPU | Memory

CentQS Stream 9'WM 1 CPU| 2 GiB Memory #

Workload type Metwork interfaces (1)
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default Pod networking Masguerade

Description

Template for CentOS Stream 9 VM or newer. A Disks (2)

PVC with the CentOS Stream disk image must Name Drive Size
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cloudinitdisk 5k -

Documentation

Refer to documentation Hardware devices (0)
GPU devices

Host devices
Quick create VirtualMachine @
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centos-stream9-pleased-ham openshift-virtualization-os-images

Start this VirtualMachine after creation

Quick create VirtualMachine _ustomize Virt Cancel
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Video Demonstration

The following video shows a demonstration of creating a VM in OpenShift Virtualization using iSCSI storage.

Create a VM in OpenShift Virtualization using Block Storage
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=497b868d-2917-4824-bbaa-b2d500f92dda

Migrate a VM from VMware to Red Hat OpenShift cluster

Migrate VMs from VMware to an OpenShift cluster using the OpenShift Virtualization
migration toolkit. This migration involves installing the Migration Toolkit for Virtualization
(MTV), creating source and destination providers, creating a migration plan and
performing a cold or warm migration.

Cold Migration

This is the default migration type. The source virtual machines are shut down while the data is copied.

Warm Migration

In this type of migration, most of the data is copied during the precopy stage while the source virtual
machines (VMs) are running. Then the VMs are shut down and the remaining data is copied during the
cutover stage.

Video Demonstration

The following video shows a demonstration of the cold migration of a RHEL VM from VMware to OpenShift
Virtualization using ontap-san storage class for persistent storage.

Using Red Hat MTV to migrate VMs to OpenShift Virtualization with NetApp ONTAP Storage

Migration of VM from VMware to OpenShift Virtualization using Migration Toolkit for
Virtualization

In this section, we will see how to use the Migration Toolkit for Virtualization (MTV) to migrate virtual machines
from VMware to OpenShift Virtualization running on OpenShift Container platform and integrated with NetApp
ONTAP storage using Trident.

The following diagram shows a high level view of the migration of a VM from VMware to Red Hat OpenShift
Virtualization.
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=bac58645-dd75-4e92-b5fe-b12b015dc199

Migration of VM from VMware to OpenShift Virtualization
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Prerequisites for the sample migration

On VMware

* ARHEL 9 VM using rhel 9.3 with the following configurations were installed:
o CPU: 2, Memory: 20 GB, Hard disk: 20 GB
o user credentials: root user and an admin user credentials

+ After the VM was ready, postgresql server was installed.

o postgresql server was started and enabled to start on boot

systemctl start postgresqgl.service’
systemctl enable postgresqgl.service
The above command ensures that the server can start in the VM in

OpenShift Virtualization after migration

o Added 2 databases, 1 table and 1 row in the table were added. Refer here for the instructions for
installing postgresql server on RHEL and creating database and table entries.

@ Ensure that you start the postgresql server and enable the service to start at boot.

On OpenShift Cluster

The following installations were completed before installing MTV:

* OpenShift Cluster 4.17 or later

» Multipath on the cluster nodes enabled for iISCSI (for ontap-san storage class). Multi-pathing can be
enabled easily if you install Trident 25.02 using the node-prep flag. You can refer to the Trident installation

section for details.

12


https://docs.redhat.com/en/documentation/red_hat_enterprise_linux/9/html/configuring_and_using_database_servers/using-postgresql_configuring-and-using-database-servers#configuring-postgresql_using-postgresql
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-trident-install.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-trident-install.html

* Install the required backend and storage classes and the snapshot class. Refer to the Trident installation
section for details.

* OpenShift Virtualization

Install MTV

Now you can install the Migration Toolkit for virtualization (MTV). Refer to the instructions provided here for
help with the installation.

The Migration Toolkit for Virtualization (MTV) user interface is integrated into the OpenShift web console.
You can refer here to start using the user interface for various tasks.

Create Source Provider

In order to migrate the RHEL VM from VMware to OpenShift Virtualization, you need to first create the source
provider for VMware. Refer to the instructions here to create the source provider.

You need the following to create your VMware source provider:

* VVCenter url
* VCenter Credentials
» VVCenter server thumbprint

* VDDK image in a repository

Sample source provider creation:

13


https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-trident-install.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-trident-install.html
https://docs.openshift.com/container-platform/4.13/virt/install/installing-virt-web.html
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/installing-the-operator
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console#mtv-ui_mtv
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console#adding-providers
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URL *

VDDK init image

dockerrepo eng netapp comy banum,/vddikc- 301 []
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SSHA-] fingerprint *
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]

The Migration Toolkit for Virtualization (MTV) uses the VMware Virtual Disk Development Kit

(VDDK) SDK to accelerate transferring virtual disks from VMware vSphere. Therefore, creating
CD a VDDK image, although optional, is highly recommended.

To make use of this feature, you download the VMware Virtual Disk Development Kit (VDDK),

build a VDDK image, and push the VDDK image to your image registry.

Follow the instructions provided here to create and push the VDDK image to a registry accessible from the
OpenShift Cluster.

Create Destination provider

The host cluster is automatically added as the OpenShift virtualization provider is the source provider.
Create Migration Plan

Follow the instructions provided here to create a migration plan.

While creating a plan, you need to create the following if not already created:

14


https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/prerequisites#creating-vddk-image_mtv
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console#creating-migration-plan_mtv

* A network mapping to map the source network to the target network.

» A storage mapping to map the source datastore to the target storage class. For this you can choose ontap-
san storage class.
Once the migration plan is created, the status of the plan should show Ready and you should now be able
to Start the plan.

— RedHat - s e =
= OpenShift H O oaAs © © kubezadmin

You are logged in s a temparary administrative user, Update the chrster QAuth confiquration to allow others to log in

OperatoHub
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Perform Cold Migration

Clicking on Start will run through a sequence of steps to complete the migration of the VM.

Rd Hat 5 T B
i H O a:s O @ ruB st

Wind i Mg 6 i By e L U T (i et COnr e 0 i 4R 13 0y

Migration details by VM

Workloadi

Wirtusliration

T - o i
Migratan
tor—e B L Trd irven Dta oapiedt Sl
o "
L S ]
Dhdgead b Sate
"
L ' i
- . i
(¥ T B Cogy i 1 dh v wind
B Comate Vit i
CRraren L}

Compale

User Managerment

Aadersiri

When all steps are completed, you can see the migrated VMs by clicking on the virtual machines under
Virtualization in the left-side navigation menu.
Instructions to access the virtual machines are provided here.

You can log into the virtual machine and verify the contents of the posgresqgl databases. The databases, tables
and the entries in the table should be the same as what was created on the source VM.
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https://docs.openshift.com/container-platform/4.13/virt/virtual_machines/virt-accessing-vm-consoles.html

Perform Warm Migration

To perform a warm migration, after creating a migration plan as shown above, you need to edit the plan
settings to change the default migration type. Click on the edit icon next to the cold migration and toggle the
button to set it to warm migration. Click on Save. Now click on Start to start the migration.

Ensure that when you are moving from block storage in VMware, you have block storage class

@ selected for the OpenShift Virtualization VM. Additionally, the volumeMode should be set to
block and access mode should be rwx so that you can perform live migration of the VM at a later
time.

Set warm migration

In warm migration, the VM disks are copied incrementally using changed block
tracking (CBT) snapshots. The snapshots are created at one-hour intervals by
default. You can change the snapshot interval by updating the forklift-controller
deployment.

Whether this is a warm migration

Warm migration, most of the data is copied during the
precopy stage while the source virtual machines (VMs) are
running.

Click on 0 of 1 vms completed, expand the vm and you can see the progress of the migration.

Plans Create Plan
Status ~ Name <~ Q Filter by name > o Show archived m
Name 1 Source provider Virtual ... Status Migration started
@ warm-migration-plan1 ( Warm @ vmware-source @ 1VMs Running ® of 1VMs migrated @ Feb 1), 2025,10:28 AM 59 Cutover

After some time, the disk transfer is completed, and the migration waits to proceed to the Cutover state. The
DataVolume is in a Paused state. Go back to the plan and click on the Cutover button.

16



Project openshift-mtv =

Plans > Plan Details

Virtual Machines

@ warm-migration-plan1 & Ruming

YAML Virtual Machines

Pipeline status = Name v Q@ Filte > m
Name 1 Started at Completed at Digk transfer Disk counter Pipeline status.
v vl @ Feb1,2025,1028 AM 20480/ 20480 MB 1/ 1Disks ® @
PersistentVolumeClaims
Name Status
@D varm-migration-plani-vm-43432- & Pending
DataVolumes
Name Status
@D warm-migration-plani-vm-43432 Paused
Pipeline
Name Description Tasks Started at Error
@ Initialize initialize migration @ Feb 11,2025,1028 AM
@ DiskTransfer Transfer disks. ] @ Feb 11,2025,1028 AM
Cutover Finalize disk transfer |o
ImageConversion Convert image to kubevirt
VirtualMachineCreation Create VM
Plans Create Plan
St v Meme v QF @ s
Name 1 Source provider Virtual machines Status Migration started
0w ™ © viware-source © 1M R @ Febn, 20251028 AM % O

The current time will be shown in the dialog box. Change the time to a future time if you want to schedule a
cutover to a later time. If not, to perform a cutover now, click on Set cutover.
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Cutover

L

chedule the cutover for migration warm-migration-plan1?

You can schedule cutover for now or a future date and time. VMs included in the
migration plan will be shut down when cutover starts.

11:04 AM ®

2025-02-11

Set cutover ‘ Remove cutover | l Cancel |

After a few seconds, the DataVolume goes from the paused to the ImportScheduled to ImportinProgress state
when the cutover phase starts.

Virtual Machines
Pipeline status - Name ~ Q Filterbyname > m Cancel virtual machines
Name 1 Started at Completed at Disk transfer Disk counter Pipeline status
v vmi @ Feb11, 2025, 1028 AM 20480/ 20480 M8 1/1Disks ® ® @
PersistentVolumeClaims
Status
& Pending
Name Status
@Y ver ImportinProgress
464rs
Pipeline
Name Description Tasks Started at
@ Intialize Initialize migration. @ Feb 11,2025,1028 AM
@® DiskTransfer Transfer disks ai @ reb 11,2025, 1028 AM
@ Cutover Finalize disk transfer 8o/! @ Feb 11,2025, 1107 AM
ImageConversion Convert image to kubevirt
VirtualMachineCreation Create VM

When the cutover phase is completed, the DataVolume comes to the succeeded state and the PVC is bound.




Virtual Machines

Pipelinestatus  « Name ~ Q@ Filterbyname > m Cancel virtual machines
Name 1 Started at Completed at Disk transfer Disk counter Pipeline status
v vmi @ Feb 11, 2025,10:28 AM - 20480/ 20480 MB 1/ 1Disks ® ® @ @
Pods
Pod Status Pod logs Created at

warm-migration-plani-vm- Pending Logs Feb 11, 2025, 1117 AM
g ] g

PersistentVolumeClaims
Name Status

G varm n-planl- @ Bound

DataVolumes
Name Status

@D warm-

® Succeeded

The migration plan proceeds to complete the ImageConversion phase and finally, the VirtualMachineCreation
Phase is completed. The VM comes to the running state on OpenShift Virtualization.

VirtualMachines
Y Filter Name « Search by name m
Name 1 Namespace Status Conditions Node Created
@D vm @:f;'—";:';': £ Running Q) worker2 @ 7 minutes 230

Migrate a VM between two nodes in a Red Hat OpenShift
cluster

Migrate a VM in OpenShift Virtualization between two nodes in the cluster with no
downtime. This procedure includes confirming the disks use RWX-compatible storage
classes, initiating the migration, and monitoring the progress.

VM Live Migration

Live Migration is a process of migrating a VM instance from one node to another in an OpenShift cluster with
no downtime. For live migration to work in an OpenShift cluster, VMs must be bound to PVCs with shared
ReadWriteMany access mode. Trident backends configured using ontap-nas drivers support RWX access
mode for FileSystem protocols nfs and smb. Refer to the documentation here. Trident backends configured
using ontap-san drivers support RWX access mode for block volumeMode for iSCSI and NVMe/TCP protocol
Refer to the documentation here.

S.

Therefore, for live migration to succeed, the VMs must be provisioned with disks (boot disks and additional hot

plug disks) with PVCs using ontap-nas or ontap-san (volumeMode: Block) storage classes. When the PVCs
are created, Trident creates ONTAP volumes in an SVM which is NFS-enabled or iISCSI enabled.
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https://docs.netapp.com/us-en/trident/trident-use/ontap-nas.html
https://docs.netapp.com/us-en/trident/trident-use/ontap-san.html
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To perform a live migration of a VM that has been created previously and is in a Running state perform the
following steps:

1.

20

Select the VM that you want to live-migrate.

2. Click on Configuration tab.

3. Ensure that all the disks of the VM are created using Storage classes that can support RWX access mode.
4,
5

Click on Actions on the right corner and then select Migrate.

. To look at the progression of the Migration, go to Virtualization > Overview on the left hand side menu and

then click on the Migrations tab.
The Migration of the VM will transition from Pending to Scheduling to Succeeded

@ A VM instance in an OpenShift cluster automatically migrates to another node when the original

node is placed into maintenance mode if the evictionStrategy is set to LiveMigrate.
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Clone a VM with Red Hat OpenShift Virtualization

Clone a VM in OpenShift Virtualization using Trident. This procedure includes leveraging
Trident CSI volume cloning, allowing you to create a new VM by shutting down the source
VM or keep it running.

VM cloning

Cloning an existing VM in OpenShift is achieved with the support of Trident’s Volume CSI cloning feature. CSI
volume cloning allows for creation of a new PVC using an existing PVC as the data source by duplicating its
PV. After the new PVC is created, it functions as a separate entity and without any link to or dependency on the
source PVC.
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There are certain restrictions with CSI volume cloning to consider:

1. Source PVC and destination PVC must be in the same project.
2. Cloning is supported within the same storage class.

3. Cloning can be performed only when source and destination volumes use the same VolumeMode setting;
for example, a block volume can only be cloned to another block volume.

VMs in an OpenShift cluster can be cloned in two ways:
1. By shutting down the source VM
2. By keeping the source VM live

By Shutting down the source VM

Cloning an existing VM by shutting down the VM is a native OpenShift feature that is implemented with support
from Trident. Complete the following steps to clone a VM.

1. Navigate to Workloads > Virtualization > Virtual Machines and click the ellipsis next to the virtual machine
you wish to clone.

2. Click Clone Virtual Machine and provide the details for the new VM.
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Clone Virtual Machine

Name * rhel8-short-frog-clone
Description

4
Namespace * default -

Start virtual machine on clone

Configuration Operating System
Red Hat Enterprise Linux 8.0 or higher
Flavor

Small: 1CPU | 2 GiB Memory
Workload Profile

server

NICs

default - virtio

Disks

cloudinitdisk - cloud-init disk

rootdisk - 20Gi - basic

44 The VM rhel8-short-frog is still running. It will be powered off while
cloning.

Clone Virtual Machine

3. Click Clone Virtual Machine; this shuts down the source VM and initiates the creation of the clone VM.

4. After this step is completed, you can access and verify the content of the cloned VM.
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By keeping the source VM live

An existing VM can also be cloned by cloning the existing PVC of the source VM and then creating a new VM
using the cloned PVC. This method does not require you to shut down the source VM. Complete the following
steps to clone a VM without shutting it down.

1. Navigate to Storage > PersistentVolumeClaims and click the ellipsis next to the PVC that is attached to the
source VM.

2. Click Clone PVC and furnish the details for the new PVC.

Clone

Mame *

rhel8-short-frog-rootdisk-28dvb-clone

Access Mode *
(O Single User (RWO) @ Shared Access (RWX) O Read Only (ROX)
Size *

20 GB =«

PVC details

Namespace Requested capacity Access mode

@ default 20GIiB Shared Access (RWX)
Storage Class Used capacity Volume mode

€S basic 22GiB Filesystem

Cancel Clone

3. Then click Clone. This creates a PVC for the new VM.
4. Navigate to Workloads > Virtualization > Virtual Machines and click Create > With YAML.

5. In the spec > template > spec > volumes section, attach the cloned PVC instead of the container disk.
Provide all other details for the new VM according to your requirements.
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- name: rootdisk
persistentVolumeClaim:
claimName: rhel8-short-frog-rootdisk-28dvb-clone

6. Click Create to create the new VM.

7. After the VM is created successfully, access and verify that the new VM is a clone of the source VM.

Create a VM from a snapshot copy with Red Hat OpenShift
Virtualization

Create a VM from a snapshot with OpenShift Virtualization. This procedure includes
creating a VolumeSnapshotClass, taking a snapshot of the VM’s persistent volume claim
(PVC), restoring the snapshot to a new PVC, and deploying a new VM that uses the
restored PVC as the root disk.

Create VM from a Snapshot

With Trident and Red Hat OpenShift, users can take a snapshot of a persistent volume on Storage Classes
provisioned by it. With this feature, users can take a point-in-time copy of a volume and use it to create a new
volume or restore the same volume back to a previous state. This enables or supports a variety of use-cases,
from rollback to clones to data restore.

For Snapshot operations in OpenShift, the resources VolumeSnapshotClass, VolumeSnapshot, and
VolumeSnapshotContent must be defined.

* A VolumeSnapshotContent is the actual snapshot taken from a volume in the cluster. It is cluster-wide
resource analogous to PersistentVolume for storage.

* A VolumeSnapshot is a request for creating the snapshot of a volume. It is analogous to a
PersistentVolumeClaim.

* VolumeSnapshotClass lets the administrator specify different attributes for a VolumeSnapshot. It allows
you to have different attributes for different snapshots taken from the same volume.
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To create Snapshot of a VM, complete the following steps:

1. Create a VolumeSnapshotClass that can then be used to create a VolumeSnapshot. Navigate to Storage >

VolumeSnapshotClasses and click Create VolumeSnapshotClass.

NetApp

2. Enter the name of the Snapshot Class, enter csi.trident.netapp.io for the driver, and click Create.
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© View shortcuts

apiVersion: snapshot.storage.k8s.io/v1l

kind: VolumeSnapshotClass
metadata:

name: trident-snapshot-clasﬂ
driver: csi.trident.netapp.io
deletionPolicy: Delete

‘ Cancel ‘ X Download

3. ldentify the PVC that is attached to the source VM and then create a Snapshot of that PVC. Navigate to
Storage > VolumeSnapshots and click Create VolumeSnapshots.

4. Select the PVC that you want to create the Snapshot for, enter the name of the Snapshot or accept the
default, and select the appropriate VolumeSnapshotClass. Then click Create.

Create VolumeSnapshot Edit YAML

PersistentVolumeClaim *

(BY® rhel8-short-frog-rootdisk-28dvb v

Name *

rhel8-short-frog-rootdisk-28dvb-snapshot

Snapshot Class *

UEB® trident-snapshot-class v

=

5. This creates the snapshot of the PVC at that point in time.
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Create a new VM from the snapshot

1. First, restore the Snapshot into a new PVC. Navigate to Storage > VolumeSnapshots, click the ellipsis next

to the Snapshot that you wish to restore, and click Restore as new PVC.

2. Enter the details of the new PVC and click Restore. This creates a new PVC.

Restore as new PVC

When restore action for snapshot rhel8-short-frog-rootdisk-28dvb-snapshot is
finished a new crash-consistent PVC copy will be created.

MName *

rhel8-short-frog-rootdisk-28dvb-snapshot-restore

Storage Class *

€0 basic v

Access Mode *

O Single User (RWO) @ Shared Access (RWX) O Read Only (ROX)
Size *

20 GB «

VelumeSnapshot details

Created at Namespace

@ May 21,12:46 am @D default

Status APl version

& Ready snapshot.storage.k8s.io/vl
Size

20 GiB

3. Next, create a new VM from this PVC. Navigate to Virtualization > Virtual Machines and click Create > With

28
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4. In the spec > template > spec > volumes section, specify the new PVC created from Snapshot instead of
from the container disk. Provide all other details for the new VM according to your requirements.

- name: rootdisk
persistentVolumeClaim:
claimName: rhel8-short-frog-rootdisk-28dvb-snapshot-restore

5. Click Create to create the new VM.

6. After the VM is created successfully, access and verify that the new VM has the same state as that of the
VM whose PVC was used to create the snapshot at the time when the snapshot was created.
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