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Monitor VMs with DIl

Learn about monitoring VMs with Data Infrastructure
Insights in Red Hat OpenShift Virtualization

NetApp Data Infrastructure Insights (formerly Cloud Insights) integrates with OpenShift
Virtualization to monitor VMSs, providing visibility across public clouds and private data
centers. It enables users to troubleshoot, optimize resources, and gain insights using
dashboards, powerful queries, and alerts for data thresholds.

NetApp Cloud Insights is a cloud infrastructure monitoring tool that gives you visibility into your complete
infrastructure. With Cloud Insights, you can monitor, troubleshoot, and optimize all your resources including
your public clouds and your private data centers. For more information about NetApp Cloud Insights, refer to
the Cloud Insights documentation.

To start using Cloud Insights, you must sign up on the NetApp BlueXP portal. For details, refer to the Cloud
Insights Onboarding

Cloud Insights has several features that enable you to quickly and easily find data, troubleshoot issues, and
provide insights into your environment. You can find data easily with powerful queries, you can visualize data in
dashboards, and send email alerts for data thresholds you set. Refer to the video tutorials to help you
understand these features.

For Cloud Insights to start collecting data you need the following

Data Collectors

There are 3 types of Data Collectors:

* Infrastructure (storage devices, network switches, compute infrastructure)
* Operating Systems (such as VMware or Windows)

* Services (such as Kafka)

Data Collectors discover information from the data sources, such as ONTAP storage device (infrastructure data
collector). The information gathered is used for analysis, validation, monitoring, and troubleshooting.

Acquisition Unit

If you are using an infrastructure Data Collector, you also need an Acquisition Unit to inject data into Cloud
Insights. An Acquisition Unit is a computer dedicated to hosting data collectors, typically a Virtual Machine.
This computer is typically located in the same data center/VPC as the monitored items.

Telegraf Agents
Cloud Insights also supports Telegraf as its agent for collection of integration data. Telegraf is a plugin-driven
server agent that can be used to collect and report metrics, events, and logs.

Cloud Insights Architecture


https://docs.netapp.com/us-en/cloudinsights
https://docs.netapp.com/us-en/cloudinsights/task_cloud_insights_onboarding_1.html
https://docs.netapp.com/us-en/cloudinsights/task_cloud_insights_onboarding_1.html
https://docs.netapp.com/us-en/cloudinsights/concept_feature_tutorials.html#introduction
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Integrate Data Infrastructure Insights to collect VM data in
Red Hat OpenShift Virtualization

To start collecting data for VMs in OpenShift Virtualization, you need to install several
components, including a Kubernetes monitoring operator, a data collector for Kubernetes,
and an acquisition unit to gather data from ONTAP storage supporting VM disks.

1. A Kubernetes monitoring operator and data collector to collect Kubernetes data
For complete instructions, refer to the documentation.

2. An acquisition unit to collect data from ONTAP storage that provides persistent storage for the VM disks
For complete instructions, refer to the documentation.

3. A data collector for ONTAP
For complete instructions, refer to the documentation

Additionally, if you are using StorageGrid for VM backups, you need a data collector for the StorageGRID as
well.

Monitor VMs in Red Hat OpenShift Virtualization using Data
Infrastructure Insights

NetApp Data Infrastructure Insights (formerly Cloud Insights) provides robust monitoring
capabilities for VMs in OpenShift Virtualization, including event-based monitoring, alert
creation, and backend storage mapping. It also offers change analytics to track cluster


https://docs.netapp.com/us-en/cloudinsights/task_config_telegraf_agent_k8s.html
https://docs.netapp.com/us-en/cloudinsights/task_getting_started_with_cloud_insights.html
https://docs.netapp.com/us-en/cloudinsights/task_getting_started_with_cloud_insights.html#configure-the-data-collector-infrastructure

changes and assist with troubleshooting.

Monitoring based on events and creating Alerts

Here is a sample where the namespace that contains a VM in OpenShift Virtualization is monitored based on
events. In this example, a monitor is created based on logs.kubernetes.event for the specified namespace in
the cluster.

ol  Observability w»  NetApp PCS Sandbox / Observability / Alerts / Manage Mc Monitor virtual-machines-demo-ns

— Edit log monitor

@ Filter/Advanced Query and Group by in section 1 must not be empty. If alert resolution is based on log entry, section 3 filter/advanced query also must not be empty.

Alerts
o Select the log to monitor
Collectors
Log Source
Log Queries =
FilterBy - kubernetes_cluster  ocp-clusters X ¥ X involvedobject.namespace | | virtusl-machines-demo X || X ']X 9 Advanced Query
Enrich Group By reason X v
Reporting &z 27 items f Last
timestamp type sSource message
@ Kubernetes . 04/19/2024 10:31:18 AM logs.kubernetes.event kubernetes - VirtualMachinelnstance started.
" Workload Security »
- .
&= ONTAPEssentials ¥ 04/19/2024 10:31:18 AM logs.kubernetes.event virtuzlMachinelnstance defined.
{i}  Admin »

© Define alert behavior

Create analertatseverity Waming ¥  when the conditions above occur 1 time

This query provides all the events for the virtual machine in the namespace. (There is only one virtual machine
in the namespace). An advanced query can also be constructed to filter based on the event where the reason
is "failed" or "FailedMount" These events are typically created when there is an issue in creating a PV or
mounting the PV to a pod indicating issues in the dynamic provisioner for creating persistent volumes for the
VM.

While creating the Alert Monitor as shown above, you can also configure notification to recipients. You can also
provide corrective actions or additional information that can be useful to resolve the error. In the above
example, additional information could be to look into the Trident backend configuration and storage class
definitions for resolving the issue.

Change Analytics

With Change Analytics, you can get a view of what changed in the state of your cluster including who made
that change which can help in troubleshooting issues.
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In the above example, Change Analysis is configured on the OpenShift cluster for the namespace that contains
an OpenShift Virtualization VM. The dashboard shows changes against the timeline. You can drill down to see

what changed and the click on All Changes Diff to see the diff of the manifests. From the manifest, you can see
that a new backup of the persistent disks was created.
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Backend Storage Mapping

With Cloud Insights, you can easily see the backend storage of the VM disks and several statistics about the

PVCs.
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You can click on the links under the backend column, which will pull data directly from the backend ONTAP

storage.
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Another way to look at all the pod to storage mapping is creating an All Metrics query From Observability menu
under Explore.
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Clicking on any of the links will give you the corresponding details from ONTP storage. For example, clicking
on an SVM name in the storageVirtualMachine column will pull details about the SVM from ONTAP. Clicking on
an internal volume name will pull details about the volume in ONTAP.



storageVirtualMachin...

. internalVolume.name

pation-0s-image zoneb CF

ntaphci-a300e%u25:zoneb:trident_p

volume.na..

pation-0s-image zoneb ntaphci-a300eSu25:zoneb:trident_p
demo zoneb ntaphci-a300e9u25:zoneb:trident_p
demo zoneb ntaphci-a300e9u25:zoneb:trident_p
zoneb ntaphci-a300e9u25:zoneb:trident_p
zoneb ntaphci-a300e8u25:zoneb:trident_p

= e @ 0 s

g w e ©

) simioe amm b it 3R8_ 307 BT W, WARBE s i
IR, Frame Samrnary i e
- e
ol B by The
y s skt B i b
..... tnnain
Shorage s ki g
nem. mai -
.
[T ——
Lipan v
— - .
- i = ——




Copyright information

Copyright © 2025 NetApp, Inc. All Rights Reserved. Printed in the U.S. No part of this document covered by
copyright may be reproduced in any form or by any means—graphic, electronic, or mechanical, including
photocopying, recording, taping, or storage in an electronic retrieval system—without prior written permission
of the copyright owner.

Software derived from copyrighted NetApp material is subject to the following license and disclaimer:

THIS SOFTWARE IS PROVIDED BY NETAPP “AS IS” AND WITHOUT ANY EXPRESS OR IMPLIED
WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY
AND FITNESS FOR A PARTICULAR PURPOSE, WHICH ARE HEREBY DISCLAIMED. IN NO EVENT SHALL
NETAPP BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR
CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE
GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER
CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT
(INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS
SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

NetApp reserves the right to change any products described herein at any time, and without notice. NetApp
assumes no responsibility or liability arising from the use of products described herein, except as expressly
agreed to in writing by NetApp. The use or purchase of this product does not convey a license under any
patent rights, trademark rights, or any other intellectual property rights of NetApp.

The product described in this manual may be protected by one or more U.S. patents, foreign patents, or
pending applications.

LIMITED RIGHTS LEGEND: Use, duplication, or disclosure by the government is subject to restrictions as set
forth in subparagraph (b)(3) of the Rights in Technical Data -Noncommercial Items at DFARS 252.227-7013
(FEB 2014) and FAR 52.227-19 (DEC 2007).

Data contained herein pertains to a commercial product and/or commercial service (as defined in FAR 2.101)
and is proprietary to NetApp, Inc. All NetApp technical data and computer software provided under this
Agreement is commercial in nature and developed solely at private expense. The U.S. Government has a non-
exclusive, non-transferrable, nonsublicensable, worldwide, limited irrevocable license to use the Data only in
connection with and in support of the U.S. Government contract under which the Data was delivered. Except
as provided herein, the Data may not be used, disclosed, reproduced, modified, performed, or displayed
without the prior written approval of NetApp, Inc. United States Government license rights for the Department
of Defense are limited to those rights identified in DFARS clause 252.227-7015(b) (FEB 2014).

Trademark information

NETAPP, the NETAPP logo, and the marks listed at http://www.netapp.com/TM are trademarks of NetApp, Inc.
Other company and product names may be trademarks of their respective owners.


http://www.netapp.com/TM

	Monitor VMs with DII : NetApp virtualization solutions
	Table of Contents
	Monitor VMs with DII
	Learn about monitoring VMs with Data Infrastructure Insights in Red Hat OpenShift Virtualization
	Integrate Data Infrastructure Insights to collect VM data in Red Hat OpenShift Virtualization
	Monitor VMs in Red Hat OpenShift Virtualization using Data Infrastructure Insights
	Monitoring based on events and creating Alerts
	Change Analytics
	Backend Storage Mapping



