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VMware Cloud Foundation on NetApp

Simplify hybrid cloud experience with VMware Cloud
Foundation and ONTAP

NetApp ONTAP integrates with VMware Cloud Foundation (VCF) to deliver a unified

storage solution supporting both block and file protocols. This integration simplifies hybrid

cloud deployments, improves data management and performance, and ensures

consistent data services across on-premises and cloud environments.

Introduction

Using NetApp with VCF enhances data management and storage efficiency through NetApp’s advanced

features like deduplication, compression, and snapshots. This combination provides seamless integration, high

performance, and scalability for virtualized environments. Additionally, it simplifies hybrid cloud deployments by

enabling consistent data services and management across on-premises and cloud infrastructures.

Introduction to NetApp ONTAP

NetApp ONTAP is a comprehensive data management software that delivers advanced storage features

across a wide product line. ONTAP is available as software defined storage, as a first party service through the

major cloud providers and as the storage OS for NetApp ASA (All San Array), AFF (All-flash FAS) and FAS

(Fabric-Attached Storage) platforms. ONTAP delivers high-performance and low-latency for a variety of use

cases including VMware virtualization, without creating silos.

Introduction to VMware Cloud Foundation

VCF integrates compute, network and storage offerings with VMware products and 3rd party integrations,

facilitating both native Kubernetes and virtual machine-based workloads. This software platform includes key

components such as VMware vSphere, NSX, Aria Suite Enterprise, Tanzu Kubernetes Grid, HCX Enterprise,

SDDC Manager and storage-capacity linked to host CPU cores via vSAN. NetApp ONTAP integrates

seamlessly with a variety of VCF deployment models both on-premises and in the public cloud.

VCF Domains

Domains are a foundational construct within VCF that enable the organization of resources into distinct,

independent groupings. Domains help organize the infrastructure more effectively, ensuring resources are

utilized efficiently. Each domain is deployed with its own compute, network and storage elements.
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There are two primary types of domains with VCF:

• Management Domain – The management domain includes components responsible for the core functions

of the VCF environment. The components handle essential tasks such as resource provisioning,

monitoring, maintenance and include 3rd party plug-in integrations such as NetApp ONTAP Tools for

VMware. Management domains can be deployed using the Cloud Builder Appliance to ensure best

practices are followed, or an existing vCenter environment can be converted into a VCF management

domain.

• Virtual Infrastructure Workload Domain – Virtual Infrastructure Workload domains are designed to be

pools of resources dedicated to a specific operational need, workload or organization. Workload domains

are deployed easily via the SDDC Manager, helping to automate a series of complex tasks. Up to 24

workload domains can be provisioned within a VCF environment, with each representing a unit of

application-ready infrastructure.

Storage with VCF

Central to the functionality of domains is the storage that they consume. While VCF includes CPU-core based

vSAN capacity for hyper-converged use cases, it also supports a wide range of external storage solutions. This

flexibility is crucial for enterprises that have significant investments in existing storage arrays or need to

support protocols beyond what vSAN affords. VMware supports multiple storage types with VCF.
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There are two primary types of storage with VCF:

• Principal storage – This storage type is allocated during the initial creation of the domain. For

management domains, this storage houses the VCF administrative and operations components. For

workload domains, this storage is designed to support the workloads, VMs or containers for which the

domain was deployed.

• Supplemental storage – Supplemental storage can be added to any workload domain after deployment.

This storage type helps organizations leverage existing investments in storage infrastructure and integrate

various storage technologies to optimize performance, scalability, and cost-efficiency.

Support VCF Storage types

Domain Type Principal Storage Supplemental Storage

Management Domain vSAN

FC*

NFS*

vVols (FC, iSCSI, or NFS)

FC

NFS

iSCSI

NVMe/TCP

NVMe/FC

NVMe/RDMA

Virtual Infrastructure

Workload Domain
vSAN

vVols (FC, iSCSI, or NFS)

FC

NFS

vVols (FC, iSCSI, or NFS)

FC

NFS

iSCSI

NVMe/TCP

NVMe/FC

NVMe/RDMA

Note: * Specific protocol support provided when using VCF Import Tool with existing vSphere environments.

Why ONTAP for VCF

In addition to use cases involving investment protection and multi-protocol support, there are many additional

reasons to take advantage of external shared storage within a VCF workload domain. It may be assumed that

storage provisioned for a workload domain is merely a repository to host VMs and container. However,

organization needs often outgrow the capabilities of the licensed-capacity and require enterprise storage.

Storage provided by ONTAP, allocated to domains within VCF, is easy to deploy and offers a future-proof

shared storage solution.
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For more information regarding the top ONTAP Benefits for VMware VCF identified below see Why ONTAP for

VMware.

• Flexibility on day 1 and as you scale

• Offload storage tasks to ONTAP

• Best in class storage efficiency

• Enterprise-grade data availability

• Efficient backup and recovery operations

• Wholistic business continuity capabilities

Additional information:

• NetApp Storage Options

• vSphere Metro Storage Cluster (vMSC) support

• ONTAP Tools for VMware vSphere

• VMware Automation with ONTAP

4

https://docs.netapp.com/us-en/netapp-solutions-virtualization/vmware/vmw-getting-started-overview.html#why-ontap-for-vmware
https://docs.netapp.com/us-en/netapp-solutions-virtualization/vmware/vmw-getting-started-overview.html#why-ontap-for-vmware
https://docs.netapp.com/us-en/netapp-solutions-virtualization/vmware/vmw-getting-started-ntap-options.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/vmware/vmw-getting-started-vmsc.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/vmware/vmw-getting-started-otv.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/vmware/vmw-getting-started-automation.html


• NetApp SnapCenter

• Hybrid Multicloud with VMware and NetApp

• Security and ransomware protection

• Easy migration of VMware workloads to NetApp

• BlueXP Disaster Recovery

• Data Insfrastructure Insights

• VM Data Collector

Summary

ONTAP provides a platform that addresses all workload requirements, offering customized block storage

solutions and unified offerings to enable faster results for VMs and applications in a reliable and secure

manner. ONTAP incorporates advanced data reduction and movement techniques to minimize the data center

footprint, while ensuring enterprise-level availability to keep critical workloads online. Additionally, the AWS,

Azure and Google support NetApp-powered external storage to enhance vSAN storage in VMware cloud-

based clusters as part of their VMware-in-the-Cloud offerings. Overall, NetApp’s superior capabilities make it a

more effective choice for VMware Cloud Foundation deployments.

Documentation resources

For detailed information on NetApp offerings for VMware Cloud Foundation, refer to the following the following:

VMware Cloud Foundation Documentation

• VMware Cloud Foundation Documentation

Four (4) part blog series on VCF with NetApp

• NetApp and VMware Cloud Foundation made easy Part 1: Getting started

• NetApp and VMware Cloud Foundation made easy Part 2: VCF and ONTAP principal storage

• NetApp and VMware Cloud Foundation made easy Part 3: VCF and Element principal storage

• NetApp and VMware Cloud Foundation made easy - Part 4: ONTAP Tools for VMware and supplemental

storage

VMware Cloud Foundation with NetApp All-Flash SAN Arrays

• VCF with NetApp ASA arrays, Introduction and Technology Overview

• Use ONTAP with FC as principal storage for management domains

• Use ONTAP with FC as principal storage for VI workload domains domains

• Use Ontap Tools to deploy iSCSI datastores in a VCF management domain

• Use Ontap Tools to deploy FC datastores in a VCF management domain

• Use Ontap Tools to deploy vVols (iSCSI) datastores in a VI workload domain

• Configure NVMe over TCP datastores for use in a VI workload domain

• Deploy and use the SnapCenter Plug-in for VMware vSphere to protect and restore VMs in a VI workload

domain

• Deploy and use the SnapCenter Plug-in for VMware vSphere to protect and restore VMs in a VI workload
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domain (NVMe/TCP datastores)

VMware Cloud Foundation with NetApp All-Flash AFF Arrays

• VCF with NetApp AFF arrays, Introduction and Technology Overview

• Use ONTAP with NFS as principal storage for management domains

• Use ONTAP with NFS as principal storage for VI workload domains

• Use ONTAP Tools to deploy vVols (NFS) datastores in a VI workload domain

NetApp FlexPod solutions for VMware Cloud Foundation

• Expanding FlexPod hybrid cloud with VMware Cloud Foundation

• FlexPod as a Workload Domain for VMware Cloud Foundation

• FlexPod as a Workload Domain for VMware Cloud Foundation Design Guide

Design options with VMware Cloud Foundation and ONTAP

You can start fresh with VCF 9 or reuse existing deployments to create a Private Cloud

environment using VCF 9 and ONTAP. Learn about popular design blueprints for VCF 9

and how NetApp products add value.

Storage options

VMware Cloud Foundation with ONTAP supports a variety of storage configurations to meet different

performance, scalability, and availability requirements. The following tables summarize principal and

supplemental storage options available for your environment.

Table 1. Principal storage options

Product Family VMFS on FC NFSv3

ASA A-Series and C-Series Yes No

AFF A-Series and C-Series Yes Yes

FAS Yes Yes

Table 2. Supplemental storage options

Product Family VMFS on FC VMFS on

iSCSI

VMFS on

NVMe-oF

NFSv3 NFSv4.1

ASA A-Series and C-Series Yes Yes Yes No No

AFF A-Series and C-Series Yes Yes Yes Yes Yes

FAS Yes Yes Yes Yes Yes

Blueprints

The following blueprints illustrate common deployment models for VMware Cloud Foundation and ONTAP in

various site and resource scenarios.
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VCF fleet in a single site with minimal footprint

This design blueprint is for deploying Management and Workload components in a Single vSphere Cluster with

minimal resources. It supports VMFS and NFSv3 Principal Datastores and a simple deployment option with a

two-node configuration. If you plan to use VCF Automation with the All Apps Organization model, you need a

second cluster to deploy vSphere Supervisor and NSX Edge nodes.

To minimize resource consumption, use an existing ONTAP tools instance if possible. If unavailable, a single

node with a Small profile is suitable. The SnapCenter Plug-in for VMware vSphere protects virtual machines

and Datastores using native snapshots and replication to another ONTAP storage array.

If you lack resources to explore VCF, many Cloud Providers offer VCF as a service, and ONTAP

is available as a first-party service from cloud providers.

For more details on this design, refer to the Broadcom Technical Documentation on VCF Fleet in a Single Site

with Minimal Footprint.

VCF fleet in a single site

This design blueprint is for customers with a single Primary Datacenter relying on application High Availability.

Typically, it involves a single VCF environment. You can use ASA for block workloads and AFF for file/unified

workloads.

Content Repository shares VM templates and container registries across VCF Domains. When hosted on

FlexGroup Volume, FlexCache feature is available for subscription datastore.

Hosting VMs on FlexCache Datastore is not supported.
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A single instance of ONTAP tools in HA mode can manage all vCenters in the VCF Fleet. Refer to the

Configuration Limits of ONTAP tools for more info. ONTAP tools integrate with VCF SSO and VCF OPS smart

grouping for multi-vCenter access in the same UI.

VCF Supplemental Datastore with ONTAP Tools

You must deploy the SnapCenter Plug-in on each vCenter instance for VM and Datastore protection.

Storage policy-based Management is used with vSphere Supervisor to host control VMs of VKS. Tags are

centrally managed at VCF Ops. NetApp Trident CSI is used with VKS for application backup protection using

native array features. When you use vSphere CSI, persistent volume details appear on VCF Automation.

For more details on this blueprint, refer to the Broadcom Technical Documentation on VCF Fleet in a Single

Site.

VCF fleet with multiple sites in a single region

This design is for customers providing cloud-like services with higher availability by spreading workloads

across different fault domains.

For VMFS datastores, SnapMirror active sync provides an active-active storage unit for use with vSphere

Metro Storage Cluster. Uniform access mode offers transparent storage failover, while Non-Uniform access

mode requires VM restart on fault domain failure.

For NFS datastores, ONTAP MetroCluster with vSphere Metro Storage Cluster ensures high availability. A

mediator avoids split-brain scenarios and can now be hosted on BlueXP.

VM placement rules control VMs within the same fault domain for Management Domain components.
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ONTAP tools provide a UI to set up SnapMirror active sync relationships. Storage Systems of both fault

domains must be registered in ONTAP tools and SnapCenter Plug-in for VMware vSphere.

You can implement 3-2-1 backup policies using BlueXP Backup and Recovery for VMs via SnapMirror and

SnapMirror to Cloud. You can perform restores from any of the three locations.

Trident Protect or BlueXP Backup and Recovery for Kubernetes protect VKS Cluster Applications.

For more info, check the Broadcom Technical Documentation on VCF Fleet with Multiple Sites in a Single

Region.

VCF fleet with multiple sites across multiple regions

This design is for customers spread globally, providing services in close proximity and disaster recovery

solutions.

You can manage Disaster Recovery for VMs with VMware Live Site Recovery or BlueXP Disaster Recovery as

a Service. ONTAP tools offer the SRA (Storage Replication Adapter) to orchestrate storage operations with

ONTAP.

Product Family SnapMirror active sync MetroCluster

ASA A-Series and C-Series Yes Yes

AFF A-Series and C-Series Yes Yes

FAS No Yes
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ONTAP tools provide a UI for datastore replication setup. BlueXP can also be used for replication between

storage arrays. SnapCenter Plug-in for VMware vSphere utilizes existing SnapMirror relationships for

SnapShots.

For more info, check the Broadcom Technical Documentation on VCF Fleet with Multiple Sites Across Multiple

Regions.

VCF fleet with multiple sites in a single region plus additional regions

This design addresses both availability and disaster recovery of VMs and VKS applications.

ASA, AFF, and FAS support this design option.
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You can use ONTAP tools or BlueXP to set up the replication relationship.

For more information, see the Broadcom Technical Documentation on VCF Fleet with Multiple Sites in a Single

Region plus Additional Regions.

Set up private cloud environments with VMware Cloud
Foundation and ONTAP

Deploy, converge, or upgrade VMware Cloud Foundation 9 environments with ONTAP.

Learn how to set up new VCF 9.0 environments, converge existing vCenter instances

and ONTAP datastores, and upgrade earlier VCF deployments.

Deploy a new VCF 9 instance

Use this workflow to deploy a clean VMware Cloud Foundation (VCF) 9.0 environment. After deployment, you

can migrate workloads or begin provisioning applications and provide infrastructure services.

For high-level steps, see the Build Journey – Install a new VMware Cloud Foundation deployment.

Steps

1. Follow the Broadcom VCF 9 deployment steps.

2. In the deployment preparation step, complete the tasks for your principal storage option.
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VMFS on FC

1. Collect the WWPNs for all ESXi hosts. You can run esxcli storage san fc list, use the ESXi

Host Client, or use PowerCLI.

2. Configure zoning. See Recommended FC zoning configurations for ONTAP systems.

Use the WWPNs of the SVM logical interfaces (LIFs), not the physical adapter

WWPNs.

3. Create a LUN and map it to the hosts by WWPN using System Manager, the ONTAP CLI, or the API.

4. Rescan the storage adapter on ESXi and create the VMFS datastore.

NFSv3

1. Create a VMkernel interface on one ESXi host.

2. Ensure the SVM has NFS enabled and vStorage over NFS is enabled.

3. Create a volume and export it with a policy that allows the ESXi hosts.

4. Adjust permissions as needed.

5. Deploy the ONTAP NFS VAAI VIB and include it in the vLCM image. For example: esxcli

software vib install -d /NetAppNasPlugin2.0.1.zip. (Download the ZIP from the

NetApp Support Site.)

6. Mount the NFS volume on the host where you created the VMkernel interface. For example: esxcli

storage nfs add -c 4 -H 192.168.122.210 -s /use1_m01_nfs01 -v use1-m01-

cl01-nfs01.

The nConnect session count is per host. Update other hosts after deployment as

needed.

3. At the end of Verify deployment summary and review next steps in the Deploy VCF Fleet phase,

complete the following:

a. Deploy ONTAP tools

▪ Download ONTAP tools 10.x from the NetApp Support Site.

▪ Create DNS records for ONTAP tools Manager, node(s), and the virtual IP used for internal

communication.

▪ Deploy the OVA to the management vCenter Server.

▪ Register the management domain vCenter with ONTAP tools Manager.

▪ Add the storage backend using the vSphere Client UI.

▪ Create a supplemental datastore (include one for the content registry).

▪ Create the content registry if you plan an HA deployment.

▪ Enable HA in ONTAP tools Manager.

b. Deploy the SnapCenter Plug-in

▪ Deploy the SnapCenter Plug-in for VMware vSphere.

▪ Add the storage backend.
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▪ Create backup policies.

▪ Create resource groups.

c. Deploy the BlueXP Connector

▪ Review what you can do without a Connector.

▪ Deploy the Connector.

d. Use BlueXP for backup and recovery

▪ Protect VM workloads.

▪ Protect VKS workloads.

4. After you import vCenter as a workload domain in the VCF instance, complete the following:

a. Register ONTAP tools

▪ Register the workload domain vCenter with ONTAP tools Manager.

▪ Add the storage backend using the vSphere Client UI.

▪ Create a supplemental datastore.

b. Deploy the SnapCenter Plug-in for VMware vSphere

▪ Deploy the SnapCenter Plug-in for VMware vSphere.

▪ Add the storage backend.

▪ Create backup policies.

▪ Create resource groups.

c. Use BlueXP for backup and recovery

▪ Protect VM workloads.

▪ Protect VKS workloads.

You can reuse these steps whenever you create a new workload domain.

Converge existing components into VCF 9

You may already have some components of the VCF fleet and prefer to reuse them. When you reuse a

vCenter instance, datastores are frequently provisioned with ONTAP tools, which can serve as the principal

storage for VCF.

Prerequisites

• Confirm existing vCenter instances are functional.

• Verify ONTAP-provisioned datastores are available.

• Ensure access to the Interoperability Matrix.

Steps

1. Review the supported scenarios to converge to VCF.

2. Converge a vCenter instance with ONTAP-provisioned datastores as principal storage.

3. Verify supported versions using the Interoperability Matrix.

4. Upgrade ONTAP tools if required.

5. Upgrade the SnapCenter Plugin for VMware vSphere if required.
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Upgrade an existing VCF environment to VCF 9

Upgrade an earlier VCF deployment to version 9.0 using the standard upgrade process. The outcome is a VCF

environment running version 9.0 with upgraded management and workload domains.

Prerequisites

• Back up the management domain and workload domains.

• Verify compatibility of ONTAP tools and SnapCenter Plug-in with VCF 9.0. Follow the Interoperability Matrix

to upgrade ONTAP tools and SnapCenter Plugin for VMware vSphere that are supported for VCF 9.

Steps

1. Upgrade the VCF management domain. See Upgrade VCF Management Domain to VCF 9 for instructions.

2. Upgrade any VCF 5.x workload domains. See Upgrade VCF 5.x Workload Domain to VCF 9 for

instructions.

Implementing Disaster Recovery with NetApp SnapMirror
and BlueXP DRaaS

VCF disaster recovery solution for NFS datastore with NetApp SnapMirror and BlueXP

DRaaS

Block-level replication from a production site to a disaster recovery (DR) site offers a resilient and cost-effective

strategy for protecting workloads against site outages and data corruption events, including ransomware

attacks. NetApp SnapMirror replication enables VMware VCF 9 workload domains running on on-premises

ONTAP systems—using either NFS or VMFS datastores—to be replicated to a secondary ONTAP system

located in a designated recovery datacenter where VMware is also deployed.

This section outlines the configuration of BlueXP Disaster Recovery as a Service (DRaaS) to establish DR for

on-premises VMware virtual machines.

The setup includes:

• Creating a BlueXP account and deploying a BlueXP Connector.

• Adding ONTAP arrays to the BlueXP canvas to facilitate communication between VMware vCenter and

ONTAP storage.

• Configuring replication between sites using SnapMirror.

• Setting up and testing a recovery plan to validate failover readiness.

The BlueXP disaster recovery service, integrated within the NetApp BlueXP console, enables organizations to

seamlessly discover their on-premises VMware vCenters and ONTAP storage systems. Once discovered,

administrators can define resource groupings, create disaster recovery plans, associate them with the

appropriate resources, and initiate or test failover and failback operations.

NetApp SnapMirror provides efficient block-level replication, ensuring that the DR site remains synchronized

with the production environment through incremental updates. This enables a Recovery Point Objective (RPO)

as low as five minutes.

BlueXP DRaaS also supports non-disruptive disaster recovery testing. Leveraging ONTAP’s FlexClone

technology, it creates space-efficient, temporary copies of the NFS datastore from the most recent replicated

Snapshot—without impacting production workloads or incurring additional storage costs. After testing, the

environment can be easily torn down, preserving the integrity of the replicated data.
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In the event of an actual failover, BlueXP orchestrates the recovery process, automatically bringing up

protected virtual machines at the designated DR site with minimal user intervention. When the primary site is

restored, the service reverses the SnapMirror relationship and replicates any changes back to the original site,

enabling a smooth and controlled failback.

All these capabilities are delivered at a significantly lower cost compared to traditional disaster recovery

solutions.

Getting started

To get started with BlueXP disaster recovery, use BlueXP console and then access the service.

1. Log in to BlueXP.

2. From the BlueXP left navigation, select Protection > Disaster recovery.

3. The BlueXP disaster recovery Dashboard appears.
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Before configuring disaster recovery plan, ensure the following pre-requisites are met:

• BlueXP Connector is set up in NetApp BlueXP.

• BlueXP connector instance have connectivity to the source and destination workload domain vCenter and

storage systems.

• NetApp Data ONTAP cluster to provide storage NFS or VMFS datastores.

• On-premises NetApp storage systems hosting NFS or VMFS datastores for VMware are added in BlueXP.

• DNS resolution should be in place when using DNS names. Otherwise, use IP addresses for the vCenter.

• SnapMirror replication is configured for the designated NFS or VMFS based datastore volumes.

• Make sure that the environment has supported versions of vCenter Server and ESXi servers.

Once the connectivity is established between the source and destination sites, proceed with configuration

steps, which should take couple of clicks and about 3 to 5 minutes.

Note: NetApp recommends deploying the BlueXP connector in the destination site or in a third site, so that the

BlueXP connector can communicate through the network with source and destination resources.

In this demonstration, the workload domains are configured with ONTAP NFS storage. The steps in terms of

workflow remains the same for VMFS based datastores.
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BlueXP disaster recovery configuration

The first step in preparing for disaster recovery is to discover and add the source vCenter and storage

resources to BlueXP disaster recovery.

Open BlueXP console and select Protection > Disaster Recovery from left navigation. Select Discover vCenter

servers or use top menu, Select Sites > Add > Add vCenter.

Add the following platforms:

• Source workload domain vCenter

• Destination workload domain vCenter.

Once the vCenters are added, automated discovery is triggered.

Configuring Storage replication between source site array and destination site
array

SnapMirror provides data replication in a NetApp environment. Built on NetApp Snapshot® technology,

SnapMirror replication is extremely efficient because it replicates only the blocks that have been changed or

added since the previous update. SnapMirror is easily configured by using either NetApp OnCommand®

System Manager or the ONTAP CLI. BlueXP DRaaS also creates the SnapMirror relationship provided cluster

and SVM peering is configured beforehand.

For cases in which the primary storage is not completely lost, SnapMirror provides an efficient means of

resynchronizing the primary and DR sites. SnapMirror can resynchronize the two sites, transferring only

changed or new data back to the primary site from the DR site by simply reversing the SnapMirror

relationships. This means replication plans in BlueXP DRaaS can be resynchronized in either direction after a

failover without recopying the entire volume. If a relationship is resynchronized in the reverse direction, only

new data that was written since the last successful synchronization of the Snapshot copy is sent back to the

destination.
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If SnapMirror relationship is already configured for the volume via CLI or System Manager,

BlueXP DRaaS picks up the relationship and continues with the rest of the workflow operations.

How to set it up for VMware Disaster Recovery

The process to create SnapMirror replication remains the same for any given application. The process can be

manual or automated. The easiest way is to leverage BlueXP DRaaS which will automate the same provided

the following two criteria’s are met:

• Source and destination clusters have a peer relationship.

• Source SVM and destination SVM have a peer relationship.

BlueXP also provides an alternate option to configure SnapMirror replication by using simple drag & drop of the

source ONTAP system in the environment onto the destination to trigger the wizard that guides through the rest

of the process.

What can BlueXP disaster recovery do for you?

After the source and destination sites are added, BlueXP disaster recovery performs automatic deep discovery

and displays the VMs along with associated metadata. BlueXP disaster recovery also automatically detects the

networks and port groups used by the VMs and populates them.
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After the sites have been added, configure the replication plan by selecting the source and destination vCenter

platforms from the drop down and pick the resource groups to be included in the plan, along with the grouping

of how applications should be restored and powered on and mapping of clusters and networks. To define the

recovery plan, navigate to the Replication Plan tab and click Add Plan.

In this step, the VMs can be grouped into resource groups. BlueXP disaster recovery resource groups allow

you to group a set of dependent VMs into logical groups that contain their boot orders and boot delays that can

be executed upon recovery. The resource group can also be created using Resource group tab.

First, select the source vCenter and then select the destination vCenter.

The next step is to select existing resource groups. If no resource groups created, then the wizard helps to

group the required virtual machines (basically create functional resource groups) based on the recovery

objectives. This also helps define the operation sequence of how application virtual machines should be

restored.
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Resource group allows to set boot order using the drag and drop functionality. It can be used to

easily modify the order in which the VMs would be powered on during the recovery process.

Once the resource groups are created via replication plan, the next step is to select the blueprint or a mapping

to recover virtual machines and applications in the event of a disaster. In this step, specify how the resources

from the source environment maps to the destination. This includes compute resources, virtual networks, IP

customization, pre- and post-scripts, boot delays, application consistency and so on. For detailed information,

refer to Create a replication plan. As mentioned in the prerequisites, SnapMirror replication can be configured

beforehand or DRaaS can configure it using the RPO and retention count specified during creation of the

replication plan.

Note: By default, same mapping parameters are used for both test and failover operations. To set different

mappings for test environment, select the Test mapping option after unchecking the checkbox “Use same

mappings for failover and test mappings”. Once the resource mapping is complete, click Next.
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Once done, review the created mappings and then click on Add plan.

VMs from different volumes and SVMs can be included in a replication plan. Depending on the

VM placement (be it on same volume or separate volume within the same SVM, separate

volumes on different SVMs), the BlueXP disaster recovery creates a Consistency Group

Snapshot.
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As soon as the plan is created, a series of validations are triggered and SnapMirror replication and schedules

are configured as per the selection.

BlueXP DRaaS consists of the following workflows:

• Test failover (including periodic automated simulations)

• Cleanup failover test

• Failover:

◦ Planned migration (extend the usecase for one time failover)

◦ Disaster recovery

• Failback
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Test failover

Test failover in BlueXP DRaaS is an operational procedure that allows VMware administrators to fully validate

their recovery plans without disrupting their production environments.

BlueXP DRaaS incorporates the ability to select the snapshot as an optional capability in the test failover

operation. This capability allows the VMware administrator to verify that any changes that were recently made

in the environment are replicated to the destination site and thus are present during the test. Such changes

include patches to the VM guest operating system.
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When the VMware administrator runs a test failover operation, BlueXP DRaaS automates the following tasks:

• Triggering SnapMirror relationships to update storage at the destination site with any recent changes that

were made at the production site.

• Creating NetApp FlexClone volumes of the FlexVol volumes on the DR storage array.

• Connecting the datastores in the FlexClone volumes to the ESXi hosts at the DR site.

• Connecting the VM network adapters to the test network specified during the mapping.

• Reconfiguring the VM guest operating system network settings as defined for the network at the DR site.

• Executing any custom commands that have been stored in the replication plan.

• Powering on the VMs in the order that is defined in the replication plan.
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Cleanup failover test Operation

The cleanup failover test operation occurs after the replication plan test has been completed and the VMware

administrator responds to the cleanup prompt.

This action will reset the virtual machines (VMs) and the status of the replication plan to the ready state.

When the VMware administrator performs a recovery operation, BlueXP DRaaS completes the following

process:

1. It powers off each recovered VM in the FlexClone copy that was used for testing.

2. It deletes the FlexClone volume that was used to present the recovered VMs during the test.

Planned Migration and Fail over

BlueXP DRaaS has two methods for performing a real failover: planned migration and fail over. The first

method, planned migration, incorporates VM shutdown and storage replication synchronization into the

process to recover or effectively move the VMs to the destination site. Planned migration requires access to

the source site. The second method, failover, is a planned/unplanned failover in which the VMs are recovered

at the destination site from the last storage replication interval that was able to complete. Depending on the

RPO that was designed into the solution, some amount of data loss can be expected in the DR scenario.

25



When the VMware administrator performs a failover operation, BlueXP DRaaS automates the following tasks:

• Break and fail over the NetApp SnapMirror relationships.

• Connect the replicated datastores to the ESXi hosts at the DR site.

• Connect the VM network adapters to the appropriate destination site network.

• Reconfigure the VM guest operating system network settings as defined for the network at the destination

site.

• Execute any custom commands (if any) that have been stored in the replication plan.

• Power on the VMs in the order that was defined in the replication plan.
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Failback

A failback is an optional procedure that restores the original configuration of the source and destination sites

after a recovery.

VMware administrators can configure and run a failback procedure when they are ready to restore services to

the original source site.

BlueXP DRaaS replicates (resyncs) any changes back to the original source virtual machine

before reversing the replication direction.

This process starts from a relationship that has completed failing over to a target and involves the following

steps:

• Power off and unregister the virtual machines and volumes on the destination site are unmounted.
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• Break the SnapMirror relationship on the original source is broken to make it read/write.

• Resynchronize the SnapMirror relationship to reverse the replication.

• Mount the volume on the source, power on and register the source virtual machines.

For more details about accessing and configuring BlueXP DRaaS, see the Learn about BlueXP Disaster

Recovery for VMware.

Monitoring and Dashboard

From BlueXP or the ONTAP CLI, you can monitor the replication health status for the appropriate datastore

volumes, and the status of a failover or test failover can be tracked via Job Monitoring.
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If a job is currently in progress or queued, and you wish to stop it, there is an option to cancel it.

With the BlueXP disaster recovery dashboard, confidently evaluate the status of disaster recovery sites and

replication plans. This enables administrators to swiftly identify healthy, disconnected, or degraded sites and

plans.

This provides a powerful solution to handle a tailored and customized disaster recovery plan. Failover can be

done as planned failover or failover with a click of a button when disaster occurs and decision is made to

activate the DR site.

Convert existing vSphere clusters to VCF
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Learn about converting a vSphere environment with existing datastores to VCF

Converting a vSphere environment with existing datastores running on ONTAP into a

VMware Cloud Foundation (VCF) environment involves integrating the current

infrastructure into a modern private cloud architecture.

This process leverages the flexibility of ONTAP storage for seamless data access and management. Once the

VCF management domain is established, administrators can efficiently import additional vSphere environments

into the VCF ecosystem. This integration enhances resource utilization, simplifies private cloud management,

and ensures a smooth transition with minimal disruption to existing workloads.

Please refer to the following solutions for the technical details of converting a vCenter instance.

• Convert Existing vCenter Instance to VCF Management Domain (NFS)

• Convert vCenter Instance (FC datastore) to VCF Management Domain

Convert vCenter server instance to VCF management domain (NFS datastore)

Convert an existing vSphere 8 cluster with NetApp ONTAP NFS datastores into a

VMware Cloud Foundation (VCF) management domain. This procedure includes

provisioning NFS storage, deploying ONTAP tools for VMware, and using the VCF Import

Tool to convert the cluster for streamlined management and optimized resource utilization

within VCF.

Introduction

Converting a cluster, with an existing NFS datastore running on ONTAP, involves integrating existing

infrastructure into a modern private cloud architecture. This process benefits from the flexibility of NFS storage,

to ensure seamless data access and management. After a VCF management domain is established through

the conversion process, administrators can efficiently import additional vSphere clusters, including those using

NFS datastores, into the VCF ecosystem. This integration not only enhances resource utilization but also

simplifies the management of private cloud infrastructure, ensuring a smooth transition with minimal disruption

to existing workloads.

In this solution we will demonstrate how an NFS datastore in vSphere 8 becomes principal storage when the

cluster is converted to a VCF management domain.

Scenario Overview

This scenario covers the following high level steps:

• Deploy ONTAP tools for VMware vSphere 10.

• Provision an NFS datastore using ONTAP tools.

• Use the VCF Import Tool to validate the vSphere cluster.

• Deploy the SDDC Manager in the vSphere cluster.

• Configure a JSON file to create NSX during the VCF conversion.

• Use the VCF Import Tool to convert the vSphere 8 cluster to VCF 5.2.
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Prerequisites

This scenario requires the following components and configurations:

• NetApp AFF storage system with a storage virtual machine (SVM) configured to allow NFS traffic.

• Logical interface (LIF) has been created on the IP network that is to carry NFS traffic and is associated with

the SVM.

• A vSphere 8 cluster with 4 x ESXi hosts and a vCenter appliance colocated on the cluster.

• Distributed port group configured for vMotion and NFS storage traffic on the VLANs or network segments

established for this purpose.

• Download software required for the VCF conversion.

ONTAP tools for VMware vSphere 10 can be installed in either HA or non-HA configurations. For complete

information on prerequsites for ONTAP tools refer to Prerequisites for ONTAP tools for VMware vSphere

deployment.

For supported storage and other considerations for converting or importing vSphere to VCF 5.2, refer to

Considerations Before Converting or Importing Existing vSphere Environments into VMware Cloud Foundation.

For required software, go to the Broadcom Support Portal.

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

Deployment Steps

The solution covers using ONTAP tools for VMware vSphere to provision NFS datastores and the process of

converting an existing vSphere 8 cluster to a VCF management domain.

Complete the following steps:

• Deploy ONTAP tools for VMware vSphere 10.

• Provision an NFS datastore using ONTAP tools.

• Copy the VCF Import Tool to the vCenter appliance.

• Run a precheck on the vCenter appliance using the VCF Import Tool.

• Deploy the SDDC manager VM on the vCenter cluster.

• Create a JSON file for an NSX cluster to deployed during the conversion process.

• Upload the required software to the SDDC manager.

• Convert the vSphere cluster into the SDDC manager inventory.

For an overview of the conversion process, refer to Convert a vSphere Environment to a Management Domain

or Import a vSphere Environment as a VI Workload Domain in VMware Cloud Foundation.

Deploy ONTAP tools and provision an NFS datastore

The architecture of ONTAP tools 10 is designed to integrate seamlessly with VMware environments, leveraging

a modular and scalable framework that includes the ONTAP tools services, vSphere plug-in, and REST APIs to

enable efficient storage management, automation, and data protection.

31

https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/deploy/prerequisites.html#system-requirements
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/deploy/prerequisites.html#system-requirements
https://techdocs.broadcom.com/fr/fr/vmware-cis/vcf/vcf-5-2-and-earlier/5-2/considerations-before-converting-or-importing-existing-vsphere-environments-into-vcf.html
https://support.broadcom.com/
https://docs.netapp.com/us-en/ontap
https://techdocs.broadcom.com/us/en/vmware-cis/vcf.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-5-2-and-earlier/5-2/map-for-administering-vcf-5-2/importing-existing-vsphere-environments-admin/convert-or-import-a-vsphere-environment-into-vmware-cloud-foundation-admin.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-5-2-and-earlier/5-2/map-for-administering-vcf-5-2/importing-existing-vsphere-environments-admin/convert-or-import-a-vsphere-environment-into-vmware-cloud-foundation-admin.html


ONTAP tools for VMware vSphere 10 can be installed in either HA or non-HA configurations.
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Deploy ONTAP tools for VMware vSphere 10

In this step ONTAP tools 10 is deployed with a non-HA configuration.

For additional deployment details on HA and non-HA configurations refer to Deploy ONTAP tools for

VMware vSphere.

1. Download the ONTAP tools 10 OVA template from the NetApp support site.

2. In the vSphere client, right click on the cluster and click on Deploy OVF Template

 

3. In the Deploy OVF Template complete the steps to:

◦ Select an OVF template.

◦ Select a name and folder.

◦ Select a compute resource.

◦ Review Details.

◦ Agree to the license agreement.

4. On the Configuration page of the template, select the deployment type including whether to deploy

ONTAP tools in an HA configuration. Click on Next to continue.
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5. On the Select storage page choose the datastore on which to install the VM, and click on Next.

6. Select the network that the ONTAP tools VM will communicate on. Click on Next to continue.

7. On the "Customize template" window, fill out all required information.

◦ Application username and password

◦ Choose whether to enable ASUP (auto support) including a proxy URL.

◦ Administrator username and password.

◦ NTP servers.

◦ Maintenance username and password (maint account used at the console).

◦ Provide the required IP addresses for the deployment configuration.

◦ Provide all networking information for the node configuration.
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8. Finally, click on Next to continue and then on then on Finish to begin the deployment.
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Configure ONTAP tools

Once the ONTAP tools VM is installed and powered up, there will be some basic configuration required

such as adding vCenter servers and ONTAP storage systems to manage. Refer to the documentation at

ONTAP tools for VMware vSphere documentation for detailed information.

1. Refer to Add vCenter instances to configure the vCenter instances to be managed with ONTAP tools.

2. To add an ONTAP storage system, log into the vSphere client and navigate to the main menu on the

left. Click on NetApp ONTAP tools to launch user interface.

 

3. Navigate to Storage Backends in the left hand menu and click on Add to access the Add Storage
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Backend window.

4. Fill out the IP address and credentials for the ONTAP storage system to be managed. Click on Add to

finish.

Here, the storage backend is added in the vSphere client UI using the cluster IP address.

This allows full management over all SVMs in the storage system. Alternately, the storage

backend can be added and associated with a vCenter instance using ONTAP tools

Manager at https://loadBalanceIP:8443/virtualization/ui/. With this method

only SVM credentials can be added at the vSphere client UI, providing more granular

control over storage access.
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Provision NFS datastore with ONTAP tools

ONTAP tools integrates functionality throughout the vSphere client UI. In this step an NFS datastore will

be provisioned from the storage inventory page.

1. In the vSphere client, navigate to the storage inventory.

2. Navigate to ACTIONS > NetApp ONTAP tools > Create datastore.

 

3. In the Create Datastore wizard, select the type of datastore to create. Options are NFS or VMFS.

4. On the Name and Protocol page, fill in a name for the datastore, the size, and the NFS protocol to be

used.
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5. On the Storage page, select the ONTAP storage platform and the storage virtual machine (SVM). You

can also select any available custom export policies here. Click on Next to continue.

 

6. On the Storage Attributes page select the storage aggregate to be used. Click on Next to continue.

7. On the Summary page, review the information and click on Finish to begin the provisioning process.

ONTAP tools will create a volume on the ONTAP storage system and mount it as an NFS datastore to

all ESXi hosts in the cluster.
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Convert vSphere cluster to VCF 5.2

The following section covers the steps to deploy the SDDC manager and convert the vSphere 8 cluster to a

VCF 5.2 management domain. Where appropriate, VMware documentation will be referred to for additional

detail.

The VCF Import Tool, from VMware by Broadcom is a utility that is used on both the vCenter appliance and

SDDC manager to validate configurations and provide conversion and import services for vSphere and VCF

environments.

For more information, refer to VCF Import Tool Options and Parameters.

Copy and extract VCF Import Tool

The VCF Import Tools is used on the vCenter appliance to validate that the vSphere cluster is in a healthy

state for the VCF conversion or import process.

Complete the following steps:

1. Follow the steps at Copy the VCF Import Tool to the Target vCenter Appliance at VMware Docs to

copy the VCF Import Tool to the correct location.

2. Extract the bundle using the following command:

tar -xvf vcf-brownfield-import-<buildnumber>.tar.gz
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Validate the vCenter appliance

Use the VCF Import tool to validate the vCenter appliance before the conversion.

1. Follow the steps at Run a Precheck on the Target vCenter Before Conversion to run the validation.

2. The following output shows that the vCenter appliance has passed the precheck.

Deploy the SDDC Manager

The SDDC manager must be colocated on the vSphere cluster that will be converted to a VCF

management domain.

Follow the deployment instructions at VMware Docs to complete the deployment.

Refer to Deploy the SDDC Manager Appliance on the Target vCenter.

For more information see Commission Hosts in the VCF Administration Guide.
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Create a JSON file for NSX deployment

To deploy NSX Manager while importing or converting a vSphere environment into VMware Cloud

Foundation, create an NSX deployment specification. NSX deployment requires a minimum of 3 hosts.

When deploying an NSX Manager cluster in a convert or import operation, NSX-VLAN

networking is utilized. For details on the limitations of NSX-VLAN networking, refer to the

section "Considerations Before Converting or Importing Existing vSphere Environments

into VMware Cloud Foundation. For information about NSX-VLAN networking limitations,

refer to Considerations Before Converting or Importing Existing vSphere Environments into

VMware Cloud Foundation.

The following is an example of a JSON file for NSX deployment:

{

  "license_key": "xxxxx-xxxxx-xxxxx-xxxxx-xxxxx",

  "form_factor": "medium",

  "admin_password": "NetApp!23456789",

  "install_bundle_path": "/tmp/vcfimport/bundle-133764.zip",

  "cluster_ip": "172.21.166.72",

  "cluster_fqdn": "vcf-m02-nsx01.sddc.netapp.com",

  "manager_specs": [{

    "fqdn": "vcf-m02-nsx01a.sddc.netapp.com",

    "name": "vcf-m02-nsx01a",

    "ip_address": "172.21.166.73",

    "gateway": "172.21.166.1",

    "subnet_mask": "255.255.255.0"

  },

  {

    "fqdn": "vcf-m02-nsx01b.sddc.netapp.com",

    "name": "vcf-m02-nsx01b",

    "ip_address": "172.21.166.74",

    "gateway": "172.21.166.1",

    "subnet_mask": "255.255.255.0"

  },

  {

    "fqdn": "vcf-m02-nsx01c.sddc.netapp.com",

    "name": "vcf-m02-nsx01c",

    "ip_address": "172.21.166.75",

    "gateway": "172.21.166.1",

    "subnet_mask": "255.255.255.0"

  }]

}

Copy the JSON file to a directory on the SDDC Manager.
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Upload software to SDDC Manager

Copy the VCF Import Tool and the NSX deployment bundle to /home/vcf/vcfimport directory on the SDDC

Manager.

See Upload the Required Software to the SDDC Manager Appliance for detailed instructions.

Convert vSphere cluster to VCF management domain

The VCF Import Tool is used to conduct the conversion process.

Run the following command from the /home/vcf/vcf-import-package/vcf-brownfield-import-<version>/vcf-

brownfield-toolset directory, to review a printout of VCF import tool functions:

python3 vcf_brownfield.py --help

The following command is run to convert the vSphere cluster to a VCF management domain and deploy

the NSX cluster:

python3 vcf_brownfield.py convert --vcenter '<vcenter-fqdn>' --sso-user

'<sso-user>' --domain-name '<wld-domain-name>' --nsx-deployment-spec

-path '<nsx-deployment-json-spec-path>'

For complete instructions, refer to Convert or Import the vSphere Environment into the SDDC Manager

Inventory.

Add licensing to VCF

After completing the conversion, licensing must be added to the environment.

1. Log in to the SDDC Manager UI.

2. Navigate to Administration > Licensing in the navigation pane.

3. Click on + License Key.

4. Choose a product from the drop-down menu.

5. Enter the license key.

6. Provide a description for the license.

7. Click Add.

8. Repeat these steps for each license.

Video demo for ONTAP tools for VMware vSphere 10

NFS datastore with ONTAP tools for VMware vSphere 10
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Convert vCenter server instance to VCF management domain (FC datastore)

Convert a vSphere 8 cluster using ONTAP Fibre Channel datastores into a VMware

Cloud Foundation management domain. This procedure includes provisioning FC

storage, deploying ONTAP tools for VMware, and using the VCF import tool to migrate

and manage the cluster within the VCF environment.

Introduction

Converting a vSphere environment, with an existing Fibre Channel (FC) datastore running on ONTAP, involves

integrating existing infrastructure into a modern private cloud architecture. This process benefits from the

robustness of FC storage, to ensure seamless data access and management. After a VCF management

domain is established through the conversion process, administrators can efficiently import additional vSphere

environments, including those using FC datastores, into the VCF ecosystem. This integration not only

enhances resource utilization but also simplifies the management of private cloud infrastructure, ensuring a

smooth transition with minimal disruption to existing workloads.

In this solution we will demonstrate how an FC datastore in vSphere 8 becomes principal storage when the

cluster is converted to a VCF management domain.

Scenario Overview

This scenario covers the following high level steps:

• Deploy ONTAP tools for VMware vSphere 10.

• Provision a FC datastore using ONTAP tools.

• Use the VCF Import Tool to validate the vSphere cluster.

• Deploy the SDDC Manager in the vSphere cluster.

• Configure a JSON file to create NSX during the VCF conversion.

• Use the VCF Import Tool to convert the vSphere 8 cluster to VCF 5.2.1

Prerequisites

This scenario requires the following components and configurations:

• NetApp ASA R2/ASA/AFF storage system with a storage virtual machine (SVM) configured to allow Fibre

Channel (FC) traffic.

• Logical interface (LIF) has been created to carry FC traffic and is associated with the SVM.

• FC zoning has been configured on the switches designated to carry FC traffic.

• A vSphere 8 cluster with 4 x ESXi hosts and a vCenter appliance colocated on the cluster.

• Distributed port group configured for vMotion on the VLANs or network segments established for this

purpose.

• Download software required for the VCF conversion.

ONTAP tools for VMware vSphere 10 can be installed in either HA or non-HA configurations. For complete

information on prerequisites for ONTAP tools refer to Prerequisites for ONTAP tools for VMware vSphere

deployment.

For supported storage and other considerations for converting or importing vSphere to VCF 5.2, refer to
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Considerations Before Converting or Importing Existing vSphere Environments into VMware Cloud Foundation.

For required software refer to Download Software for Converting or Importing Existing vSphere Environments.

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation 5.2 Documentation.

Deployment Steps

The solution covers using ONTAP tools for VMware vSphere to provision FC datastores and the process of

converting an existing vSphere 8 cluster to a VCF management domain.

Complete the following steps:

• Deploy ONTAP tools for VMware vSphere 10.

• Provision a FC datastore using ONTAP tools.

• Copy the VCF Import Tool to the vCenter appliance.

• Run a precheck on the vCenter appliance using the VCF Import Tool.

• Deploy the SDDC manager VM on the vCenter cluster.

• Create a JSON file for an NSX cluster to deployed during the conversion process.

• Upload the required software to the SDDC manager.

• Convert the vSphere cluster into the SDDC manager inventory.

For an overview of the conversion process, refer to Convert a vSphere Environment to a Management Domain

or Import a vSphere Environment as a VI Workload Domain in VMware Cloud Foundation.

Deploy ONTAP tools and provision a FC datastore

The architecture of ONTAP tools 10 is designed to integrate seamlessly with VMware environments, leveraging

a modular and scalable framework that includes the ONTAP tools services, vSphere plug-in, and REST APIs to

enable efficient storage management, automation, and data protection.

ONTAP tools for VMware vSphere 10 can be installed in either HA or non-HA configurations.
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Deploy ONTAP tools for VMware vSphere 10

In this step ONTAP tools 10 is deployed with a non-HA configuration.

For additional deployment details on HA and non-HA configurations refer to Deploy ONTAP tools for

VMware vSphere.

1. Download the ONTAP tools 10 OVA template from the NetApp support site.

2. In the vSphere client, right click on the cluster and click on Deploy OVF Template

 

3. In the Deploy OVF Template complete the steps to:

◦ Select an OVF template.

◦ Select a name and folder.

◦ Select a compute resource.

◦ Review Details.

◦ Agree to the license agreement.

4. On the Configuration page of the template, select the deployment type including whether to deploy

ONTAP tools in an HA configuration. Click on Next to continue.
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5. On the Select storage page choose the datastore on which to install the VM, and click on Next.

6. Select the network that the ONTAP tools VM will communicate on. Click on Next to continue.

7. On the "Customize template" window, fill out all required information.

◦ Application username and password

◦ Choose whether to enable ASUP (auto support) including a proxy URL.

◦ Administrator username and password.

◦ NTP servers.

◦ Maintenance username and password (maint account used at the console).

◦ Provide the required IP addresses for the deployment configuration.

◦ Provide all networking information for the node configuration.
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8. Finally, click on Next to continue and then on then on Finish to begin the deployment.
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Configure ONTAP tools

Once the ONTAP tools VM is installed and powered up, there will be some basic configuration required

such as adding vCenter servers and ONTAP storage systems to manage. Refer to the documentation at

ONTAP tools for VMware vSphere documentation for detailed information.

1. Refer to Add vCenter instances to configure the vCenter instances to be managed with ONTAP tools.

2. To add an ONTAP storage system, log into the vSphere client and navigate to the main menu on the

left. Click on NetApp ONTAP tools to launch user interface.

 

3. Navigate to Storage Backends in the left hand menu and click on Add to access the Add Storage
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Backend window.

4. Fill out the IP address and credentials for the ONTAP storage system to be managed. Click on Add to

finish.

Here, the storage backend is added in the vSphere client UI using the cluster IP address.

This allows full management over all SVMs in the storage system. Alternately, the storage

backend can be added and associated with a vCenter instance using ONTAP tools

Manager at https://loadBalanceIP:8443/virtualization/ui/. With this method

only SVM credentials can be added at the vSphere client UI, providing more granular

control over storage access.
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Provision FC datastore with ONTAP tools

ONTAP tools integrates functionality throughout the vSphere client UI. In this step an FC datastore will be

provisioned from the hosts inventory page.

1. In the vSphere client, navigate to the hosts (or storage) inventory.

2. Navigate to ACTIONS > NetApp ONTAP tools > Create datastore.

 

3. In the Create Datastore wizard, select VMFS for the type of datastore to create.
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4. On the Name and Protocol page, fill in a name for the datastore, the size, and the FC protocol to be

used.

 

5. On the Storage page, select the ONTAP storage platform and the storage virtual machine (SVM). You

can also select any available custom export policies here. Click on Next to continue.
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6. On the Storage Attributes page select the storage aggregate to be used. Click on Next to continue.

7. On the Summary page, review the information and click on Finish to begin the provisioning process.

ONTAP tools will create a volume on the ONTAP storage system and mount it as an FC datastore to

all ESXi hosts in the cluster.

Convert vSphere environment to VCF 5.2

The following section covers the steps to deploy the SDDC manager and convert the vSphere 8 cluster to a

VCF 5.2 management domain. Where appropriate, VMware documentation will be referred to for additional

detail.

The VCF Import Tool, from VMware by Broadcom is a utility that is used on both the vCenter appliance and

SDDC manager to validate configurations and provide conversion and import services for vSphere and VCF
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environments.

For more information, refer to VCF Import Tool Options and Parameters.

Copy and extract VCF Import Tool

The VCF Import Tools is used on the vCenter appliance to validate that the vSphere cluster is in a healthy

state for the VCF conversion or import process.

Complete the following steps:

1. Follow the steps at Copy the VCF Import Tool to the Target vCenter Appliance at VMware Docs to

copy the VCF Import Tool to the correct location.

2. Extract the bundle using the following command:

tar -xvf vcf-brownfield-import-<buildnumber>.tar.gz

Validate the vCenter appliance

Use the VCF Import tool to validate the vCenter appliance before the conversion.

1. Follow the steps at Run a Precheck on the Target vCenter Before Conversion to run the validation.

2. The following output shows that the vCenter appliance has passed the precheck.

Deploy the SDDC Manager

The SDDC manager must be colocated on the vSphere cluster that will be converted to a VCF

management domain.

Follow the deployment instructions at VMware Docs to complete the deployment.

Refer to Deploy the SDDC Manager Appliance on the Target vCenter.

For more information see Commission Hosts in the VCF Administration Guide.
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Create a JSON file for NSX deployment

To deploy NSX Manager while importing or converting a vSphere environment into VMware Cloud

Foundation, create an NSX deployment specification. NSX deployment requires a minimum of 3 hosts.

For complete information, refer to Generate an NSX Deployment Specification for Converting or Importing

Existing vSphere Environments.

When deploying an NSX Manager cluster in a convert or import operation, NSX-VLAN

networking is utilized. For details on the limitations of NSX-VLAN networking, refer to the

section "Considerations Before Converting or Importing Existing vSphere Environments

into VMware Cloud Foundation. For information about NSX-VLAN networking limitations,

refer to Considerations Before Converting or Importing Existing vSphere Environments into

VMware Cloud Foundation.

The following is an example of a JSON file for NSX deployment:

{

  "license_key": "xxxxx-xxxxx-xxxxx-xxxxx-xxxxx",

  "form_factor": "medium",

  "admin_password": "************************",

  "install_bundle_path": "/tmp/vcfimport/bundle-133764.zip",

  "cluster_ip": "172.21.166.72",

  "cluster_fqdn": "vcf-m02-nsx01.sddc.netapp.com",

  "manager_specs": [{

    "fqdn": "vcf-m02-nsx01a.sddc.netapp.com",

    "name": "vcf-m02-nsx01a",

    "ip_address": "172.21.166.73",

    "gateway": "172.21.166.1",

    "subnet_mask": "255.255.255.0"

  },

  {

    "fqdn": "vcf-m02-nsx01b.sddc.netapp.com",

    "name": "vcf-m02-nsx01b",

    "ip_address": "172.21.166.74",

    "gateway": "172.21.166.1",

    "subnet_mask": "255.255.255.0"

  },

  {

    "fqdn": "vcf-m02-nsx01c.sddc.netapp.com",

    "name": "vcf-m02-nsx01c",

    "ip_address": "172.21.166.75",

    "gateway": "172.21.166.1",

    "subnet_mask": "255.255.255.0"

  }]

}
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Copy the JSON file to a directory on the SDDC Manager.

Upload software to SDDC Manager

Copy the VCF Import Tool and the NSX deployment bundle to /home/vcf/vcfimport directory on the SDDC

Manager.

See Upload the Required Software to the SDDC Manager Appliance for detailed instructions.

Convert vSphere cluster to VCF management domain

The VCF Import Tool is used to conduct the conversion process.

Run the following command from the /home/vcf/vcf-import-package/vcf-brownfield-import-<version>/vcf-

brownfield-toolset directory, to review a printout of VCF import tool functions:

python3 vcf_brownfield.py --help

The following command is run to convert the vSphere cluster to a VCF management domain and deploy

the NSX cluster:

python3 vcf_brownfield.py convert --vcenter '<vcenter-fqdn>' --sso-user

'<sso-user>' --domain-name '<wld-domain-name>' --nsx-deployment-spec

-path '<nsx-deployment-json-spec-path>'

For complete instructions, refer to Convert or Import the vSphere Environment into the SDDC Manager

Inventory.

Add licensing to VCF

After completing the conversion, licensing must be added to the environment.

1. Log in to the SDDC Manager UI.

2. Navigate to Administration > Licensing in the navigation pane.

3. Click on + License Key.

4. Choose a product from the drop-down menu.

5. Enter the license key.

6. Provide a description for the license.

7. Click Add.

8. Repeat these steps for each license.

Video demo for ONTAP tools for VMware vSphere 10

NFS datastore with ONTAP tools for VMware vSphere 10
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Provision VCF with principal storage

Provision a VCF environment with ONTAP as the principal storage solution

NetApp ONTAP storage is an ideal primary storage solution for VMware Cloud

Foundation (VCF) management and Virtual Infrastructure (VI) workload domains. ONTAP

delivers high performance, scalability, advanced data management, and seamless

integration to improve operational efficiency and data protection.

Please refer to the following solutions for the technical details of provisioning a VCF environment in the

appropriate domain and with the appropriate protocol.

• Management Domain with FC

• Management Domain with NFS

• Virtual Infrastructure Workload Domain with FC

• Virtual Infrastructure Workload Domain with NFS

Use an FC-based VMFS datastore on ONTAP as principal storage for VCF
management domain

In this use case we outline the procedure to use an existing FC-based VMFS datastore

on ONTAP as the primary storage for VMware Cloud Foundation (VCF) management

domains. This procedure summarizes the required components, configurations, and

deployment steps.

Introduction

Where appropriate we will refer to external documentation for the steps that must be performed in VCF’s

SDDC Manager, and reference those steps that are specific to the storage configuration portion.

For information on converting an existing FC-based vSphere environment with ONTAP, refer to Convert

vSphere Environment (FC datastore) to VCF Management Domain.

VCF release 5.2 introduced the the capability to convert an existing vSphere 8 environment to a

VCF management domain or import as VCF VI workload domains. Prior to this release, VMware

vSAN was the only option for principal storage for the VCF management domain.

This solution is applicable for ONTAP platforms supporting FC storage including NetApp ASA,

AFF and FAS.

Prerequisites

The following components and configurations are used in this scenario:

• NetApp storage system with a storage virtual machine (SVM) configured to allow FC traffic.

• Logical interfaces (LIF) have been created on the FC fabric that is to carry FC traffic and is associated with

the SVM.

• Zoning has been configured to use single initiator-target zoning on FC switches for host HBAs and storage
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targets.

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

Deployment Steps

Management Domain - Default Cluster

FC Principal storage on the initial cluster is only supported with VCF brownfield import tool. If VCF is deployed

with Cloud Builder tool (priort to release version 5.2.x), only vSAN is supported.

For more information on using an existing vSphere environment, refer to converting existing vSphere

environment to management domain for more info.

Management Domain - Additional Cluster

The additional vSphere cluster on management domain can be deployed with following options:

• Have additional cluster in vSphere environment and use the VCF brownfield import tool to convert the

vSphere environment to Management domain. ONTAP tools for VMware vSphere System Manager or

ONTAP API can be used to deploy the VMFS datastore to vSphere cluster.

• Use SDDC API to deploy additional cluster. The vSphere hosts should have the VMFS datastore

configured. Use System Manager or ONTAP API to deploy LUN to vSphere hosts.

• Use SDDC Manager UI to deploy additional cluster. But this option only creates VSAN datastore till version

5.2.x.

Additional information

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

Use an NFS datastore on ONTAP as principal storage for VCF management domain

In this use case we outline the procedure to use an existing NFS datastore on ONTAP as

the primary storage for VMware Cloud Foundation (VCF) management domains. This

procedure summarizes the required components, configuration steps, and deployment

process.

Introduction

Where appropriate we will refer to external documentation for the steps that must be performed in VCF’s

SDDC Manager, and reference those steps that are specific to the storage configuration portion.

For information on converting an existing NFS-based vSphere environment with ONTAP, refer to Convert

vSphere Environment (NFS datastore) to VCF Management Domain.

VCF release 5.2 introduced the the capability to convert an existing vSphere 8 environment to a

VCF management domain or import as VCF VI workload domains. Prior to this release, VMware

vSAN was the only option for principal storage for the VCF management domain.
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This solution is applicable for ONTAP platforms supporting NFS storage including NetApp AFF

and FAS.

Prerequisites

The following components and configurations are used in this scenario:

• NetApp storage system with a storage virtual machine (SVM) configured to allow NFS traffic.

• Logical interface (LIF) has been created on the IP network that is to carry NFS traffic and is associated with

the SVM.

• A vSphere 8 cluster with 4 x ESXi hosts and a vCenter appliance colocated on the cluster.

• Distributed port group configured for vMotion and NFS storage traffic on the VLANs or network segments

established for this purpose.

• Download software required for the VCF conversion.

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

Deployment Steps

Management Domain - Default Cluster

NFS Principal storage on the initial cluster is only supported with VCF brownfield import tool. If VCF is

deployed with Cloud Builder tool (till version 5.2.x), only VSAN is supported.

For more information on using an existing vSphere environment, refer to converting existing vSphere

environment to management domain for more info.

Management Domain - Additional Cluster

The additional vSphere cluster on management domain can be deployed with following options:

• Have additional cluster in vSphere environment and use the VCF brownfield import tool to convert the

vSphere environment to Management domain. ONTAP tools for VMware vSphere System Manager or

ONTAP API can be used to deploy the NFS datastore to vSphere cluster.

• Use SDDC API to deploy additional cluster. The vSphere hosts should have the NFS datastore configured.

Use System Manager or ONTAP API to deploy LUN to vSphere hosts.

• Use SDDC Manager UI to deploy additional cluster. But this option only creates vSAN datastore with

releases prior to 5.2.x.

Additional information

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

Use an FC-based VMFS datastore on ONTAP as principal storage for a VI workload
domain

In this use case we outline the procedure to set up a Fibre Channel (FC) VMFS datastore
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on ONTAP as the primary storage solution for a VMware Cloud Foundation (VCF) Virtual

Infrastructure (VI) workload domain. This procedure summarizes the required

components, configuration steps, and deployment process.

Benefits of Fibre Channel

High Performance: FC provides high-speed data transfer rates, making it ideal for applications requiring fast

and reliable access to large amounts of data.

Low Latency: Very low latency, which is crucial for performance-sensitive applications like databases and

virtualized environments.

Reliability: FC networks are known for their robustness and reliability, with features like built-in redundancy

and error correction.

Dedicated Bandwidth: FC provides dedicated bandwidth for storage traffic, reducing the risk of network

congestion.

For more information on using Fibre Channel with NetApp storage systems, refer to SAN Provisioning with FC.

Scenario Overview

This scenario covers the following high level steps:

• Create a storage virtual machine (SVM) with logical interfaces (LIFs) for FC traffic.

• Collect WWPN information of hosts to be deployed and create corresponding initiator groups on the

ONTAP storage system.

• Create an FC volume on the ONTAP storage system.

• Map initiator groups to create FC volume

• Utilize single initiator-target zoning on FC switches. Create one zone for each initiator (single initiator

zone).

◦ For each zone, include a target that is the ONTAP FC logical interface (WWPN) for the SVMs. There

should be at least two logical interfaces per node per SVM. Do not use the WWPN of the physical

ports.

• Create a Network Pool for vMotion traffic in SDDC Manager.

• Commission hosts in VCF for use in a VI Workload Domain.

• Deploy a VI Workload Domain in VCF using an FC datastore as principal storage.

This solution is applicable for ONTAP platforms supporting NFS storage including NetApp AFF

and FAS.

Prerequisites

The following components and configurations are used in this scenario:

• An ONTAP AFF or ASA storage system with FC ports connected to FC switches.

• SVM created with FC lifs.

• vSphere with FC HBAs connected to FC switches.
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• Single initiator-target zoning is configured on FC switches.

NetApp recommends multipath for FC LUNs.

Deployment Steps

Management Domain - Default Cluster

FC Principal storage on initial cluster is only supported with the VCF brownfield import tool. If VCF is deployed

with the cloudbuilder tool (till version 5.2.x), only VSAN is supported. Refer converting existing vSphere

environment to management domain for more info.

Management Domain - Additional Cluster

The additional vSphere cluster on management domain can be deployed with following options:

* Have additional cluster in vSphere environment and use the VCF brownfield import tool to convert the

vSphere environment to Management domain. ONTAP tools for VMware vSphere, System Manager or ONTAP

API can be used to deploy the VMFS datastore to vSphere cluster.

* Use SDDC API to deploy additional cluster. The vSphere hosts should have the VMFS datastore configured.

Use System Manager or ONTAP API to deploy LUN to vSphere hosts.

* Use SDDC Manager UI to deploy additional cluster. But this option only creates VSAN datastore till version

5.2.x.

VI Workload Domain - Default Cluster

After the management domain is up and running, VI Workload domain can be created:

• Using SDDC Manager UI. The vSphere hosts should have the VMFS datastore configured. Use System

Manager or ONTAP API to deploy LUN to vSphere hosts.

• Import an existing vSphere environment as new VI workload domain. ONTAP tools for VMware vSphere,

System Manager or ONTAP API can be used to deploy the VMFS datastore to vSphere cluster.

VI Workload Domain - Additional Cluster

Once VI workload is up and running, additional clusters can be deployed with VMFS on FC LUN using the

following options.

• Additional clusters in vSphere environment imported using VCF brownfield import tool. ONTAP tools for

VMware vSphere, System Manager or ONTAP API can be used to deploy the VMFS datastore to vSphere

cluster.

• Using SDDC Manager UI or API to deploy additional cluster. The vSphere hosts should have the VMFS

datastore configured. Use System Manager or ONTAP API to deploy LUN to vSphere hosts.

Additional information

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

Use an NFS datastore on ONTAP as principal storage for a VI workload domain

In this use case we outline the procedure to configure an NFS datastore on ONTAP as

the primary storage solution for a VMware Cloud Foundation (VCF) Virtual Infrastructure
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(VI) workload domain. This procedure summarizes the required components,

configuration steps, and deployment process.

Benefits of NFS

Simplicity and Ease of Use: NFS is straightforward to set up and manage, making it an excellent choice for

environments that require quick and easy file sharing.

Scalability: ONTAP’s architecture allows NFS to scale efficiently, supporting growing data needs without

significant changes to the infrastructure.

Flexibility: NFS supports a wide range of applications and workloads, making it versatile for various use

cases, including virtualized environments.

For more information, refer to the NFS v3 Reference Guide for vSphere 8.

For more information on using Fibre Channel with NetApp storage systems, refer to NFS v3 Reference Guide

for vSphere 8.

Scenario Overview

This scenario covers the following high level steps:

• Create a storage virtual machine (SVM) with logical interface (LIFs) for NFS straffic

• Verify networking for the ONTAP storage virtual machine (SVM) and that a logical interface (LIF) is present

to carry NFS traffic.

• Create an export policy to allow the ESXi hosts access to the NFS volume.

• Create an NFS volume on the ONTAP storage system.

• Create a Network Pool for NFS and vMotion traffic in SDDC Manager.

• Commission hosts in VCF for use in a VI Workload Domain.

• Deploy a VI Workload Domain in VCF using an NFS datastore as principal storage.

• Install NetApp NFS Plug-in for VMware VAAI

This solution is applicable for ONTAP platforms supporting NFS storage including NetApp AFF

and FAS.

Prerequisites

The following components and configurations are used in this scenario:

• NetApp AFF storage system with a storage virtual machine (SVM) configured to allow NFS traffic.

• Logical interface (LIF) has been created on the IP network that is to carry NFS traffic and is associated with

the SVM.

• VCF management domain deployment is complete and the SDDC Manager interface is accessible.

• 4 x ESXi hosts configured for communication on the VCF management network.

• IP addresses reserved for vMotion and NFS storage traffic on the VLAN or network segment established

for this purpose.
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When deploying a VI Workload Domain, VCF validates connectivity to the NFS Server. This is

done using the management adapter on the ESXi hosts before any additional vmkernel adapter

is added with the NFS IP address. Therefore, it is necessary to ensure that either 1) the

management network is routable to the NFS Server, or 2) a LIF for the management network

has been added to the SVM hosting the NFS datastore volume, to ensure that the validation can

proceed.

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

For more information on using NFS with vSphere clusters, refer to the NFS v3 Reference Guide for vSphere 8.

 

 

Deployment Steps

To deploy a VI Workload Domain with an NFS datastore as principal storage, complete the following steps:
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Verify networking for ONTAP SVM

Verify that the required logical interfaces have been established for the network that will carry NFS traffic

between the ONTAP storage cluster and VI Workload Domain.

1. From ONTAP System Manager navigate to Storage VMs in the left-hand menu and click on the SVM

to be used for NFS traffic. On the Overview tab, under NETWORK IP INTERFACES, click on the

numeric to the right of NFS. In the list verify that the required LIF IP addresses are listed.

Alternately, verify the LIFs associated with an SVM from the ONTAP CLI with the following command:

network interface show -vserver <SVM_NAME>

1. Verify that the ESXi hosts can communicate to the ONTAP NFS Server. Log into the ESXi host via

SSH and ping the SVM LIF:

vmkping <IP Address>
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When deploying a VI Workload Domain, VCF validates connectivity to the NFS Server.

This is done using the management adapter on the ESXi hosts before any additional

vmkernel adapter is added with the NFS IP address. Therefore, it is necessary to ensure

that either 1) the management network is routable to the NFS Server, or 2) a LIF for the

management network has been added to the SVM hosting the NFS datastore volume, to

ensure that the validation can proceed.
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Create Export Policy for sharing NFS volume

Create an export policy in ONTAP System Manager to define access control for NFS volumes.

1. In ONTAP System Manager click on Storage VMs in the left-hand menu and select an SVM from the

list.

2. On the Settings tab locate Export Policies and click on the arrow to access.

 

3. In the New export policy window add a name for the policy, click on the Add new rules button and

then on the +Add button to begin adding a new rule.
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4. Fill in the IP Addresses, IP address range, or network that you wish to include in the rule. Uncheck the

SMB/Cifs and FlexCache boxes and make selections for the access details below. Selecting the

UNIX boxes is sufficient for ESXi host access.
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When deploying a VI Workload Domain, VCF validates connectivity to the NFS Server.

This is done using the management adapter on the ESXi hosts before any additional

vmkernel adapter is added with the NFS IP address. Therefore, it is necessary to

ensure that the export policy includes the VCF management network in order to allow

the validation to proceed.

5. Once all rules have been entered click on the Save button to save the new Export Policy.

6. Alternately, you can create export policies and rules in the ONTAP CLI. Refer to the steps for creating

an export policy and adding rules in the ONTAP documentation.

◦ Use the ONTAP CLI to Create an export policy.

◦ Use the ONTAP CLI to Add a rule to an export policy.
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Create NFS volume

Create an NFS volume on the ONTAP storage system to be used as a datastore in the Workload Domain

deployment.

1. From ONTAP System Manager navigate to Storage > Volumes in the left-hand menu and click on

+Add to create a new volume.

 

2. Add a name for the volume, fill out the desired capacity and selection the storage VM that will host the

volume. Click on More Options to continue.
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3. Under Access Permissions, select the Export Policy which includes the VCF management network or

IP address and NFS network IP addresses that will be used for both validation of the NFS Server and

NFS traffic.
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When deploying a VI Workload Domain, VCF validates connectivity to the NFS Server.

This is done using the management adapter on the ESXi hosts before any additional

vmkernel adapter is added with the NFS IP address. Therefore, it is necessary to

ensure that either 1) the management network is routable to the NFS Server, or 2) a

LIF for the management network has been added to the SVM hosting the NFS

datastore volume, to ensure that the validation can proceed.

4. Alternately, ONTAP Volumes can be created in the ONTAP CLI. For more information refer to the lun

create command in the ONTAP commands documentation.

72

https://docs.netapp.com/us-en/ontap-cli-9141//lun-create.html
https://docs.netapp.com/us-en/ontap-cli-9141//lun-create.html


Create Network Pool in SDDC Manager

ANetwork Pool must be created in SDDC Manager before commissioning the ESXi hosts, as preparation

for deploying them in a VI Workload Domain. The Network Pool must include the network information and

IP address range(s) for VMkernel adapters to be used for communication with the NFS server.

1. From the SDDC Manager web interface navigate to Network Settings in the left-hand menu and click

on the + Create Network Pool button.

 

2. Fill out a name for the Network Pool, select the check box for NFS and fill out all networking details.

Repeat this for the vMotion network information.
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3. Click the Save button to complete creating the Network Pool.
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Commission Hosts

Before ESXi hosts can be deployed as a workload domain they must be added to the SDDC Manager

inventory. This involves providing the required information, passing validation and starting the

commissioning process.

For more information see Commission Hosts in the VCF Administration Guide.

1. From the SDDC Manager interface navigate to Hosts in the left-hand menu and click on the

Commission Hosts button.

 

2. The first page is a prerequisite checklist. Double-check all prerequisites and select all checkboxes to

proceed.
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3. In the Host Addition and Validation window fill out the Host FQDN, Storage Type, The Network

Pool name that includes the vMotion and NFS storage IP addresses to be used for the workload

domain, and the credentials to access the ESXi host. Click on Add to add the host to the group of

hosts to be validated.
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4. Once all hosts to be validated have been added, click on the Validate All button to continue.

5. Assuming all hosts are validated, click on Next to continue.
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6. Review the list of hosts to be commissioned and click on the Commission button to start the process.

Monitor the commissioning process from the Task pane in SDDC manager.
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Deploy VI Workload Domain

Deploying VI workload domains is accomplished using the VCF Cloud Manager interface. Only the steps

related to the storage configuration will be presented here.

For step-by-step instructions on deploying a VI workload domain refer to Deploy a VI Workload Domain

Using the SDDC Manager UI.

1. From the SDDC Manager Dashboard click on + Workload Domain in the upper right hand corner to

create a new Workload Domain.

 

2. In the VI Configuration wizard fill out the sections for General Info, Cluster, Compute, Networking,

and Host Selection as required.

For information on filling out the information required in the VI Configuration wizard refer to Deploy a VI

Workload Domain Using the SDDC Manager UI.

+
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1. In the NFS Storage section fill out the Datastore Name, the folder mount point of the NFS volume and

the IP address of the ONTAP NFS storage VM LIF.

 

2. In the VI Configuration wizard complete the Switch Configuration and License steps, and then click on

Finish to start the Workload Domain creation process.
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3. Monitor the process and resolve any validation issues that arise during the process.

Install NetApp NFS Plug-in for VMware VAAI

The NetApp NFS Plug-in for VMware VAAI integrates the VMware Virtual Disk Libraries installed on the

ESXi host and provides higher performance cloning operations that finish faster. This is a recommended

procedure when using ONTAP storage systems with VMware vSphere.

For step-by-step instructions on deploying the NetApp NFS Plug-in for VMware VAAI following the

instructions at Install NetApp NFS Plug-in for VMware VAAI.

Video demo for this solution

NFS Datastores as Principal Storage for VCF Workload Domains

Additional information

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

82

https://docs.netapp.com/us-en/nfs-plugin-vmware-vaai/task-install-netapp-nfs-plugin-for-vmware-vaai.html
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=9b66ac8d-d2b1-4ac4-a33c-b16900f67df6
https://docs.netapp.com/us-en/ontap
https://techdocs.broadcom.com/us/en/vmware-cis/vcf.html


Expand VCF with supplemental storage

Learn about expanding storage for a VCF environment using supplemental storage

VMware Cloud Foundation (VCF) supports a wide range of supplemental storage options

to expand storage on VCF management domains and Virtual Infrastructure (VI) workload

domains.

NetApp’s ONTAP Tools for VMware vSphere provide an efficient solution for this expansion by integrating

NetApp storage seamlessly into the VCF environment. ONTAP Tools simplify the setup and management of

datastores, allowing administrators to provision and manage storage directly from the vSphere Client. ONTAP’s

advanced features such as snapshots, cloning, and data protection, enhancing storage performance,

efficiency, and scalability within the VCF environment.

Please refer to the following solutions for the technical details to expand the VCF environment.

• Management Domain with iSCSI

• Management Domain with FC

• Virtual Infrastructure Workload Domain with vVols (iSCSI)

• Virtual Infrastructure Workload Domain with vVols (NFS)

• Virtual Infrastructure Workload Domain with NVMe/TCP

• Virtual Infrastructure Workload Domain with FC

Add an iSCSI datastore as supplemental storage for a management domain using
ONTAP tools for VMware vSphere

In this use case we outline the procedure to add an iSCSI datastore as supplemental

storage for a VMware Cloud Foundation (VCF) management domain. This procedure

summarizes setting up a Storage Virtual Machine (SVM) with logical interfaces (LIFs) for

iSCSI, configuring iSCSI networking on ESXi hosts, deploying ONTAP Tools for VMware

vSphere, and creating a VMFS datastore.

Benefits of iSCSI

High Performance: Offers high performance to deliver fast, efficient data transfer rates and low latency. Ideal

for demanding enterprise applications and virtualized environments.

Ease of Management: Simplifies storage management by using familiar IP-based tools and protocols.

Cost Effective: Utilizes existing Ethernet infrastructure, reducing the need for specialized hardware and

allowing organizations to achieve reliable and scalable storage solutions.

For more information on using iSCSI with NetApp storage systems, refer to SAN Provisioning with iSCSI.

Scenario Overview

This scenario covers the following high level steps:

• Create a storage virtual machine (SVM) with logical interfaces (LIFs) for iSCSI traffic.
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• Create distributed port groups for iSCSI networks on the VCF management domain.

• Create vmkernel adapters for iSCSI on the ESXi hosts for the VCF management domain.

• Deploy ONTAP Tools on the VCF management domain.

• Create a new VMFS datastore on the VCF management domain.

Prerequisites

This scenario requires the following components and configurations:

• An ONTAP AFF or ASA storage system with physical data ports on ethernet switches dedicated to storage

traffic.

• VCF management domain deployment is complete and the vSphere client is accessible.

NetApp recommends fully redundant network designs for iSCSI. The following diagram illustrates an example

of a redundant configuration, providing fault tolerance for storage systems, switches, networks adapters and

host systems. Refer to the NetApp SAN configuration reference for additional information.

 

For multipathing and failover across multiple paths, NetApp recommends having a minimum of two LIFs per

storage node in separate ethernet networks for all SVMs in iSCSI configurations.

This documentation demonstrates the process of creating a new SVM and specifying the IP address
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information to create multiple LIFs for iSCSI traffic. To add new LIFs to an existing SVM refer to Create a LIF

(network interface).

For additional information on using VMFS iSCSI datastores with VMware refer to vSphere VMFS Datastore -

iSCSI Storage backend with ONTAP.

In situations where multiple VMkernel adapters are configured on the same IP network, it is

recommended to use software iSCSI port binding on the ESXi hosts to ensure that load

balancing across the adapters occurs. Refer to KB article Considerations for using software

iSCSI port binding in ESX/ESXi (2038869).

Deployment Steps

To deploy ONTAP Tools and use it to create a VMFS datastore on the VCF management domain, complete the

following steps:

Create SVM and LIFs on ONTAP storage system

The following step is is performed in ONTAP System Manager.
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Create the storage VM and LIFs

Complete the following steps to create an SVM together with multiple LIFs for iSCSI traffic.

1. From ONTAP System Manager navigate to Storage VMs in the left-hand menu and click on + Add to

start.

 

2. In the Add Storage VM wizard provide a Name for the SVM, select the IP Space and then, under

Access Protocol, click on the *iSCSI tab and check the box to Enable iSCSI.
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3. In the Network Interface section fill in the IP address, Subnet Mask, and Broadcast Domain and

Port for the first LIF. For subsequent LIFs the checkbox may be enabled to use common settings

across all remaining LIFs or use separate settings.

For multipathing and failover across multiple paths, NetApp recommends having a

minimum of two LIFs per storage node in separate Ethernet networks for all SVMs in

iSCSI configurations.
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4. Choose whether to enable the Storage VM Administration account (for multi-tenancy environments)

and click on Save to create the SVM.

Set up networking for iSCSI on ESXi hosts

The following steps are performed on the VCF management domain cluster using the vSphere client.
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Create Distributed Port Groups for iSCSI traffic

Complete the following to create a new distributed port group for each iSCSI network:

1. From the vSphere client for the management domain cluster, navigate to Inventory > Networking.

Navigate to the existing Distributed Switch and choose the action to create New Distributed Port

Group….

 

2. In the New Distributed Port Group wizard fill in a name for the new port group and click on Next to

continue.

3. On the Configure settings page fill out all settings. If VLANs are being used be sure to provide the

correct VLAN ID. Click on Next to continue.
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4. On the Ready to complete page, review the changes and click on Finish to create the new

distributed port group.

5. Repeat this process to create a distributed port group for the second iSCSI network being used and

ensure you have input the correct VLAN ID.

6. Once both port groups have been created, navigate to the first port group and select the action to Edit

settings….
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7. On Distributed Port Group - Edit Settings page, navigate to Teaming and failover in the left-hand

menu and click on uplink2 to move it down to Unused uplinks.

8. Repeat this step for the second iSCSI port group. However, this time move uplink1 down to Unused

uplinks.
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Create VMkernel adapters on each ESXi host

Repeat this process on each ESXi host in the management domain.

1. From the vSphere client navigate to one of the ESXi hosts in the management domain inventory.

From the Configure tab select VMkernel adapters and click on Add Networking… to start.

 

2. On the Select connection type window choose VMkernel Network Adapter and click on Next to

continue.

 

3. On the Select target device page, choose one of the distributed port groups for iSCSI that was

created previously.
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4. On the Port properties page keep the defaults and click on Next to continue.

 

5. On the IPv4 settings page fill in the IP address, Subnet mask, and provide a new Gateway IP

address (only if required). Click on Next to continue.
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6. Review the your selections on the Ready to complete page and click on Finish to create the

VMkernel adapter.

 

7. Repeat this process to create a VMkernel adapter for the second iSCSI network.
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Deploy and use ONTAP Tools to configure storage

The following steps are performed on the VCF management domain cluster using the vSphere client and

involve deploying OTV, creating a VMFS iSCSI datastore, and migrating management VM’s to the new

datastore.
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Deploy ONTAP tools for VMware vSphere

ONTAP tools for VMware vSphere (OTV) is deployed as a VM appliance and provides an integrated

vCenter UI for managing ONTAP storage.

Complete the following to Deploy ONTAP tools for VMware vSphere:

1. Obtain the ONTAP tools OVA image from the NetApp Support site and download to a local folder.

2. Log into the vCenter appliance for the VCF management domain.

3. From the vCenter appliance interface right-click on the management cluster and select Deploy OVF

Template…

 

4. In the Deploy OVF Template wizard click the Local file radio button and select the ONTAP tools OVA

file downloaded in the previous step.
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5. For steps 2 through 5 of the wizard select a name and folder for the VM, select the compute resource,

review the details, and accept the license agreement.

6. For the storage location of the configuration and disk files, select the vSAN datastore of the VCF

management domain cluster.

 

7. On the Select network page select the network used for management traffic.
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8. On the Customize template page fill out all required information:

◦ Password to be used for administrative access to OTV.

◦ NTP server IP address.

◦ OTV maintenance account password.

◦ OTV Derby DB password.

◦ Do not check the box to Enable VMware Cloud Foundation (VCF). VCF mode is not required for

deploying supplemental storage.

◦ FQDN or IP address of the vCenter appliance and provide credentials for vCenter.

◦ Provide the required network properties fields.

Click on Next to continue.
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9. Review all information on the Ready to complete page and the click Finish to begin deploying the

OTV appliance.
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Configure a VMFS iSCSI datastore on Management Domain using OTV

Complete the following to use OTV to configure a VMFS iSCSI datastore as supplemental storage on the

management domain:

1. In the vSphere client navigate to the main menu and select NetApp ONTAP Tools.

2. Once in ONTAP Tools, from the Getting Started page (or from Storage Systems), click on Add to

add a new storage system.
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3. Provide the IP address and credentials of the ONTAP storage system and click on Add.
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4. Click on Yes to authorize the cluster certificate and add the storage system.
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Migrate management VM’s to iSCSI Datastore

In cases where it is preferred to use ONTAP storage to protect the VCF management VM’s vMotion can

be use to migrate the VM’s to the newly created iSCSI datastore.

Complete the following steps to migrate the VCF management VM’s to the iSCSI datastore.

1. From the vSphere Client navigate to the management domain cluster and click on the VMs tab.

2. Select the VMs to be migrated to the iSCSI datastore, right click and select Migrate...

 

3. In the Virtual Machines - Migrate wizard, select Change storage only as the migration type and

click on Next to continue.

 

4. On the Select storage page, select the iSCSi datastore and select Next to continue.
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5. Review the selections and click on Finish to start the migration.

6. The relocation status can be viewed from the Recent Tasks pane.
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Additional information

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

Video demo for this solution

iSCSI Datastores as Supplemental Storage for VCF Management Domains

Add an FC-based VMFS datastore as supplemental storage for a management
domain using ONTAP tools for VMware vSphere

In this use case we outline the procedure to use ONTAP Tools for VMware to configure a

VMFS datastore over Fiber Channel (FC) as supplemental storage for the VMware Cloud

Foundation (VCF) management domain. This procedure summarizes deploying ONTAP

Tools for VMware vSphere, registering vCenter servers, defining the storage backend,

and provisioning the FC datastore.

Benefits of Fibre Channel

High Performance: FC provides high-speed data transfer rates, making it ideal for applications requiring fast

and reliable access to large amounts of data.

Low Latency: Very low latency, which is crucial for performance-sensitive applications like databases and

virtualized environments.

Reliability: FC networks are known for their robustness and reliability, with features like built-in redundancy

and error correction.

Dedicated Bandwidth: FC provides dedicated bandwidth for storage traffic, reducing the risk of network

congestion.

For more information on using Fibre Channel with NetApp storage systems, refer to SAN Provisioning with FC.

Scenario Overview

VCF Supplemental datastore is provisoned as part of day-2 operations using vCenter.

This scenario covers the following high level steps:

• Deployment of ONTAP tools on management domain

• Register VI workload vCenter servers to ONTAP tools

• Define Storage backend on ONTAP tools plugin for VMware vSphere

• Provision VMFS on FC transport

Prerequisites

This scenario requires the following components and configurations:

• An ONTAP storage system with FC ports connected to FC switches.

• SVM created with FC lifs.
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• vSphere with FC HBAs connected to FC switches.

• Single initiator-target zoning is configured on FC switches.

Use SVM FC logical interface in zone configuration rather than physical FC ports on ONTAP

systems.

NetApp recommends multipath for FC LUNs.

For complete information on configuring fibre channel on ONTAP storage systems, refer to SAN storage

management in the ONTAP 9 documentation.

For more information on using VMFS with ONTAP storage systems, refer to the Deployment Guide for VMFS.

Deployment Steps for management domain

To deploy ONTAP Tools and use it to create a VMFS datastore on the VCF management domain, complete the

following steps:

• Deploy ONTAP tools on management domain

• Define Storage backend using vSphere client interface

• Provision VMFS on FC

Additional information

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

Video demo for this solution

VMFS(FC) Datastore as Supplemental Storage for VCF Management Domain

Add vVols as supplemental storage to VI workload domains using ONTAP tools for
VMware vSphere

In this use case we outline the procedure to configure a vVols datastore with iSCSI for

supplemental storage in a VMware Cloud Foundation (VCF) Virtual Infrastructure (VI)

workload domain. This procedure summarizes setting up iSCSI networking, deploying

ONTAP Tools for VMware vSphere, and provisioning the vVols datastore.

iSCSI is used as the storage protocol for the vVols datastore.

Benefits of iSCSI

High Performance: Offers high performance to deliver fast, efficient data transfer rates and low latency. Ideal

for demanding enterprise applications and virtualized environments.

Ease of Management: Simplifies storage management by using familiar IP-based tools and protocols.

Cost Effective: Utilizes existing Ethernet infrastructure, reducing the need for specialized hardware and

allowing organizations to achieve reliable and scalable storage solutions.
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For more information on using iSCSI with NetApp storage systems, refer to SAN Provisioning with iSCSI.

Scenario Overview

This scenario covers the following high level steps:

• Create a storage virtual machine (SVM) with logical interfaces (LIFs) for iSCSI traffic.

• Create distributed port groups for iSCSI networks on the VI workload domain.

• Create vmkernel adapters for iSCSI on the ESXi hosts for the VI workload domain.

• Deploy ONTAP Tools on the VI workload domain.

• Create a new vVols datastore on the VI workload domain.

Prerequisites

This scenario requires the following components and configurations:

• An ONTAP AFF or ASA storage system with physical data ports on ethernet switches dedicated to storage

traffic.

• VCF management domain deployment is complete and the vSphere client is accessible.

• A VI workload domain has been previously deployed.

NetApp recommends fully redundant network designs for iSCSI. The following diagram illustrates an example

of a redundant configuration, providing fault tolerance for storage systems, switches, networks adapters and

host systems. Refer to the NetApp SAN configuration reference for additional information.
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For multipathing and failover across multiple paths, NetApp recommends having a minimum of two LIFs per

storage node in separate ethernet networks for all SVMs in iSCSI configurations.

This documentation demonstrates the process of creating a new SVM and specifying the IP address

information to create multiple LIFs for iSCSI traffic. To add new LIFs to an existing SVM refer to Create a LIF

(network interface).

In situations where multiple VMkernel adapters are configured on the same IP network, it is

recommended to use software iSCSI port binding on the ESXi hosts to ensure that load

balancing across the adapters occurs. Refer to KB article Considerations for using software

iSCSI port binding in ESX/ESXi (2038869).

For additional information on using VMFS iSCSI datastores with VMware refer to vSphere VMFS Datastore -

iSCSI Storage backend with ONTAP.

Deployment Steps

To deploy ONTAP Tools and use it to create a vVols datastore on the VCF management domain, complete the

following steps:
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Create SVM and LIFs on ONTAP storage system

The following step is performed in ONTAP System Manager.
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Create the storage VM and LIFs

Complete the following steps to create an SVM together with multiple LIFs for iSCSI traffic.

1. From ONTAP System Manager navigate to Storage VMs in the left-hand menu and click on + Add to

start.

 

2. In the Add Storage VM wizard provide a Name for the SVM, select the IP Space and then, under

Access Protocol, click on the iSCSI tab and check the box to Enable iSCSI.
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3. In the Network Interface section fill in the IP address, Subnet Mask, and Broadcast Domain and

Port for the first LIF. For subsequent LIFs the checkbox may be enabled to use common settings

across all remaining LIFs or use separate settings.

For multipathing and failover across multiple paths, NetApp recommends having a

minimum of two LIFs per storage node in separate Ethernet networks for all SVMs in

iSCSI configurations.
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4. Choose whether to enable the Storage VM Administration account (for multi-tenancy environments)

and click on Save to create the SVM.

Set up networking for iSCSI on ESXi hosts

The following steps are performed on the VI Workload Domain cluster using the vSphere client. In this case

vCenter Single Sign-On is being used so the vSphere client is common across the management and workload

domains.
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Create Distributed Port Groups for iSCSI traffic

Complete the following to create a new distributed port group for each iSCSI network:

1. From the vSphere client , navigate to Inventory > Networking for the workload domain. Navigate to

the existing Distributed Switch and choose the action to create New Distributed Port Group….

 

2. In the New Distributed Port Group wizard fill in a name for the new port group and click on Next to

continue.

3. On the Configure settings page fill out all settings. If VLANs are being used be sure to provide the

correct VLAN ID. Click on Next to continue.
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4. On the Ready to complete page, review the changes and click on Finish to create the new

distributed port group.

5. Repeat this process to create a distributed port group for the second iSCSI network being used and

ensure you have input the correct VLAN ID.

6. Once both port groups have been created, navigate to the first port group and select the action to Edit

settings….
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7. On Distributed Port Group - Edit Settings page, navigate to Teaming and failover in the left-hand

menu and click on uplink2 to move it down to Unused uplinks.

8. Repeat this step for the second iSCSI port group. However, this time move uplink1 down to Unused

uplinks.
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Create VMkernel adapters on each ESXi host

Repeat this process on each ESXi host in the workload domain.

1. From the vSphere client navigate to one of the ESXi hosts in the workload domain inventory. From the

Configure tab select VMkernel adapters and click on Add Networking… to start.

 

2. On the Select connection type window choose VMkernel Network Adapter and click on Next to

continue.

 

3. On the Select target device page, choose one of the distributed port groups for iSCSI that was

created previously.
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4. On the Port properties page keep the defaults and click on Next to continue.

 

5. On the IPv4 settings page fill in the IP address, Subnet mask, and provide a new Gateway IP

address (only if required). Click on Next to continue.
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6. Review the your selections on the Ready to complete page and click on Finish to create the

VMkernel adapter.

 

7. Repeat this process to create a VMkernel adapter for the second iSCSI network.
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Deploy and use ONTAP Tools to configure storage

The following steps are performed on the VCF management domain cluster using the vSphere client and

involve deploying ONTAP Tools, creating a vVols iSCSI datastore, and migrating management VM’s to the new

datastore.

For VI workload domains, ONTAP Tools is installed to the VCF Management Cluster but registered with the

vCenter associated with the VI workload domain.

For additional information on deploying and using ONTAP Tools in a multiple vCenter environment refer to

Requirements for registering ONTAP tools in multiple vCenter Servers environment.
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Deploy ONTAP tools for VMware vSphere

ONTAP tools for VMware vSphere is deployed as a VM appliance and provides an integrated vCenter UI

for managing ONTAP storage.

Complete the following to Deploy ONTAP tools for VMware vSphere:

1. Obtain the ONTAP tools OVA image from the NetApp Support site and download to a local folder.

2. Log into the vCenter appliance for the VCF management domain.

3. From the vCenter appliance interface right-click on the management cluster and select Deploy OVF

Template…

 

4. In the Deploy OVF Template wizard click the Local file radio button and select the ONTAP tools OVA

file downloaded in the previous step.
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5. For steps 2 through 5 of the wizard select a name and folder for the VM, select the compute resource,

review the details, and accept the license agreement.

6. For the storage location of the configuration and disk files, select the vSAN datastore of the VCF

management domain cluster.

 

7. On the Select network page select the network used for management traffic.
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8. On the Customize template page fill out all required information:

◦ Password to be used for administrative access to ONTAP Tools.

◦ NTP server IP address.

◦ ONTAP Tools maintenance account password.

◦ ONTAP Tools Derby DB password.

◦ Do not check the box to Enable VMware Cloud Foundation (VCF). VCF mode is not required for

deploying supplemental storage.

◦ FQDN or IP address of the vCenter appliance for the VI Workload Domain

◦ Credentials for the vCenter appliance of the VI Workload Domain

◦ Provide the required network properties fields.

Click on Next to continue.
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9. Review all information on the Ready to complete page and the click Finish to begin deploying the

ONTAP Tools appliance.
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Add a storage system to ONTAP Tools.

1. Access NetApp ONTAP Tools by selecting it from the main menu in the vSphere client.

 

2. From the INSTANCE drop down menu in the ONTAP Tool interface, select the ONTAP Tools instance

associated with the workload domain to be managed.
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3. In ONTAP Tools select Storage Systems from the left hand menu and then press Add.

 

4. Fill out the IP Address, credentials of the storage system and the port number. Click on Add to start

the discovery process.

vVol requires ONTAP cluster credentials rather than SVM credentials. For more

information refer to Add storage systems In the ONTAP Tools documentation.
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Create a storage capability profile in ONTAP Tools

Storage capability profiles describe the features provided by a storage array or storage system. They

include quality of service definitions and are used to select storage systems that meet the parameters

defined in the profile. One of the provided profiles can be used or new ones can be created.

To create a storage capability profile in ONTAP Tools complete the following steps:

1. In ONTAP Tools select Storage capability profile from the left-hand menu and then press Create.

2. In the Create Storage Capability profile wizard provide a name and description of the profile and

click on Next.

3. Select the platform type and to specify the storage system is to be an All-Flash SAN Array set

Asymmetric to false.
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4. Next, select choice of protocol or Any to allow all possible protocols. Click Next to continue.

5. The performance page allows setting of quality of service in form of minimum and maximum IOPs

allowed.
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6. Complete the storage attributes page selecting storage efficiency, space reservation, encryption and

any tiering policy as needed.

7. Finally, review the summary and click on Finish to create the profile.
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Create a vVols datastore in ONTAP Tools

To create a vVols datastore in ONTAP Tools complete the following steps:

1. In ONTAP Tools select Overview and from the Getting Started tab click on Provision to start the

wizard.

2. On the General page of the New Datastore wizard select the vSphere datacenter or cluster

destination. Select vVols as the datastore type, fill out a name for the datastore, and select iSCSI as

the protocol. Click on Next to continue.

3. On the Storage system page select the select a storage capability profile, the storage system and

SVM. Click on Next to continue.
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4. On the Storage attributes page select to create a new volume for the datastore and fill out the

storage attributes of the volume to be created. Click on Add to create the volume and then Next to

continue.

5. Finally, review the summary and click on Finish to start the vVol datastore creation process.
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Additional information

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

Add NFS and vVols as supplemental storage to VI workload domains using ONTAP
tools for VMware vSphere

In this use case we outline the procedure to use ONTAP Tools for VMware to add NFS

and vVols datastores as supplemental storage for a VMware Cloud Foundation (VCF)

Virtual Infrastructure (VI) workload domain. This procedure summarizes deploying

ONTAP Tools for VMware vSphere, configuring a Storage Virtual Machine (SVM) with

NFS logical interfaces, and provisioning both NFS and vVols datastores.

NFS is used as the storage protocol for the vVols datastore.

Benefits of NFS

Simplicity and Ease of Use: NFS is straightforward to set up and manage, making it an excellent choice for

environments that require quick and easy file sharing.

Scalability: ONTAP’s architecture allows NFS to scale efficiently, supporting growing data needs without

significant changes to the infrastructure.

Flexibility: NFS supports a wide range of applications and workloads, making it versatile for various use

cases, including virtualized environments.

For more information, refer to the NFS v3 Reference Guide for vSphere 8.

Scenario Overview

This scenario covers the following high level steps:
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• Create a storage virtual machine (SVM) with logical interfaces (LIFs) for NFS traffic.

• Create a distributed port group for the NFS network on the VI workload domain.

• Create a vmkernel adapter for NFS on the ESXi hosts for the VI workload domain.

• Deploy ONTAP Tools on the VI workload domain.

• Create a new NFS datastore on the VI workload domain.

• Create a new vVols datastore on the VI workload domain.

Prerequisites

This scenario requires the following components and configurations:

• An ONTAP AFF or FAS storage system with physical data ports on ethernet switches dedicated to storage

traffic.

• VCF management domain deployment is complete and the vSphere client is accessible.

• A VI workload domain has been previously deployed.

NetApp recommends a redundant network designs for NFS, providing fault tolerance for storage systems,

switches, networks adapters and host systems. It is common to deploy NFS with a single subnet or multiple

subnets depending on the architectural requirements.

Refer to Best Practices For Running NFS with VMware vSphere for detailed information specific to VMware

vSphere.

For network guidance on using ONTAP with VMware vSphere refer to the Network configuration - NFS section

of the NetApp enterprise applications documentation.

This documentation demonstrates the process of creating a new SVM and specifying the IP address

information to create multiple LIFs for NFS traffic. To add new LIFs to an existing SVM refer to Create a LIF

(network interface).

For complete information on using NFS with vSphere clusters, refer to the NFS v3 Reference Guide for

vSphere 8.
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Deployment Steps

To deploy ONTAP Tools and use it to create a vVols and NFS datastore on the VCF management domain,

complete the following steps:

Create SVM and LIFs on ONTAP storage system

The following step is performed in ONTAP System Manager.
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Create the storage VM and LIFs

Complete the following steps to create an SVM together with multiple LIFs for NFS traffic.

1. From ONTAP System Manager navigate to Storage VMs in the left-hand menu and click on + Add to

start.

 

2. In the Add Storage VM wizard provide a Name for the SVM, select the IP Space and then, under

Access Protocol, click on the SMB/CIFS, NFS, S3 tab and check the box to Enable NFS.
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It is not necessary to check the Allow NFS client access button here as Ontap Tools

for VMware vSphere will be used to automate the datastore deployment process. This

includes providing client access for the ESXi hosts.

 

3. In the Network Interface section fill in the IP address, Subnet Mask, and Broadcast Domain and

Port for the first LIF. For subsequent LIFs the checkbox may be enabled to use common settings

across all remaining LIFs or use separate settings.
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4. Choose whether to enable the Storage VM Administration account (for multi-tenancy environments)

and click on Save to create the SVM.

Set up networking for NFS on ESXi hosts

The following steps are performed on the VI Workload Domain cluster using the vSphere client. In this case

vCenter Single Sign-On is being used so the vSphere client is common across the management and workload

domains.
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Create a Distributed Port Group for NFS traffic

Complete the following to create a new distributed port group for the network to carry NFS traffic:

1. From the vSphere client , navigate to Inventory > Networking for the workload domain. Navigate to

the existing Distributed Switch and choose the action to create New Distributed Port Group….

 

2. In the New Distributed Port Group wizard fill in a name for the new port group and click on Next to

continue.

3. On the Configure settings page fill out all settings. If VLANs are being used be sure to provide the

correct VLAN ID. Click on Next to continue.
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4. On the Ready to complete page, review the changes and click on Finish to create the new

distributed port group.

5. Once the port group has been created, navigate to the port group and select the action to Edit

settings….
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6. On Distributed Port Group - Edit Settings page, navigate to Teaming and failover in the left-hand

menu. Enable teaming for the Uplinks to be used for NFS traffic by ensuring they are together in the

Active uplinks area. Move any unused uplinks down to Unused uplinks.
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7. Repeat this process for each ESXi host in the cluster.
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Create a VMkernel adapter on each ESXi host

Repeat this process on each ESXi host in the workload domain.

1. From the vSphere client navigate to one of the ESXi hosts in the workload domain inventory. From the

Configure tab select VMkernel adapters and click on Add Networking… to start.

 

2. On the Select connection type window choose VMkernel Network Adapter and click on Next to

continue.

 

3. On the Select target device page, choose one of the distributed port groups for NFS that was

created previously.
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4. On the Port properties page keep the defaults (no enabled services) and click on Next to continue.

5. On the IPv4 settings page fill in the IP address, Subnet mask, and provide a new Gateway IP

address (only if required). Click on Next to continue.

 

6. Review the your selections on the Ready to complete page and click on Finish to create the
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VMkernel adapter.

Deploy and use ONTAP Tools to configure storage

The following steps are performed on the VCF management domain cluster using the vSphere client and

involve deploying OTV, creating a vVols NFS datastore, and migrating management VM’s to the new datastore.

For VI workload domains, OTV is installed to the VCF Management Cluster but registered with the vCenter

associated with the VI workload domain.

For additional information on deploying and using ONTAP Tools in a multiple vCenter environment refer to

Requirements for registering ONTAP tools in multiple vCenter Servers environment.

147

https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere/configure/concept_requirements_for_registering_vsc_in_multiple_vcenter_servers_environment.html


Deploy ONTAP tools for VMware vSphere

ONTAP tools for VMware vSphere (OTV) is deployed as a VM appliance and provides an integrated

vCenter UI for managing ONTAP storage.

Complete the following to Deploy ONTAP tools for VMware vSphere:

1. Obtain the ONTAP tools OVA image from the NetApp Support site and download to a local folder.

2. Log into the vCenter appliance for the VCF management domain.

3. From the vCenter appliance interface right-click on the management cluster and select Deploy OVF

Template…

 

4. In the Deploy OVF Template wizard click the Local file radio button and select the ONTAP tools OVA

file downloaded in the previous step.
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5. For steps 2 through 5 of the wizard select a name and folder for the VM, select the compute resource,

review the details, and accept the license agreement.

6. For the storage location of the configuration and disk files, select the vSAN datastore of the VCF

management domain cluster.

 

7. On the Select network page select the network used for management traffic.
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8. On the Customize template page fill out all required information:

◦ Password to be used for administrative access to OTV.

◦ NTP server IP address.

◦ OTV maintenance account password.

◦ OTV Derby DB password.

◦ Do not check the box to Enable VMware Cloud Foundation (VCF). VCF mode is not required for

deploying supplemental storage.

◦ FQDN or IP address of the vCenter appliance for the VI Workload Domain

◦ Credentials for the vCenter appliance of the VI Workload Domain

◦ Provide the required network properties fields.

Click on Next to continue.
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9. Review all information on the Ready to complete page and the click Finish to begin deploying the

OTV appliance.
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Add a storage system to ONTAP Tools.

1. Access NetApp ONTAP Tools by selecting it from the main menu in the vSphere client.

 

2. From the INSTANCE drop down menu in the ONTAP Tool interface, select the OTV instance

associated with the workload domain to be managed.
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3. In ONTAP Tools select Storage Systems from the left hand menu and then press Add.

 

4. Fill out the IP Address, credentials of the storage system and the port number. Click on Add to start

the discovery process.
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Create an NFS datastore in ONTAP Tools

Complete the following steps to deploy an ONTAP datastore, running on NFS, using ONTAP Tools.

1. In ONTAP Tools select Overview and from the Getting Started tab click on Provision to start the

wizard.

 

2. On the General page of the New Datastore wizard select the vSphere datacenter or cluster

destination. Select NFS as the datastore type, fill out a name for the datastore, and select the

protocol. Choose whether to use FlexGroup volumes and whether to use a storage capability file for

provisioning. Click on Next to continue.

Note: Selecting to Distribute datastore data across the cluster will create the underlying volume as

a FlexGroup volume which precludes the use of Storage Capability Profiles. Refer to Supported and

unsupported configurations for FlexGroup volumes for more information on using FlexGroup Volumes.
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3. On the Storage system page select the select a storage capability profile, the storage system and

SVM. Click on Next to continue.

 

4. On the Storage attributes page select the aggregate to use and then click on Next to continue.

 

5. Finally, review the Summary and click on Finish to begin creating the NFS datastore.
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Create a vVols datastore in ONTAP Tools

To create a vVols datastore in ONTAP Tools complete the following steps:

1. In ONTAP Tools select Overview and from the Getting Started tab click on Provision to start the

wizard.

2. On the General page of the New Datastore wizard select the vSphere datacenter or cluster

destination. Select vVols as the datastore type, fill out a name for the datastore, and select NFS as

the protocol. Click on Next to continue.

3. On the Storage system page select the select a storage capability profile, the storage system and

SVM. Click on Next to continue.
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4. On the Storage attributes page select to create a new volume for the datastore and fill out the

storage attributes of the volume to be created. Click on Add to create the volume and then Next to

continue.

5. Finally, review the Summary and click on Finish to start the vVol datastore creation process.
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Additional information

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

Add NVMe over TCP as supplemental storage to VI workload domains

In this use case we outline the procedure to use ONTAP Tools for VMware to configure

NVMe over TCP (NVMe/TCP) as supplemental storage for a VMware Cloud Foundation

(VCF) Virtual Infrastructure (VI) workload domain. This procedure summarizes setting up

an NVMe/TCP-enabled Storage Virtual Machine (SVM), creating NVMe namespaces,

configuring ESXi host networking, and deploying a VMFS datastore.

Benefits of NVMe over TCP

High Performance: Delivers exceptional performance with low latency and high data transfer rates. This is

crucial for demanding applications and large-scale data operations.

Scalability: Supports scalable configurations, allowing IT administrators to expand their infrastructure

seamlessly as data requirements grow.

Cost Effective: Runs over standard ethernet switches and is encapsulated inside TCP datagrams. No special

equipment required to implement.

For more information on the benefits of NVMe, refer to What is NVME?

Scenario Overview

This scenario covers the following high level steps:

• Create a storage virtual machine (SVM) with logical interfaces (LIFs) for NVMe/TCP traffic.

• Create distributed port groups for iSCSI networks on the VI workload domain.
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• Create vmkernel adapters for iSCSI on the ESXi hosts for the VI workload domain.

• Add NVMe/TCP adapters on ESXi hosts.

• Deploy NVMe/TCP datastore.

Prerequisites

This scenario requires the following components and configurations:

• An ONTAP AFF or ASA storage system with physical data ports on ethernet switches dedicated to storage

traffic.

• VCF management domain deployment is complete and the vSphere client is accessible.

• A VI workload domain has been previously deployed.

NetApp recommends fully redundant network designs for NVMe/TCP. The following diagram illustrates an

example of a redundant configuration, providing fault tolerance for storage systems, switches, networks

adapters and host systems. Refer to the NetApp SAN configuration reference for additional information.

For multipathing and failover across multiple paths, NetApp recommends having a minimum of two LIFs per

storage node in separate ethernet networks for all SVMs in NVMe/TCP configurations.

This documentation demonstrates the process of creating a new SVM and specifying the IP address

information to create multiple LIFs for NVMe/TCP traffic. To add new LIFs to an existing SVM refer to Create a
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LIF (network interface).

For additional information on NVMe design considerations for ONTAP storage systems, refer to NVMe

configuration, support and limitations.

Deployment Steps

To create a VMFS datastore on a VCF workload domain using NVMe/TCP, complete the following steps.

Create SVM, LIFs and NVMe Namespace on ONTAP storage system

The following step is performed in ONTAP System Manager.
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Create the storage VM and LIFs

Complete the following steps to create an SVM together with multiple LIFs for NVMe/TCP traffic.

1. From ONTAP System Manager navigate to Storage VMs in the left-hand menu and click on + Add to

start.

 

2. In the Add Storage VM wizard provide a Name for the SVM, select the IP Space and then, under

Access Protocol, click on the NVMe tab and check the box to Enable NVMe/TCP.
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3. In the Network Interface section fill in the IP address, Subnet Mask, and Broadcast Domain and

Port for the first LIF. For subsequent LIFs the checkbox may be enabled to use common settings

across all remaining LIFs, or use separate settings.

For multipathing and failover across multiple paths, NetApp recommends having a

minimum of two LIFs per storage node in separate Ethernet networks for all SVMs in

NVMe/TCP configurations.
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4. Choose whether to enable the Storage VM Administration account (for multi-tenancy environments)

and click on Save to create the SVM.
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Create the NVMe Namespace

NVMe namespaces are analogous to LUNs for iSCSi or FC. The NVMe Namespace must be created

before a VMFS datastore can be deployed from the vSphere Client. To create the NVMe namespace, the

NVMe Qualified Name (NQN) must first be obtained from each ESXi host in the cluster. The NQN is used

by ONTAP to provide access control for the namespace.

Complete the following steps to create an NVMe Namespace:

1. Open an SSH session with an ESXi host in the cluster to obtain its NQN. Use the following command

from the CLI:

esxcli nvme info get

An output similar to the following should be displayed:

Host NQN: nqn.2014-08.com.netapp.sddc:nvme:vcf-wkld-esx01

2. Record the NQN for each ESXi host in the cluster

3. From ONTAP System Manager navigate to NVMe Namespaces in the left-hand menu and click on +

Add to start.

 

4. On the Add NVMe Namespace page, fill in a name prefix, the number of namespaces to create, the

size of the namespace, and the host operating system that will be accessing the namespace. In the
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Host NQN section create a comma separated list of the NQN’s previously collected from the ESXi

hosts that will be accessing the namespaces.

Click on More Options to configure additional items such as the snapshot protection policy. Finally, click

on Save to create the NVMe Namespace.

+

Set up networking and NVMe software adapters on ESXi hosts

The following steps are performed on the VI workload domain cluster using the vSphere client. In this case

vCenter Single Sign-On is being used so the vSphere client is common to both the management and workload

domains.
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Create Distributed Port Groups for NVME/TCP traffic

Complete the following to create a new distributed port group for each NVMe/TCP network:

1. From the vSphere client , navigate to Inventory > Networking for the workload domain. Navigate to

the existing Distributed Switch and choose the action to create New Distributed Port Group….

 

2. In the New Distributed Port Group wizard fill in a name for the new port group and click on Next to

continue.

3. On the Configure settings page fill out all settings. If VLANs are being used be sure to provide the

correct VLAN ID. Click on Next to continue.
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4. On the Ready to complete page, review the changes and click on Finish to create the new

distributed port group.

5. Repeat this process to create a distributed port group for the second NVMe/TCP network being used

and ensure you have input the correct VLAN ID.

6. Once both port groups have been created, navigate to the first port group and select the action to Edit

settings….
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7. On Distributed Port Group - Edit Settings page, navigate to Teaming and failover in the left-hand

menu and click on uplink2 to move it down to Unused uplinks.

8. Repeat this step for the second NVMe/TCP port group. However, this time move uplink1 down to
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Unused uplinks.
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Create VMkernel adapters on each ESXi host

Repeat this process on each ESXi host in the workload domain.

1. From the vSphere client navigate to one of the ESXi hosts in the workload domain inventory. From the

Configure tab select VMkernel adapters and click on Add Networking… to start.

 

2. On the Select connection type window choose VMkernel Network Adapter and click on Next to

continue.

 

3. On the Select target device page, choose one of the distributed port groups for iSCSI that was

created previously.
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4. On the Port properties page click the box for NVMe over TCP and click on Next to continue.
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5. On the IPv4 settings page fill in the IP address, Subnet mask, and provide a new Gateway IP

address (only if required). Click on Next to continue.

 

6. Review the your selections on the Ready to complete page and click on Finish to create the

VMkernel adapter.
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7. Repeat this process to create a VMkernel adapter for the second iSCSI network.
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Add NVMe over TCP adapter

Each ESXi host in the workload domain cluster must have an NVMe over TCP software adapter installed

for every established NVMe/TCP network dedicated to storage traffic.

To install NVMe over TCP adapters and discover the NVMe controllers, complete the following steps:

1. In the vSphere client navigate to one of the ESXi hosts in the workload domain cluster. From the

Configure tab click on Storage Adapters in the menu and then, from the Add Software Adapter

drop-down menu, select Add NVMe over TCP adapter.

 

2. In the Add Software NVMe over TCP adapter window, access the Physical Network Adapter drop-

down menu and select the correct physical network adapter on which to enable the NVMe adapter.
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3. Repeat this process for the second network assigned to NVMe over TCP traffic, assigning the correct

physical adapter.

4. Select one of the newly installed NVMe over TCP adapters and, on the Controllers tab, select Add

Controller.

 

5. In the Add controller window, select the Automatically tab and complete the following steps.

◦ Fill in an IP addresses for one of the SVM logical interfaces on the same network as the physical

adapter assigned to this NVMe over TCP adapter.

◦ Click on the Discover Controllers button.

◦ From the list of discovered controllers, click the check box for the two controllers with network

addresses aligned with this NVMe over TCP adapter.

◦ Click on the OK button to add the selected controllers.
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6. After a few seconds you should see the NVMe namespace appear on the Devices tab.
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7. Repeat this procedure to create an NVMe over TCP adapter for the second network established for

NVMe/TCP traffic.
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Deploy NVMe over TCP datastore

To create a VMFS datastore on the NVMe namespace, complete the following steps:

1. In the vSphere client navigate to one of the ESXi hosts in the workload domain cluster. From the

Actions menu select Storage > New Datastore….

 

2. In the New Datastore wizard, select VMFS as the type. Click on Next to continue.

3. On the Name and device selection page, provide a name for the datastore and select the NVMe

namespace from the list of available devices.
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4. On the VMFS version page select the version of VMFS for the datastore.

5. On the Partition configuration page, make any desired changes to the default partition scheme.

Click on Next to continue.

181



 

6. On the Ready to complete page, review the summary and click on Finish to create the datastore.

7. Navigate to the new datastore in inventory and click on the Hosts tab. If configured correctly, all ESXi

hosts in the cluster should be listed and have access to the new datastore.

 

Additional information

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.
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Add an FC-based VMFS datastore as supplemental storage to VI workload domains

In this use case we outline the procedure to configure a VMFS datastore using Fiber

Channel (FC) as supplemental storage for a VMware Cloud Foundation (VCF) Virtual

Infrastructure (VI) workload domain. This procedure summarizes deploying ONTAP Tools

for VMware vSphere, registering the VI workload vCenter server, defining the storage

backend, and provisioning the FC datastore.

Benefits of Fibre Channel

High Performance: FC provides high-speed data transfer rates, making it ideal for applications requiring fast

and reliable access to large amounts of data.

Low Latency: Very low latency, which is crucial for performance-sensitive applications like databases and

virtualized environments.

Reliability: FC networks are known for their robustness and reliability, with features like built-in redundancy

and error correction.

Dedicated Bandwidth: FC provides dedicated bandwidth for storage traffic, reducing the risk of network

congestion.

For more information on using Fibre Channel with NetApp storage systems, refer to SAN Provisioning with FC.

Scenario Overview

VCF Supplemental datastore is provisoned as part of day-2 operations using vCenter.

This scenario covers the following high level steps:

• Deployment of ONTAP tools on management domain

• Register VI workload vCenter servers to ONTAP tools

• Define Storage backend on ONTAP tools plugin for VMware vSphere

• Provision VMFS on FC transport

Prerequisites

This scenario requires the following components and configurations:

• An ONTAP AFF or ASA storage system with FC ports connected to FC switches.

• SVM created with FC lifs.

• vSphere with FC HBAs connected to FC switches.

• Single initiator-target zoning is configured on FC switches.

Use SVM FC logical interface in zone configuration rather than physical FC ports on ONTAP

systems.

NetApp recommends multipath for FC LUNs.

For complete information on configuring fibre channel on ONTAP storage systems, refer to SAN storage

management in the ONTAP 9 documentation.
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For more information on using VMFS with ONTAP storage systems, refer to the Deployment Guide for VMFS.

Deployment Steps for VI workload domain

To deploy ONTAP Tools and use it to create a VMFS datastore on the VCF VI workload domain, complete the

following steps:

• Register VI workload vCenter to enable the vCenter Plugin

• Define Storage backend using vSphere client interface

• Provision VMFS on FC

Additional information

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

Video demo for this solution

VMFS(FC) Datastore as Supplemental Storage for VCF Management Domain

Protect VCF with SnapCenter

Learn about protecting VCF workload domains with SnapCenter plug-in for VMware
vSphere

Learn about the NetApp solutions you can use to protect VMware Cloud Foundation

(VCF) workloads with SnapCenter Plug-in for VMware vSphere. This plug-in simplifies

backup and recovery, ensuring application-consistent backups, and optimizing storage

with NetApp’s efficiency technologies.

It supports automated workflows, and scalable operations while providing seamless integration with the

vSphere client. With SnapMirror replication providing secondary backup on-premises or to the cloud, it offers

robust data protection and operational efficiency in virtualized environments.

Please refer to the following solutions for more details.

• Protect VCF Workload Domain

• Protect VCF Multiple Workload Domains

• Protect VCF Workload Domain with NVMe

• 3-2-1 Data Protection for VMware with SnapCenter Plug-in and BlueXP backup and recovery for VMs

Protect a VCF workload domain with SnapCenter plug-in for VMware vSphere

In this use case we outline the procedure to use the SnapCenter plug-in for VMware

vSphere to back up and restore VMs and datastores in a VMware Cloud Foundation

(VCF) workload domain. This procedure summarizes deploying SnapCenter plug-in for

VMware vSphere, adding storage systems, creating backup policies, and performing

restores of VMs and files.

184

https://docs.netapp.com/us-en/netapp-solutions-virtualization/vmware/vmw-vmfs-deploy.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/configure/add-vcenter.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/configure/add-storage-backend.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/configure/create-datastore.html
https://docs.netapp.com/us-en/ontap
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-5-2-and-earlier/5-2.html
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=3135c36f-3a13-4c95-aac9-b2a0001816dc


iSCSI is used as the storage protocol for the VMFS datastore in this solution.

Scenario Overview

This scenario covers the following high level steps:

• Deploy the SnapCenter Plug-in for VMware vSphere (SCV) on the VI workload domain.

• Add storage systems to SCV.

• Create backup policies in SCV.

• Create Resource Groups in SCV.

• Use SCV to backup datastores or specific VMs.

• Use SCV to restores VMs to an alternate location in the cluster.

• Use SCV to restores files to a windows file system.

Prerequisites

This scenario requires the following components and configurations:

• An ONTAP ASA storage system with iSCSI VMFS datastores allocated to the workload domain cluster.

• A secondary ONTAP storage system configured to received secondary backups using SnapMirror.

• VCF management domain deployment is complete and the vSphere client is accessible.

• A VI workload domain has been previously deployed.

• Virtual machines are present on the cluster SCV is designated to protect.

For information on configuring iSCSI VMFS datastores as supplemental storage refer to iSCSI as

supplemental storage for Management Domains using ONTAP Tools for VMware in this documentation.

The process for using OTV to deploy datastores is identical for management and workload domains.

In addition to replicating backups taken with SCV to secondary storage, offsite copies of data

can be made to object storage on one of the three (3) leading cloud providers using NetApp

BlueXP backup and recovery for VMs. For more information refer to the solution 3-2-1 Data

Protection for VMware with SnapCenter Plug-in and BlueXP backup and recovery for VMs.
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Deployment Steps

To deploy the SnapCenter Plug-in and use it to create backups, and restore VMs and datastores, complete the

following steps:

Deploy and use SCV to protect data in a VI workload domain

Complete the following steps to deploy, configure, and use SCV to protect data in a VI workload domain:
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Deploy the SnapCenter Plug-in for VMware vSphere

The SnapCenter Plug-in is hosted on the VCF management domain but registered to the vCenter for the

VI workload domain. One SCV instance is required for each vCenter instance and, keep in mind that, a

Workload domain can include multiple clusters managed by a single vCenter instance.

Complete the following steps from the vCenter client to deploy SCV to the VI workload domain:

1. Download the OVA file for the SCV deployment from the download area of the NetApp support site

HERE.

2. From the management domain vCenter Client, select to Deploy OVF Template….

 

3. In the Deploy OVF Template wizard, click on the Local file radio button and then select to upload the

previously downloaded OVF template. Click on Next to continue.
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4. On the Select name and folder page, provide a name for the SCV data broker VM and a folder on

the management domain. Click on Next to continue.

5. On the Select a compute resource page, select the management domain cluster or specific ESXi

host within the cluster to install the VM to.

6. Review information pertaining to the OVF template on the Review details page and agree to the

licensing terms on the Licensing agreements page.

7. On the Select storage page choose the datastore which the VM will be installed to and select the

virtual disk format and VM Storage Policy. In this solution, the VM will be installed on an iSCSI

VMFS datastore located on an ONTAP storage system, as previously deployed in a separate section

of this documentation. Click on Next to continue.
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8. On the Select network page, select the management network that is able to communicate with the

workload domain vCenter appliance and both the primary and secondary ONTAP storage systems.

 

9. On the Customize template page fill out all information required for the deployment:

◦ FQDN or IP, and credentials for the workload domain vCenter appliance.

◦ Credentials for the SCV administrative account.

◦ Credentials for the SCV maintenance account.

◦ IPv4 Network Properties details (IPv6 can also be used).

◦ Date and Time settings.

Click on Next to continue.

189



190



 

10. Finally, on the Ready to complete page, review all settings and click on Finish to start the

deployment.
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Add Storage Systems to SCV

Once the SnapCenter Plug-in is installed complete the following steps to add storage systems to SCV:

1. SCV can be accessed from the main menu in the vSphere Client.

 

2. At the top of the SCV UI interface, select the correct SCV instance that matches the vSphere cluster

to be protected.
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3. Navigate to Storage Systems in the left-hand menu and click on Add to get started.

 

4. On the Add Storage System form, fill in the IP address and credentials of the ONTAP storage

system to be added, and click on Add to complete the action.
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5. Repeat this procedure for any additional storage systems to be managed, including any systems to be

used as secondary backup targets.
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Configure backup policies in SCV

For more information on creating SCV backup policies refer to Create backup policies for VMs and

datastores.

Complete the following steps to create a new backup policy:

1. From the left-hand menu select Policies and click on Create to begin.

 

2. On the New Backup Policy form, provide a Name and Description for the policy, the Frequency at

which the backups will take place, and the Retention period which specifies how long the backup is

retained.

Locking Period enables the ONTAP SnapLock feature to create tamper proof snapshots and allows

configuration of the locking period.

For Replication Select to update the underlying SnapMirror or SnapVault relationships for the ONTAP

storage volume.

SnapMirror and SnapVault replication are similar in that they both utilize ONTAP

SnapMirror technology to asynchronously replicate storage volumes to a secondary

storage system for increased protection and security. For SnapMirror relationships, the

retention schedule specified in the SCV backup policy will govern retention for both the

primary and secondary volume. With SnapVault relationships, a separate retention

schedule can be established on the secondary storage system for longer term or

differing retention schedules. In this case the snapshot label is specified in the SCV

backup policy and in the policy associated with the secondary volume, to identify which

volumes to apply the independent retention schedule to.

Choose any additional advanced options and click on Add to create the policy.
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Create resource groups in SCV

For more information on creating SCV Resource Groups refer to Create resource groups.

Complete the following steps to create a new resource group:

1. From the left-hand menu select Resource Groups and click on Create to begin.

 

2. On the General info & notification page, provide a name for for the resource group, notification

settings, and any additional options for the naming of the snapshots.

3. On the Resource page select the datastores and VM’s to be protected in the resource group. Click on

Next to continue.

Even when only specific VMs are selected, the entire datastore is always backed up.

This is because ONTAP takes snapshots of the volume hosting the datastore.

However, note that selecting only specific VMs for backup limits the ability to restore to

only those VMs.
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4. On the Spanning disks page select the option for how to handle VMs with VMDK’s that span multiple

datastores. Click on Next to continue.
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5. On the Policies page select a previously created policy or multiple policies that will be used with this

resource group. Click on Next to continue.
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6. On the Schedules page establish for when the backup will run by configuring the recurrence and time

of day. Click on Next to continue.
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7. Finally review the Summary and click on Finish to create the resource group.
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8. With the resource group created click on the Run Now button to run the first backup.

 

9. Navigate to the Dashboard and, under Recent Job Activities click on the number next to Job ID to

open the job monitor and view the progress of the running job.
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Use SCV to restore VMs, VMDKs and files

The SnapCenter Plug-in allows restores of VMs, VMDKs, files, and folders from primary or secondary backups.

VMs can be restored to the original host, or to an alternate host in the same vCenter Server, or to an alternate

ESXi host managed by the same vCenter or any vCenter in linked mode.

vVol VMs can be restored to the original host.

VMDKs in traditional VMs can be restored to either the original or to an alternate datastore.

VMDKs in vVol VMs can be restored to the original datastore.

Individual files and folders in a guest file restore session can be restored, which attaches a backup copy of a

virtual disk and then restores the selected files or folders.

Complete the following steps to restore VMs, VMDKs or individual folders.
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Restore VMs using SnapCenter Plug-in

Complete the following steps to restore a VM with SCV:

1. Navigate to the VM to be restored in the vSphere client, right click and navigate to SnapCenter Plug-

in for VMware vSphere. Select Restore from the sub-menu.
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An alternative is to navigate to the datastore in inventory and then under the Configure

tab go to SnapCenter Plug-in for VMware vSphere > Backups. From the chosen

backup, select the VMs to be restored.

 

2. In the Restore wizard select the backup to be used. Click on Next to continue.

 

3. On the Select scope page fill out all required fields:
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◦ Restore scope - Select to restore the entire virtual machine.

◦ Restart VM - Choose whether to start the VM after the restore.

◦ Restore Location - Choose to restore to the original location or to an alternate location. When

choosing alternate location select the options from each of the fields:

▪ Destination vCenter Server - local vCenter or alternate vCenter in linked mode

▪ Destination ESXi host

▪ Network

▪ VM name after restore

▪ Select datastore:

 

Click on Next to continue.

4. On the Select location page, choose to restore the VM from the primary or secondary ONTAP

storage system. Click on Next to continue.
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5. Finally, review the Summary and click on Finish to start the restore job.

 

6. The restore job progress can be monitored from the Recent Tasks pane in the vSphere Client and

from the job monitor in SCV.
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Restore VMDKs using SnapCenter Plug-in

ONTAP Tools allows full restore of VMDK’s to their original location or the ability to attach a VMDK as a

new disk to a host system. In this scenario a VMDK will be attached to a Windows host in order to access

the file system.

To attach a VMDK from a backup, complete the following steps:

1. In the vSphere Client navigate to a VM and, from the Actions menu, select SnapCenter Plug-in for

VMware vSphere > Attach Virtual Disk(s).

 

2. In the Attach Virtual Disk(s) wizard, select the backup instance to be used and the particular VMDK

to be attached.
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Filter options can be used to locate backups and to display backups from both primary

and secondary storage systems.
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3. After selecting all options, click on the Attach button to begin the restore process and attached the

VMDK to the host.

4. Once the attach procedure is complete the disk can be accessed from the OS of the host system. In

this case SCV attached the disk with its NTFS file system to the E: drive of our Windows SQL Server

and the SQL database files on the file system are accessible through File Explorer.
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Guest File System Restore using SnapCenter Plug-in

ONTAP Tools features guest file system restores from a VMDK on Windows Server OSes. This is

preformed centrally from the SnapCenter Plug-in interface.

For detailed information refer to Restore guest files and folders at the SCV documentation site.

To perform a guest file system restore for a Windows system, complete the following steps:

1. The first step is to create Run As credentials to provide access to the Windows host system. In the

vSphere Client navigate to the CSV plug-in interface and click on Guest File Restore in the main

menu.

 

2. Under Run As Credentials click on the + icon to open the Run As Credentials window.

3. Fill in a name for the credentials record, an administrator username and password for the Windows

system, and then click on the Select VM button to select an optional Proxy VM to be used for the

restore.
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4. On the Proxy VM page provide a name for the VM and locate it by searching by ESXi host or by

name. Once selected, click on Save.
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5. Click on Save again in the Run As Credentials window to complete saving the record.

6. Next, navigate to a VM in the inventory. From the Actions menu, or by right-clicking on the VM, select

SnapCenter Plug-in for VMware vSphere > Guest File Restore.
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7. On the Restore Scope page of the Guest File Restore wizard, select the backup to restore from, the

particular VMDK, and the location (primary or secondary) to restore the VMDK from. Click on Next to

continue.
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8. On the Guest Details page, select to use Guest VM or Use Gues File Restore proxy VM for the

restore. Also, fill out email notification settings here if desired. Click on Next to continue.

217



 

9. Finally, review the Summary page and click on Finish to begin the Guest File System Restore

session.

10. Back in the SnapCenter Plug-in interface, navigate to Guest File Restore again and view the running

session under Guest Session Monitor. Click on the icon under Browse Files to continue.

 

11. In the Guest File Browse wizard select the folder or files to restore and the file system location to

restore them to. Finally, click on Restore to start the Restore process.
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12. The restore job can be monitored from the vSphere Client task pane.

Additional information

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on using the SnapCenter Plug-in for VMware vSphere refer to the SnapCenter Plug-in for

VMware vSphere documentation.

Protect a VCF management and workload domains using SnapCenter plug-in for
VMware vSphere

Use SnapCenter Plug-in for VMware vSphere to protect multiple VCF domains. This

procedure includes setting up the plug-in for each domain, configuring backup policies

and performing restore operations.

VMware Cloud Foundation (VCF) workload domains enable organizations to logically separate resources into

different domains to group different workloads, enhance security and fault tolerance.
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Introduction

Domains can scale independently, meet specific compliances and provide multitenancy. Data Protection for

VMware Cloud Foundation (VCF) is a critical aspect to ensure the availability, integrity, and recoverability of

data across the management domain and workload domains. NetApp SnapCenter Plug-in for VMware vSphere

(SCV) is a powerful tool that integrates NetApp’s data protection capabilities into VMware environments. It

simplifies backup, restore, and cloning of VMware vSphere virtual machines (VMs) hosted on NetApp storage.

This document provides deployment steps on how to protect VCF multiple domains with SCV.

Audience

Solution architects or storage administrators ensuring data protection and disaster recovery for VMware VCF

workload domains.

Architecture Overview

SCV is deployed as a Linux virtual appliance using an OVA file to provide fast, space-efficient, crash-

consistent, and VM-consistent backup and restore operations for VMs, datastores, and files and folders. SCV

uses a remote plug-in architecture. There were multiple SCVs deployed and hosted on VCF management

domain vCenter. SCV and VCF domain is one to one relationship thus VCF management domain and each

workload domain requires one SCV.

Data that is on ONTAP FAS, AFF, or All SAN Array (ASA) primary systems and replicated to ONTAP FAS, AFF,

or ASA secondary systems. SCV also works with SnapCenter Server to support application-based backup and

restore operations in VMware environments for SnapCenter application-specific plug-ins. For more information

check, SnapCenter Plug-in for VMware vSphere documentation.
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The 3-2-1 backup rule is a data protection strategy that involves making three copies of data, storing them on

two different types of media, and keeping one copy off-site. BlueXP backup and recovery is a cloud based tool

for data management that provides a single control plane for a wide range of backup and recovery operations

across both on-premises and cloud environments. Part of the NetApp BlueXP backup and recovery suite is a

feature that integrates with SCV (on-premises) to extend a copy of the data to object storage in the cloud. This

establishes a third copy of the data offsite that is sourced from the primary or secondary storage backups.

BlueXP backup and recovery makes it easy to set up storage policies that transfer copies of your data from

either of these two on-prem locations. For more details, check 3-2-1 Data Protection for VMware with

SnapCenter Plug-in and BlueXP backup and recovery for VMs.

Deploy a VCF with  Management Domain and Multiple Workload Domains

A VCF workload domain is a group ESXi hosts with one or more vSphere clusters, provisioned by SDDC

Manager and application ready. In a VCF example below, one management domain and two workload domains
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were deployed. For more details on how to deploy VCF with NetApp storage, check NetApp VCF deployment

documentation.

SCV Deployment, Configuration and Restoration Steps

Based the number of workload domains and plus the management domain, multiple SCVs need to be

deployed. With two workload domains and one management domain, the example below shows three SCVs

are deployed on VCF management domain vCenter.
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Deploy SCV for management domain and each workload domain  

1. Download the Open Virtual Appliance (OVA).

2. Log in with the vSphere Client to the vCenter Server. Navigate to Administration > Certificates >

Certificate Management. Add Trusted Root Certificates and install each certificate in the certs folder.

Once the certificates are installed, OVA can be verified and deployed.

3. Log in to the VCF workload domain vCenter and deploy OVF Template to start the VMware deploy

wizard.

 

4. Power on OVA to start SCV and then click Install VMware tools.

5. Generate the MFA token from the OVA console, system configuration menu.
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6. Log in to the SCV management GUI with the admin username and password set at the time of

deployment and the MFA token generated using the maintenance console.

https://<appliance-IP-address>:8080 to access the management GUI.
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Configure SCV

To backup or restore VMs, first add the storage clusters or VMs hosting the datastores,then create

backup policies for retention and frequency, and set up a resource group to protect the resources.

1. Log in to vCenter web client and click Menu in the toolbar and select SnapCenter Plug-in for VMware

vSphere and Add a storage. In the left navigator pane of the SCV plug-in, click Storage Systems and

then select Add option. On the Add Storage System dialog box, enter the basic SVM or cluster

information, and select Add. Enter NetApp storage IP address and login.

2. To create a new backup policy, in the left navigator pane of the SCV plug-in, click Policies, and

select New Policy. On the New Backup Policy page, enter the policy configuration information, and

click Add.
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3. In the left navigator pane of the SCV plug-in, click Resource Groups, and then select Create. Enter

the required information on each page of the Create Resource Group wizard, select VMs and

datastores to be included in the resource group, and then select the backup policies to be applied to

the resource group and specify the backup schedule.
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Restore VM and files or folders backup

VMs, VMDKs, files, and folders from backups can be restored. VM can be restored to the original host or

an alternate host in the same vCenter Server, or to an alternate ESXi host managed by the same vCenter.

You can mount a traditional datastore from a backup if you want to access files in the backup. You can

either mount the backup to the same ESXi host where the backup was created or to an alternate ESXi

host that has the same type of VM and host configurations. You can mount a datastore multiple times on

a host. Individual files and folders can also be restored in a guest file restore session, which attaches a

backup copy of a virtual disk and then restores the selected files or folders. Files and folders can also be

restored.

VM Restore Steps

1. In the VMware vSphere client GUI, click Menu in the toolbar and select VMs and Templates from the

drop-down list, right click a VM, and select SnapCenter Plug-in for VMware vSphere in the drop-down

list, and then select Restore in the secondary drop-down list to start the wizard.

2. In the Restore wizard, select the backup Snapshot that you want to restore and select Entire virtual

machine in the Restore scope field, select the restore location, and then enter the destination

information where the backup should be mounted. On the Select Location page, select the location for

the restored datastore. Review the Summary page and click Finish.

3. Monitor the operation progress by clicking Recent Tasks at the bottom of the screen.

Datastore Restore Steps

1. Right-click a datastore and select SnapCenter Plug-in for VMware vSphere > Mount Backup.

2. On the Mount Datastore page, select a backup and a backup location (primary or secondary), and

then click Mount.
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Files and Folders Restore Steps

1. When you a virtual attach disk for guest file or folder restore operations, the target VM for the attach

must have credentials configured before you restore. From SnapCenter Plug-in for VMware

vSphere under plug-ins, select Guest File Restore and Run As Credentials section, enter the User

credentials. For Username, you must enter "Administrator".
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2. Right-click on the VM from the vSphere client and select SnapCenter Plug-in for VMware

vSphere > Guest File Restore. On the Restore Scope page, specify Backup Name, VMDK virtual disk

and Location – primary or secondary. Click Summery to confirm.

NetApp SnapCenter for VCP multi-domain centralizes data protection, efficiently reduces the time and storage

space required for backups using NetApp snapshots, supports large-scale VMware environments with robust

backup and replication features and allows granular recovery of entire VMs, specific VMDKs, or individual files.
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Video Demo for Protect VCF Multiple Domains with SCV

Protect VMware VCF multiple domains with NetApp SCV

Protect VCF workload domains with NVMe over TCP storage and SnapCenter plug-
in for VMware vSphere

Use SnapCenter Plug-in for VMware vSphere to protect VCF workload domains with

NVMe. This procedure includes setting up the plug-in, configuring NVMe over TCP for

optimal performance, and performing backup, restore, or cloning operations.

NVMe (Non-Volatile Memory Express) over TCP is a cutting-edge network protocol that facilitates high-speed

data transfer between VMware Cloud Foundation ESXi servers and NetApp storage, including All Flash FAS

(AFF) and All SAN Array (ASA).

Introduction

Leveraging NVMe over TCP provides low latency and high throughput for demanding workloads. The

integration of NVMe over TCP with NetApp SnapCenter Plug-in for VMware vSphere (SCV) offers a powerful

combination for efficient data management, enhancing backup, restore, and cloning operations within VMware

environments.

Benefits of NVMe over TCP

• High Performance: Delivers exceptional performance with low latency and high data transfer rates. This is

crucial for demanding applications and large-scale data operations.

• Scalability: Supports scalable configurations, allowing IT administrators to expand their infrastructure

seamlessly as data requirements grow.

• Efficiency: Enables faster backup and restore operations, reducing downtime and improving overall system

availability.

This document provides steps on deploying and managing SCV in VMware Cloud Foundation (VCF)

environments, with a focus on leveraging NVMe over TCP for optimal performance.

Audience

Solution architects or storage administrators ensuring data protection and disaster recovery for VMware VCF

workload domains.

Architecture overview

SCV is a powerful tool designed to facilitate fast, space-efficient, crash-consistent, and VM-consistent backup

and restore operations for VMs, datastores, and files and folders in VMware environments. SCV is deployed as

a Linux virtual appliance using an OVA file and leverages a remote plug-in architecture.

SCV deployment architecture

• Virtual Appliance Deployment: SCV is deployed as a Linux virtual appliance using an OVA file. This

deployment method ensures a streamlined and efficient setup process.

• Remote Plug-in Architecture: SCV uses a remote plug-in architecture, allowing for scalability and flexibility

in managing multiple instances.

• One-to-One Relationship: Each VCF domain requires a dedicated SCV instance, ensuring isolated and
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efficient backup and restore operations.

With ONTAP 9.10.1 and later versions, NetApp AFF and ASA support NVMe over TCP. Data that is on AFF, or

ASA primary systems and can replicate to ONTAP AFF, or ASA secondary systems. SCV also works with

SnapCenter Server to support application-based backup and restore operations in VMware environments for

SnapCenter application-specific plug-ins. For more information check, SnapCenter Plug-in for VMware

vSphere documentation and Protect Workloads with SnapCenter

The 3-2-1 backup rule is a data protection strategy that involves making three copies of data, storing them on

two different types of media, and keeping one copy off-site. BlueXP backup and recovery is a cloud based tool

for data management that provides a single control plane for a wide range of backup and recovery operations

across both on-premises and cloud environments. Part of the NetApp BlueXP backup and recovery suite is a

feature that integrates with SCV (on-premises) to extend a copy of the data to object storage in the cloud. This

establishes a third copy of the data offsite that is sourced from the primary or secondary storage backups.
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BlueXP backup and recovery makes it easy to set up storage policies that transfer copies of your data from

either of these two on-prem locations. For more details, check 3-2-1 Data Protection for VMware with

SnapCenter Plug-in and BlueXP backup and recovery for VMs.

SCV for VCF on NVMe deployment steps

The ONTAP tools for VMware vSphere (OTV) provides a powerful and efficient solution for managing NetApp

storage in VMware environments. By integrating directly with the vCenter Server, OTV simplifies storage

management, enhances data protection, and optimizes performance. While optional, deploying OTV can

significantly improve the management capabilities and overall efficiency of VMware environments.

• Create a NVMe/TCP storage for VCF workload domains

• Configure NetApp SnapCenter for VMware vSphere (SCV)
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Restore VM, datastore, virtual disk and files or folders

SCV provides comprehensive backup and restore capabilities for VMware environments. For VMFS

environments, SCV uses clone and mount operations in conjunction with Storage VMotion to perform

restore operations. This ensures efficient and seamless restoration of data. For more details check how

the restore operations are performed.

• VM restore

You can restore the VM to its original host within the same vCenter Server or to an alternate ESXi

host managed by the same vCenter Server.

1. Right click a VM and select SnapCenter Plug-in for VMware vSphere in the drop-down list, and

then select Restore in the secondary drop-down list to start the wizard.

2. In the Restore wizard, select the backup Snapshot that you want to restore and select Entire

virtual machine in the Restore scope field, select the restore location, and then enter the

destination information where the backup should be mounted. On the Select Location page, select

the location for the restored datastore. Review the Summary page and click Finish.

• Mount a datastore

You can mount a traditional datastore from a backup if you want to access files in the backup. You can

either mount the backup to the same ESXi host where the backup was created or to an alternate ESXi

host that has the same type of VM and host configurations. You can mount a datastore multiple times

on a host.

1. Right-click a datastore and select select SnapCenter Plug-in for VMware vSphere > Mount

Backup.

2. On the Mount Datastore page, select a backup and a backup location (primary or secondary), and

then click Mount.
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• Attach a virtual disk

You can attach one or more VMDKs from a backup to the parent VM, or to an alternate VM on the

same ESXi host, or to an alternate VM on an alternate ESXi host managed by the same vCenter or a

different vCenter in linked mode.

1. Right click a VM, select SnapCenter Plug-in for VMware vSphere > Attach virtual disk(s).

2. On the Attach Virtual Disk window, select a backup and select one or more disks you want to

attach and the location you want to attach from (primary or secondary). By default, the selected

virtual disks are attached to the parent VM. To attach the selected virtual disks to an alternate VM

in the same ESXi host, select Click here to attach to alternate VM and specify the alternate VM.

Click Attach.
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• Files and folders restore steps

Individual files and folders can be restored in a guest file restore session, which attaches a backup

copy of a virtual disk and then restores the selected files or folders. Files and folders can also be

restored. More details check SnapCenter file and folder restore.

1. When you a virtual attach disk for guest file or folder restore operations, the target VM for the

attach must have credentials configured before you restore. From SnapCenter Plug-in for VMware

vSphere under plug-ins, select Guest File Restore and Run As Credentials section, enter the User

credentials. For Username, you must enter "Administrator".
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2. Right-click on the VM from the vSphere client and select SnapCenter Plug-in for VMware

vSphere > Guest File Restore. On the Restore Scope page, specify Backup Name, VMDK virtual

disk and Location – primary or secondary. Click Summery to confirm.

Monitor and report

SCV provides robust monitoring and reporting capabilities to help administrators manage backup and restore

operations efficiently.

You can view status information, monitor jobs, download job logs, access reports, for more details check

SnapCenter plug-in for VMware vSphere Monitor and Report.
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By harnessing the power of NVMe over TCP and NetApp SnapCenter Plug-in for VMware vSphere,

organizations can achieve high-performance data protection and disaster recovery for VMware Cloud

Foundation workload domains. This approach ensures rapid, reliable backup and restore operations,

minimizing downtime and safeguarding critical data.

Protect VMware datastores with BlueXP

Learn about protecting VMware datastores using BlueXP disaster recovery

Learn about the NetApp solutions for disaster recovery using BlueXP disaster recovery

for VMware. This provides for robust solutions for disaster recovery using block-level

replication from a primary site to a disaster recovery site.

BlueXP DRaaS is an effective and economical method to safeguard workloads against site failures and data

integrity issues, including ransomware attacks. Furthermore, NetApp BlueXP DRaaS enhances this strategy by

providing a managed, cloud-based disaster recovery solution, ensuring swift recovery and minimal downtime

during disasters.

Please refer to the following solutions for the technical details.

• DR using BlueXP DRaaS for VMFS Datastores

• DR using BlueXP DRaaS for NFS Datastores

Configure 3-2-1 data protection for VMware with SnapCenter plug-in for VMware
vSphere and BlueXP backup and recovery

Configure a 3-2-1 data protection strategy for VMware environments using the

SnapCenter plug-in for VMware vSphere and BlueXP backup and recovery. This

procedure includes setting up backups of VMs and datastores on primary and secondary

ONTAP clusters, configuring the plug-in and BlueXP, and managing data replication to

cloud or offsite storage for reliable recovery.

The 3-2-1 backup strategy is an industry accepted data protection method, providing a comprehensive

approach to safeguarding valuable data. This strategy is reliable and ensures that even if some unexpected

disaster strikes, there will still be a copy of the data available.

Overview

The strategy is comprised of three fundamental rules:

1. Keep at least three copies of your data. This ensures that even if one copy is lost or corrupted, you still

have at least two remaining copies to fall back on.

2. Store two backup copies on different storage media or devices. Diversifying storage media helps protect

against device-specific or media-specific failures. If one device gets damaged or one type of media fails,

the other backup copy remains unaffected.

3. Finally, ensure that at least one backup copy is offsite. Offsite storage serves as a fail-safe against

localized disasters like fires or floods that could render onsite copies unusable.

This solution document covers a 3-2-1 backups solution using SnapCenter Plug-in for VMware vSphere (SCV)

to create primary and secondary backups of our on-premises virtual machines and BlueXP backup and
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recovery for virtual machines to backup a copy of our data to cloud storage or StorageGRID.

Use Cases

This solution addresses the following use cases:

• Backup and restore of on-premises virtual machines and datastores using using SnapCenter Plug-in for

VMware vSphere.

• Backup and restore of on-premises virtual machines and datastores, hosted on ONTAP clusters, and

backed up to object storage using BlueXP backup and recovery for virtual machines.

NetApp ONTAP Data Storage

ONTAP is NetApp’s industry leading storage solution that offers unified storage whether you access over SAN

or NAS protocols. The 3-2-1 backup strategy ensures on-premises data is protected on more than one media

type and NetApp offers platforms ranging from high-speed flash to lower-cost media.

For more information on all of NetApp’s hardware platform’s check out NetApp Data Storage.

SnapCenter Plug-in for VMware vSphere

The SnapCenter Plugin for VMware vSphere is a data protection offering which is tightly integrated with

VMware vSphere and allows easy management of backup and restores for virtual machines. As part of that

solution, SnapMirror provides a fast and reliable method to create a second immutable backup copy of virtual

machine data on a secondary ONTAP storage cluster. With this architecture in place, virtual machine restore

operations can easily be initiated from either the primary or secondary backup locations.

SCV is deployed as a linux virtual appliance using an OVA file. The plug-in now uses a remote plug-in

architecture. The remote plug-in runs outside of the vCenter server and is hosted on the SCV virtual appliance.

For detailed information on SCV refer to SnapCenter Plug-in for VMware vSphere documentation.

BlueXP backup and recovery for virtual machines

BlueXP backup and recovery is a cloud based tool for data management that provides a single control plane

for a wide range of backup and recovery operations across both on-premises and cloud environments. Part of

the NetApp BlueXP backup and recovery suite is a feature that integrates with the SnapCenter Plugin for

VMware vSphere (on-premises) to extend a copy of the data to object storage in the cloud. This establishes a

third copy of the data offsite that is sourced from the primary or secondary storage backups. BlueXP backup

and recovery makes it easy to set up storage policies that transfer copies of your data from either of these two

on-prem locations.
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Choosing between the primary and secondary backups as the source in BlueXP Backup and Recovery will

result in one of two topologies being implemented:

Fan-out Topology – When a backup is initiated by the SnapCenter Plug-in for VMware vSphere, a local

snapshot is immediately taken. SCV then initiates a SnapMirror operation that replicates the most recent

snapshot to the Secondary ONTAP cluster. In BlueXP Backup and Recovery, a policy specifies the primary

ONTAP cluster as the source for a snapshot copy of the data to be transferred to object storage in your cloud

provider of choice.

Cascading Topology – Creating the primary and secondary data copies using SCV is identical to the fan-out

topology mentioned above. However, this time a policy is created in BlueXP Backup and Recovery specifying

that the backup to object storage will originate from the secondary ONTAP cluster.

BlueXP backup and recovery can create backup copies of on-premises ONTAP snapshots to AWS Glacier,

Azure Blob, and GCP Archive storage.
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In addition, you can use NetApp StorageGRID as the object storage backup target. For more on StorageGRID

refer to the StorageGRID landing page.

Solution Deployment Overview

This list provides the high level steps necessary to configure this solution and execute backup and restore

operations from SCV and BlueXP backup and recovery:

1. Configure SnapMirror relationship between the ONTAP clusters to be used for primary and secondary

data copies.

2. Configure SnapCenter Plug-In for VMware vSphere.

a. Add Storage Systems

b. Create backup policies

c. Create resource groups

d. Run backup first backup jobs

3. Configure BlueXP backup and recovery for virtual machines

a. Add working environment

b. Discover SCV and vCenter appliances

c. Create backup policies

d. Activate backups

4. Restore virtual machines from primary and secondary storage using SCV.

5. Restore virtual machines from object storage using BlueXP backup and restore.
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Prerequisites

The purpose of this solution is to demonstrate data protection of virtual machines running in VMware

vSphere, VCF VI workload domains, or VCF management domains. Virtual machines in this solution are

hosted on NFS datastores provided by NetApp ONTAP. This solution assumes the following components

are configured and ready for use:

1. ONTAP storage cluster with NFS or VMFS datastores connected to VMware vSphere. Both NFS and

VMFS datastores are supported. NFS datastores were utilized for this solution.

2. Secondary ONTAP storage cluster with SnapMirror relationships established for volumes used for

NFS datastores.

3. BlueXP connector installed for cloud provider used for object storage backups.

4. Virtual machines to be backed are on NFS datastores residing on the primary ONTAP storage cluster.

5. Network connectivity between the BlueXP connector and on-premises ONTAP storage cluster

management interfaces.

6. Network connectivity between the BlueXP connector and on-premises SCV appliance VM and

between the BlueXP connecter and vCenter.

7. Network connectivity between the on-premises ONTAP intercluster LIFs and the object storage

service.

8. DNS configured for management SVM on primary and secondary ONTAP storage clusters. For more

information refer to Configure DNS for host-name resolution.

High Level Architecture

The testing / validation of this solution was performed in a lab that may or may not match the final deployment

environment.
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Solution Deployment

In this solution, we provide detailed instructions for deploying and validating a solution that utilizes SnapCenter

Plug-in for VMware vSphere, along with BlueXP backup and recovery, to perform the backup and recovery of

Windows and Linux virtual machines within a VMware vSphere cluster located in an on-premises data center.

The virtual machines in this setup are stored on NFS datastores hosted by an ONTAP A300 storage cluster.

Additionally, a separate ONTAP A300 storage cluster serves as a secondary destination for volumes replicated

using SnapMirror. Furthermore, object storage hosted on Amazon Web Services and Azure Blob were

employed as targets for a third copy of the data.

We will go over creating SnapMirror relationships for secondary copies of our backups managed by SCV and

configuration of backup jobs in both SCV and BlueXP backup and recovery.

For detailed information on SnapCenter Plug-in for VMware vSphere refer to the SnapCenter Plug-in for

VMware vSphere documentation.

For detailed information on BlueXP backup and recovery refer to the BlueXP backup and recovery

documentation.

Establish SnapMirror relationships between ONTAP Clusters

SnapCenter Plug-in for VMware vSphere uses ONTAP SnapMirror technology to manage the transport of

secondary SnapMirror and/or SnapVault copies to a secondary ONTAP Cluster.

SCV backup policies have the option of using SnapMirror or SnapVault relationships. The primary difference is

that when using the SnapMirror option, the retention schedule configured for backups in the policy will be the

same at the primary and secondary locations. SnapVault is designed for archiving and when using this option a

separate retention schedule can be established with the SnapMirror relationship for the snapshot copies on the

secondary ONTAP storage cluster.
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Setting up SnapMirror relationships can be done in BlueXP where many of the steps are automated, or it can

be done using System Manager and the ONTAP CLI. All of these methods are discussed below.

Establish SnapMirror relationships with BlueXP

The following steps must be completed from the BlueXP web console:

246



Replication setup for primary and secondary ONTAP storage systems

Begin by logging into the BlueXP web console and navigating to the Canvas.

1. Drag and drop the source (primary) ONTAP storage system onto the destination (secondary) ONTAP

storage system.

2. From the menu that appears select Replication.

3. On the Destination Peering Setup page select the destination Intercluster LIFs to be used for the

connection between storage systems.
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4. On the Destination Volume Name page, first select the source volume and then fill out the

destination volume name and select the destination SVM and aggregate. Click on Next to continue.
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5. Choose the max transfer rate for replication to occur at.

6. Choose the policy that will determine the retention schedule for secondary backups. This policy can

be created beforehand (see the manual process below in the Create a snapshot retention policy

step) or can be changed after the fact if desired.
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7. Finally, review all information and click on the Go button to start the replication setup process.

Establish SnapMirror relationships with System Manager and ONTAP CLI

All required steps for establishing SnapMirror relationships can be accomplished with System Manager or the

ONTAP CLI. The following section provides detailed information for both methods:

Record the source and destination Intercluster logical interfaces

For the source and destination ONTAP clusters, you can retrieve the inter-cluster LIF information from

System Manager or from the CLI.

1. In ONTAP System Manager, navigate to the Network Overview page and retrieve the IP addresses of

Type: Intercluster that are configured to communicate with the AWS VPC where FSx is installed.

2. To retrieve the Intercluster IP addresses using the CLI run the following command:

ONTAP-Dest::> network interface show -role intercluster
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Establish cluster peering between ONTAP clusters

To establish cluster peering between ONTAP clusters, a unique passphrase entered at the initiating

ONTAP cluster must be confirmed in the other peer cluster.

1. Set up peering on the destination ONTAP cluster using the cluster peer create command.

When prompted, enter a unique passphrase that is used later on the source cluster to finalize the

creation process.

ONTAP-Dest::> cluster peer create -address-family ipv4 -peer-addrs

source_intercluster_1, source_intercluster_2

Enter the passphrase:

Confirm the passphrase:

2. At the source cluster, you can establish the cluster peer relationship using either ONTAP System

Manager or the CLI. From ONTAP System Manager, navigate to Protection > Overview and select

Peer Cluster.
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3. In the Peer Cluster dialog box, fill out the required information:

a. Enter the passphrase that was used to establish the peer cluster relationship on the destination

ONTAP cluster.
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b. Select Yes to establish an encrypted relationship.

c. Enter the intercluster LIF IP address(es) of the destination ONTAP cluster.

d. Click Initiate Cluster Peering to finalize the process.

4. Verify the status of the cluster peer relationship from the destination ONTAP cluster with the following

command:

ONTAP-Dest::> cluster peer show
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Establish SVM peering relationship

The next step is to set up an SVM relationship between the destination and source storage virtual

machines that contain the volumes that will be in SnapMirror relationships.

1. From the destination ONTAP cluster, use the following command from the CLI to create the SVM peer

relationship:

ONTAP-Dest::> vserver peer create -vserver DestSVM -peer-vserver

Backup -peer-cluster OnPremSourceSVM -applications snapmirror

2. From the source ONTAP cluster, accept the peering relationship with either ONTAP System Manager

or the CLI.

3. From ONTAP System Manager, go to Protection > Overview and select Peer Storage VMs under

Storage VM Peers.

4. In the Peer Storage VM’s dialog box, fill out the required fields:

◦ The source storage VM

◦ The destination cluster

◦ The destination storage VM
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5. Click Peer Storage VMs to complete the SVM peering process.
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Create a snapshot retention policy

SnapCenter manages retention schedules for backups that exist as snapshot copies on the primary

storage system. This is established when creating a policy in SnapCenter. SnapCenter does not manage

retention policies for backups that are retained on secondary storage systems. These policies are

managed separately through a SnapMirror policy created on the secondary FSx cluster and associated

with the destination volumes that are in a SnapMirror relationship with the source volume.

When creating a SnapCenter policy, you have the option to specify a secondary policy label that is added

to the SnapMirror label of each snapshot generated when a SnapCenter backup is taken.

On the secondary storage, these labels are matched to policy rules associated with the

destination volume for the purpose of enforcing retention of snapshots.

The following example shows a SnapMirror label that is present on all snapshots generated as part of a

policy used for daily backups of our SQL Server database and log volumes.

For more information on creating SnapCenter policies for a SQL Server database, see the SnapCenter

documentation.

You must first create a SnapMirror policy with rules that dictate the number of snapshot copies to retain.

1. Create the SnapMirror Policy on the FSx cluster.

ONTAP-Dest::> snapmirror policy create -vserver DestSVM -policy

PolicyName -type mirror-vault -restart always

2. Add rules to the policy with SnapMirror labels that match the secondary policy labels specified in the

SnapCenter policies.

ONTAP-Dest::> snapmirror policy add-rule -vserver DestSVM -policy

PolicyName -snapmirror-label SnapMirrorLabelName -keep

#ofSnapshotsToRetain

The following script provides an example of a rule that could be added to a policy:
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ONTAP-Dest::> snapmirror policy add-rule -vserver sql_svm_dest

-policy Async_SnapCenter_SQL -snapmirror-label sql-ondemand -keep 15

Create additional rules for each SnapMirror label and the number of snapshots to be

retained (retention period).

Create destination volumes

To create a destination volume on ONTAP that will be the recipient of snapshot copies from our source

volumes, run the following command on the destination ONTAP cluster:

ONTAP-Dest::> volume create -vserver DestSVM -volume DestVolName

-aggregate DestAggrName -size VolSize -type DP

Create the SnapMirror relationships between source and destination volumes

To create a SnapMirror relationship between a source and destination volume, run the following command

on the destination ONTAP cluster:

ONTAP-Dest::> snapmirror create -source-path

OnPremSourceSVM:OnPremSourceVol -destination-path DestSVM:DestVol -type

XDP -policy PolicyName

Initialize the SnapMirror relationships

Initialize the SnapMirror relationship. This process initiates a new snapshot generated from the source

volume and copies it to the destination volume.

To create a volume, run the following command on the destination ONTAP cluster:

ONTAP-Dest::> snapmirror initialize -destination-path DestSVM:DestVol

Configure the SnapCenter Plug-in for VMware vSphere

Once installed, the SnapCenter Plug-in for VMware vSphere can be accessed from the vCenter Server

Appliance Management interface. SCV will manage backups for the NFS datastores mounted to the ESXi

hosts and that contain the Windows and Linux VMs.

Review the Data protection workflow section of the SCV documentation for more information on the steps

involved in configuring backups.

To configure backups of your virtual machines and datastores the following steps will need to be completed
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from the plug-in interface.
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Discovery ONTAP storage systems

Discover the ONTAP storage clusters to be used for both primary and secondary backups.

1. In the SnapCenter Plug-in for VMware vSphere navigate to Storage Systems in the left-hand menu

and click on the Add button.

2. Fill out the credentials and platform type for the primary ONTAP storage system and click on Add.
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3. Repeat this procedure for the secondary ONTAP storage system.
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Create SCV backup policies

Policies specify the retention period, frequency and replication options for the backups managed by SCV.

Review the Create backup policies for VMs and datastores section of the documentation for more

information.

To create backup policies complete the following steps:

1. In the SnapCenter Plug-in for VMware vSphere navigate to Policies in the left-hand menu and click

on the Create button.

2. Specify a name for the policy, retention period, frequency and replication options, and snapshot label.
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When creating a policy in the SnapCenter Plug-in you will see options for SnapMirror

and SnapVault. If you choose SnapMirror, the retention schedule specified in the policy

will be the same for both the primary and secondary snapshots. If you choose

SnapVault, the retention schedule for the secondary snapshot will be based on a

separate schedule implemented with the SnapMirror relationship. This is useful when

you wish longer retention periods for secondary backups.

Snapshot labels are useful in that they can be used to enact policies with a specific

retention period for the SnapVault copies replicated to the secondary ONTAP cluster.

When SCV is used with BlueXP Backup and Restore, the Snapshot label field must

either be blank or match the label specified in the BlueXP backup policy.

3. Repeat the procedure for each policy required. For example, separate policies for daily, weekly, and

monthly backups.
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Create resource groups

Resource groups contain the datastores and virtual machines to be included in a backup job, along with

the associated policy and backup schedule.

Review the Create resource groups section of the documentation for more information.

To create resource groups complete the following steps.

1. In the SnapCenter Plug-in for VMware vSphere navigate to Resource Groups in the left-hand menu

and click on the Create button.

2. In the Create Resource Group wizard, enter a name and description for the group, as well as

information required to receive notifications. Click on Next

3. On the next page select the datastores and virtual machines that wish to be included in the backup

job and then click on Next.
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You have the option to select specific VMs or entire datastores. Regardless of which

you choose, the entire volume (and datastore) is backed up since the backup is the

result of taking a snapshot of the underlying volume. In most cases, it is easiest to

choose the entire datastore. However, if you wish to limit the list of available VMs when

restoring, you can choose only a subset of VMs for backup.

4. Choose options for spanning datastores for VMs with VMDKs that reside on multiple datastores and

then click on Next.

BlueXP backup and recovery does not currently support backing up VMs with VMDKs

that span multiple datastores.

5. On the next page select the policies that will be associated with the resource group and click on Next.
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When backing up SCV managed snapshots to object storage using BlueXP backup

and recovery, each resource group can only be associated with a single policy.

6. Select a schedule that will determine at what times the backups will run. Click on Next.

7. Finally, review the summary page and then on Finish to complete the resource group creation.
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Run a backup job

In this final step, run a backup job and monitor its progress. At least one backup job must be successfully

completed in SCV before resources can be discovered from BlueXP backup and recovery.

1. In the SnapCenter Plug-in for VMware vSphere navigate to Resource Groups in the left-hand menu.

2. To initiate a backup job, select the desired resource group and click the Run Now button.

3. To monitor the backup job, navigate to Dashboard on the left hand menu. Under Recent Job

Activities click on the Job ID number to monitor the job progress.
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Configure Backups to Object Storage in BlueXP backup and recovery

For BlueXP to manage the data infrastructure effectively, it requires the prior installation of a Connector. The

Connector executes the actions involved in discovering resources and managing data operations.

For more information on the BlueXP Connector refer to Learn about Connectors in the BlueXP documentation.

Once the connector is installed for the cloud provider being utilized, a graphic representation of the object

storage will be viewable from the Canvas.

To configure BlueXP backup and recovery to backup data managed by SCV on-premises, complete the

following steps:
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Add working environments to the Canvas

The first step is to add the on-premises ONTAP storage systems to BlueXP

1. From the Canvas select Add Working Environment to begin.

2. Select On-Premises from the choice of locations and then click on the Discover button.

3. Fill out the credentials for the ONTAP storage system and click the Discover button to add the

working environment.
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Discover on-premises SCV appliance and vCenter

To discover the on-premises datastore and virtual machine resources, add info for the SCV data broker

and credentials for the vCenter management appliance.

1. From the BlueXP left-hand menu selection Protection > Backup and recovery > Virtual Machines

2. From the Virtual Machines main screen access the Settings drop down menu and select SnapCenter

Plug-in for VMware vSphere.
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3. Click on the Register button and then enter the IP address and port number for the SnapCenter Plug-

in appliance and the username and password for the vCenter management appliance. Click on the

Register button to begin the discovery process.

4. The progress of jobs can be monitored from the Job Monitoring tab.

5. Once discovery is complete you will be able to view the datastores and virtual machines across all

discovered SCV appliances.
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Create BlueXP backup policies

In BlueXP backup and recovery for virtual machines, create policies to specify the retention period,

backup source and the archival policy.

For more information on creating policies refer to Create a policy to back up datastores.

1. From the BlueXP backup and recovery for virtual machines main page, access the Settings drop

down menu and select Policies.

2. Click on Create Policy to access the Create Policy for Hybrid Backup window.

a. Add a name for the policy

b. Select the desired retention period

c. Select if backups will be sourced from the primary or secondary on-premises ONTAP storage

system

d. Optionally, specify after what period of time backups will be tiered to archival storage for additional

cost savings.
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The SnapMirror Label entered here is used to identify which backups to apply the

policy too. The label name must match the label name in the corresponding on-

premises SCV policy.

3. Click on Create to complete the policy creation.
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Backup datastores to Amazon Web Services

The final step is to activate data protection for the individual datastores and virtual machines. The

following steps outline how to activate backups to AWS.

For more information refer to Back up datastores to Amazon Web Services.

1. From the BlueXP backup and recovery for virtual machines main page, access the settings drop down

for the datastore to be backed up and select Activate Backup.

2. Assign the policy to be used for the data protection operation and click on Next.

3. At the Add Working Environments page the datastore and working environment with a check mark

should appear if the working environment has been previously discovered. If the working environment

has not been previously discovered you can add it here. Click on Next to continue.
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4. At the Select Provider page click on AWS and then click on the Next button to continue.

5. Fill out the provider specific credential information for AWS including the AWS access key and secret

key, region, and archival tier to be used. Also, select the ONTAP IP space for the on-premises ONTAP

storage system. Click on Next.

6. Finally, review the backup job details and click on the Activate Backup button to initiate data

protection of the datastore.
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At this point data transfer may not immediately begin. BlueXP backup and recovery

scans for any outstanding snapshots every hour and then transfers them to object

storage.

Restoring Virtual Machines in the case of data loss

Ensuring the safeguarding of your data is only one aspect of comprehensive data protection. Equally crucial is

the ability to promptly restore data from any location in the event of data loss or a ransomware attack. This

capability is vital for maintaining seamless business operations and meeting recovery point objectives.

NetApp offers a highly adaptable 3-2-1 strategy, providing customized control over retention schedules at the
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primary, secondary, and object storage locations. This strategy provides the flexibility to tailor data protection

approaches to specific needs.

This section provides an overview of the data restoration process from both the SnapCenter Plug-in for

VMware vSphere and BlueXP backup and recovery for virtual machines.

Restoring Virtual Machines from SnapCenter Plug-in for VMware vSphere

For this solution virtual machines were restored to original and alternate locations. Not all aspects of SCV’s

data restoration capabilities will be covered in this solution. For in depth information on all that SCV has to offer

refer to the Restore VMs from backups in the product documentation.
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Restore virtual machines from SCV

Complete the following steps to restore a virtual machine restore from primary or secondary storage.

1. From the vCenter client navigate to Inventory > Storage and click on the datastore that contains the

virtual machines you wish to restore.

2. From the Configure tab click on Backups to access the list of available backups.

3. Click on a backup to access the list of VMs and then select a VM to restore. Click on Restore.

4. From the Restore wizard select to restore the entire virtual machine or a specific VMDK. Select to

install to the original location or alternate location, provide VM name after restore, and destination

datastore. Click Next.
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5. Choose to backup from the primary or secondary storage location.

6. Finally, review a summary of the backup job and click on Finish to begin the restore process.

Restoring Virtual Machines from BlueXP backup and recovery for virtual machines

BlueXP backup and recovery for virtual machines allows restores of virtual machines to their original location.

Restore functions are accessed through the BlueXP web console.

For more information refer to Restore virtual machines data from the cloud.
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Restore virtual machines from BlueXP backup and recovery

To restore a virtual machine from BlueXP backup and recovery, complete the following steps.

1. Navigate to Protection > Backup and recovery > Virtual Machines and click on Virtual Machines to

view the list of virtual machines available to be restored.

2. Access the settings drop down menu for the VM to be restored and select

3. Select the backup to restore from and click on Next.

4. Review a summary of the backup job and click on Restore to start the restore process.

5. Monitor the progress of the restore job from the Job Monitoring tab.
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Conclusion

The 3-2-1 backup strategy, when implemented with SnapCenter Plug-in for VMware vSphere and BlueXP

backup and recovery for virtual machines, offers a robust, reliable, and cost-effective solution for data

protection. This strategy not only ensures data redundancy and accessibility but also provides the flexibility of

restoring data from any location and from both on-premises ONTAP storage systems and cloud based object

storage.

The use case presented in this documentation focuses on proven data protection technologies that highlight

the integration between NetApp, VMware, and the leading cloud providers. The SnapCenter Plug-in for

VMware vSphere provides seamless integration with VMware vSphere, allowing for efficient and centralized

management of data protection operations. This integration streamlines the backup and recovery processes for

virtual machines, enabling easy scheduling, monitoring, and flexible restore operations within the VMware

ecosystem. BlueXP backup and recovery for virtual machines provides the one (1) in 3-2-1 by providing

secure, air-gapped backups of virtual machine data to cloud based object storage. The intuitive interface and

logical workflow provide a secure platform for long-term archival of critical data.

Additional Information

To learn more about the technologies presented in this solution refer to the following additional information.

• SnapCenter Plug-in for VMware vSphere documentation

• BlueXP documentation

Set up disaster recovery for VMFS datastores using BlueXP disaster recovery

In this use case we outline the procedure to set up disaster recovery using BlueXP

disaster recovery for on-premises VMware VMs using VMware Virtual Machine File

System (VMFS) datastores. This procedure includes setting up the BlueXP account and
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connector, establishing SnapMirror replication between ONTAP systems, integrating with

VMware vCenter, and automating failover and failback operations.

Disaster recovery using block-level replication from production site to disaster recovery site is a resilient and

cost-effective way of protecting the workloads against site outages and data corruption events, like

ransomware attacks. With NetApp SnapMirror replication, VMware workloads running on-premises ONTAP

systems using VMFS datastore can be replicated to another ONTAP storage system in a designated recovery

datacenter where VMware resides

Introduction

This section of the document describes the configuration of BlueXP DRaaS to set up disaster recovery for on-

premises VMware VMs to another designated site. As part of this setup, the BlueXP account, BlueXP

connector, the ONTAP arrays added within BlueXP workspace which is needed to enable communication from

VMware vCenter to the ONTAP storage. In addition, this document details how to configure replication between

sites and how to setup and test a recovery plan. The last section has instructions for performing a full site

failover and how to failback when the primary site is recovered and bought online.

Using the BlueXP disaster recovery service, which is integrated into the NetApp BlueXP console, customers

can discover their on-premises VMware vCenters along with ONTAP storage, create resource groupings,

create a disaster recovery plan, associate it with resource groups, and test or execute failover and failback.

SnapMirror provides storage-level block replication to keep the two sites up to date with incremental changes,

resulting in a RPO of up to 5 minutes. It is also possible to simulate DR procedures as a regular drill without

impacting the production and replicated datastores or incurring additional storage costs. BlueXP disaster

recovery takes advantage of ONTAP’s FlexClone technology to create a space-efficient copy of the VMFS

datastore from the last replicated Snapshot on the DR site. Once the DR test is complete, customers can

simply delete the test environment, again without any impact to actual replicated production resources. When

there is a need (planned or unplanned) for actual failover, with a few clicks, the BlueXP disaster recovery

service will orchestrate all the steps needed to automatically bring up the protected virtual machines on

designated disaster recovery site. The service will also reverse the SnapMirror relationship to the primary site

and replicate any changes from secondary to primary for a failback operation, when needed. All of these can

be achieved with a fraction of cost compared to other well-known alternatives.
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Getting started

To get started with BlueXP disaster recovery, use BlueXP console and then access the service.

1. Log in to BlueXP.

2. From the BlueXP left navigation, select Protection > Disaster recovery.

3. The BlueXP disaster recovery Dashboard appears.
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Before configuring disaster recovery plan, ensure the following pre-requisites are met:

• BlueXP Connector is set up in NetApp BlueXP. The connector should be deployed in AWS VPC.

• BlueXP connector instance have connectivity to the source and destination vCenter and storage systems.

• On-premises NetApp storage systems hosting VMFS datastores for VMware are added in BlueXP.

• DNS resolution should be in place when using DNS names. Otherwise, use IP addresses for the vCenter.

• SnapMirror replication is configured for the designated VMFS based datastore volumes.

Once the connectivity is established between the source and destination sites, proceed with configuration

steps, which should take about 3 to 5 minutes.

NetApp recommends deploying the BlueXP connector in the disaster recovery site or in a third

site, so that the BlueXP connector can communicate through the network with source and

destination resources during real outages or natural disasters.

Support for on-premises to on-premises VMFS datastores is in technology preview while writing

this document. The capability is supported with both FC and ISCSI protocol based VMFS

datastores.

BlueXP disaster recovery configuration

The first step in preparing for disaster recovery is to discover and add the on-premises vCenter and storage

resources to BlueXP disaster recovery.

Ensure the ONTAP storage systems are added to the working environment within the canvas.

Open BlueXP console and select Protection > Disaster Recovery from left navigation. Select

Discover vCenter servers or use top menu, Select Sites > Add > Add vCenter.
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Add the following platforms:

• Source. On-premises vCenter.

• Destination. VMC SDDC vCenter.
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Once the vCenters are added, automated discovery is triggered.

Configuring Storage replication between source and destination site

SnapMirror makes use of ONTAP snapshots to manage the transfer of data from one location to another.

Initially, a full copy based on a snapshot of the source volume is copied over to the destination to perform a

baseline synchronization. As data changes occur at the source, a new snapshot is created and compared to

the baseline snapshot. The blocks found to have changed are then replicated to the destination, with the newer

snapshot becoming the current baseline, or newest common snapshot. This enables the process to be

repeated and incremental updates to be sent to the destination.

When a SnapMirror relationship has been established, the destination volume is in an online read-only state,

and so is still accessible. SnapMirror works with physical blocks of storage, rather than at a file or other logical

level. This means that the destination volume is an identical replica of the source, including snapshots, volume

settings, etc. If ONTAP space efficiency features, such as data compression and data deduplication, are being

used by the source volume, the replicated volume will retain these optimizations.

Breaking the SnapMirror relationship makes the destination volume writable and would typically be used to

perform a failover when SnapMirror is being used to synchronize data to a DR environment. SnapMirror is

sophisticated enough to allow the data changed at the failover site to be efficiently resynchronized back to the

primary system, should it later come back online, and then allow for the original SnapMirror

relationship to be re-established.

How to set it up for VMware Disaster Recovery

The process to create SnapMirror replication remains the same for any given application. The process can be

manual or automated. The easiest way is to leverage BlueXP to configure SnapMirror replication by using

simple drag & drop of the source ONTAP system in the environment onto the destination to trigger the wizard

that guides through the rest of the process.
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BlueXP DRaaS can also automate the same provided the following two criteria’s are met:

• Source and destination clusters have a peer relationship.

• Source SVM and destination SVM have a peer relationship.

If SnapMirror relationship is already configured for the volume via CLI, BlueXP DRaaS picks up

the relationship and continues with the rest of the workflow operations.
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Apart from the above approaches, SnapMirror replication can also be created via ONTAP CLI or

System Manager. Irrespective of the approach used to synchronize the data using SnapMirror,

BlueXP DRaaS orchestrates the workflow for seamless and efficient disaster recovery

operations.

What can BlueXP disaster recovery do for you?

After the source and destination sites are added, BlueXP disaster recovery performs automatic deep discovery

and displays the VMs along with associated metadata. BlueXP disaster recovery also automatically detects the

networks and port groups used by the VMs and populates them.

After the sites have been added, VMs can be grouped into resource groups. BlueXP disaster recovery

resource groups allow you to group a set of dependent VMs into logical groups that contain their boot orders

and boot delays that can be executed upon recovery. To start creating resource groups, navigate to Resource

Groups and click Create New Resource Group.
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The resource group can also be created while creating a replication plan.

The boot order of the VMs can be defined or modified during the creation of resource groups by using simple

drag and drop mechanism.

Once the resource groups are created, the next step is to create the execution blueprint or a plan to recover

virtual machines and applications in the event of a disaster. As mentioned in the prerequisites, SnapMirror

replication can be configured beforehand or DRaaS can configure it using the RPO and retention count

specified during creation of the replication plan.
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Configure the replication plan by selecting the source and destination vCenter platforms from the drop down

and pick the resource groups to be included in the plan, along with the grouping of how applications should be

restored and powered on and mapping of clusters and networks. To define the recovery plan, navigate to the

Replication Plan tab and click Add Plan.

First, select the source vCenter and then select the destination vCenter.
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The next step is to select existing resource groups. If no resource groups created, then the wizard helps to

group the required virtual machines (basically create functional resource groups) based on the recovery

objectives. This also helps define the operation sequence of how application virtual machines should be

restored.

Resource group allows to set boot order using the drag and drop functionality. It can be used to

easily modify the order in which the VMs would be powered on during the recovery process.
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Each virtual machine within a resource group is started in sequence based on the order. Two

resource groups are started in parallel.

The below screenshot shows the option to filter virtual machines or specific datastores based on organizational

requirements if resource groups are not created beforehand.

Once the resource groups are selected, create the failover mappings. In this step, specify how the resources

from the source environment maps to the destination. This includes compute resources, virtual networks. IP

customization, pre- and post-scripts, boot delays, application consistency and so on. For detailed information,

refer to Create a replication plan.
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By default, same mapping parameters are used for both test and failover operations. To apply

different mappings for test environment, select the Test mapping option after unchecking the

checkbox as shown below:

Once the resource mapping is complete, click Next.
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Select the recurrence type. In simple words, select Migrate (one time migration using failover) or recurring

continuous replication option. In this walkthrough, Replicate option is selected.

Once done, review the created mappings and then click on Add plan.
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Once the replication plan is created, failover can be performed depending on the requirements by selecting the

failover option, test-failover option, or the migrate option. BlueXP disaster recovery ensures that the replication

process is being executed according to the plan every 30 minutes. During the failover and test-failover options,

you can use the most recent SnapMirror Snapshot copy, or you can select a specific Snapshot copy from a

point-in-time Snapshot copy (per the retention policy of SnapMirror). The point-in-time option can be very

helpful if there is a corruption event like ransomware, where the most recent replicas are already compromised

or encrypted. BlueXP disaster recovery shows all available recovery points.
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To trigger failover or test failover with the configuration specified in the replication plan, click on Failover or

Test failover.

What happens during a failover or test failover operation?

During a test failover operation, BlueXP disaster recovery creates a FlexClone volume on the destination

ONTAP storage system using the latest Snapshot copy or a selected snapshot of the destination volume.

A test failover operation creates a cloned volume on the destination ONTAP storage system.
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Running a test recovery operation does not affect the SnapMirror replication.

During the process, BlueXP disaster recovery does not map the original target volume. Instead, it makes a new

FlexClone volume from the selected Snapshot and a temporary datastore backing the FlexClone volume is

mapped to the ESXi hosts.
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When the test failover operation completes, the cleanup operation can be triggered using "Clean Up failover

test". During this operation, BlueXP disaster recovery destroys the FlexClone volume that was used in the

operation.

In the event of real disaster event occurs, BlueXP disaster recovery performs the following steps:

1. Breaks the SnapMirror relationship between the sites.

2. Mounts the VMFS datastore volume after resignature for immediate use.

3. Register the VMs

4. Power on VMs
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Once the primary site is up and running, BlueXP disaster recovery enables reverse resync for SnapMirror and

enables failback, which again can be performed with the click of a button.

And if migrate option is chosen, it is considered as a planned failover event. In this case, an additional step is

triggered which is to shut down the virtual machines at the source site. The rest of the steps remains the same

as failover event.

From BlueXP or the ONTAP CLI, you can monitor the replication health status for the appropriate datastore

volumes, and the status of a failover or test failover can be tracked via Job Monitoring.

300



This provides a powerful solution to handle a tailored and customized disaster recovery plan. Failover can be

done as planned failover or failover with a click of a button when disaster occurs and decision is made to

activate the DR site.

To learn more about this process, feel free to follow the detailed walkthrough video or use the solution

simulator.

Set up disaster recovery for NFS datastores using BlueXP disaster recovery

In this use case we outline the procedure to set up disaster recovery using BlueXP

disaster recovery for on-premises VMware VMs using NFS datastores. This procedure

includes setting up the BlueXP account and connector, adding ONTAP arrays to enable

communication between VMware vCenter and ONTAP storage, configuring replication

between sites, and creating and testing recovery plans.

Implementing disaster recovery through block-level replication from the production site to the disaster recovery

site is a resilient and cost-effective method for safeguarding workloads against site outages and data

corruption events, such as ransomware attacks. Using NetApp SnapMirror replication, VMware workloads

running on on-premises ONTAP systems with NFS datastore can be replicated to another ONTAP storage

system located in a designated recovery datacenter where VMware is also deployed.

Introduction

This section of the document describes the configuration of BlueXP DRaaS to set up disaster recovery for on-

premises VMware VMs to another designated site. As part of this setup, the BlueXP account, BlueXP

connector, the ONTAP arrays added within BlueXP workspace which is needed to enable communication from

VMware vCenter to the ONTAP storage. In addition, this document details how to configure replication between

sites and how to setup and test a recovery plan. The last section has instructions for performing a full site

failover and how to failback when the primary site is recovered and bought online.

Utilizing the BlueXP disaster recovery service, integrated into the NetApp BlueXP console, companies can
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easily discover their on-premises VMware vCenters and ONTAP storage. Organizations can then create

resource groupings, create a disaster recovery plan, associate it with resource groups, and test or execute

failover and failback. SnapMirror provides storage-level block replication to keep the two sites up to date with

incremental changes, resulting in a Recovery Point Objective (RPO) of up to 5 minutes. Additionally, it is

possible to simulate disaster recovery procedures without affecting production or incurring additional storage

costs.

BlueXP disaster recovery leverages ONTAP’s FlexClone technology to create a space-efficient copy of the

NFS datastore from the last replicated Snapshot on the disaster recovery site. After completing the disaster

recovery test, customers can easily delete the test environment without impacting actual replicated production

resources. In case of an actual failover, the BlueXP disaster recovery service orchestrates all the necessary

steps to automatically bring up the protected virtual machines on the designated disaster recovery site with just

a few clicks. The service will also reverse the SnapMirror relationship to the primary site and replicate any

changes from the secondary to the primary for a failback operation, when needed. All these capabilities come

at a fraction of the cost compared to other well-known alternatives.

Getting started

To get started with BlueXP disaster recovery, use BlueXP console and then access the service.

1. Log in to BlueXP.

2. From the BlueXP left navigation, select Protection > Disaster recovery.

3. The BlueXP disaster recovery Dashboard appears.
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Before configuring disaster recovery plan, ensure the following pre-requisites are met:

• BlueXP Connector is set up in NetApp BlueXP.

• BlueXP connector instance have connectivity to the source and destination vCenter and storage systems.

• NetApp Data ONTAP cluster to provide storage NFS datastores.

• On-premises NetApp storage systems hosting NFS datastores for VMware are added in BlueXP.

• DNS resolution should be in place when using DNS names. Otherwise, use IP addresses for the vCenter.

• SnapMirror replication is configured for the designated NFS based datastore volumes.

• Make sure that the environment has supported versions of vCenter Server and ESXi servers.

Once the connectivity is established between the source and destination sites, proceed with configuration

steps, which should take couple of clicks and about 3 to 5 minutes.

NetApp recommends deploying the BlueXP connector in the destination site or in a third site, so

that the BlueXP connector can communicate through the network with source and destination

resources.
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BlueXP disaster recovery configuration

The first step in preparing for disaster recovery is to discover and add the on-premises vCenter and storage

resources to BlueXP disaster recovery.

Open BlueXP console and select Protection > Disaster Recovery from left navigation. Select Discover

vCenter servers or use top menu, Select Sites > Add > Add vCenter.

Add the following platforms:
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• Source. On-premises vCenter.

• Destination. VMC SDDC vCenter.

Once the vCenters are added, automated discovery is triggered.

Configuring Storage replication between source site array and destination site array

SnapMirror provides data replication in a NetApp environment. Built on NetApp Snapshot technology,

SnapMirror replication is extremely efficient because it replicates only the blocks that have been changed or

added since the previous update. SnapMirror is easily configured by using either NetApp OnCommand System
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Manager or the ONTAP CLI. BlueXP DRaaS also creates the SnapMirror relationship provided cluster and

SVM peering is configured beforehand.

For cases in which the primary storage is not completely lost, SnapMirror provides an efficient means of

resynchronizing the primary and DR sites. SnapMirror can resynchronize the two sites, transferring only

changed or new data back to the primary site from the DR site by simply reversing the SnapMirror

relationships. This means replication plans in BlueXP DRaaS can be resynchronized in either direction after a

failover without recopying the entire volume. If a relationship is resynchronized in the reverse direction, only

new data that was written since the last successful synchronization of the Snapshot copy is sent back to the

destination.

If SnapMirror relationship is already configured for the volume via CLI or System Manager,

BlueXP DRaaS picks up the relationship and continues with the rest of the workflow operations.

How to set it up for VMware Disaster Recovery

The process to create SnapMirror replication remains the same for any given application. The process can be

manual or automated. The easiest way is to leverage BlueXP to configure SnapMirror replication by using

simple drag & drop of the source ONTAP system in the environment onto the destination to trigger the wizard

that guides through the rest of the process.

BlueXP DRaaS can also automate the same provided the following two criteria’s are met:

• Source and destination clusters have a peer relationship.

• Source SVM and destination SVM have a peer relationship.
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If SnapMirror relationship is already configured for the volume via CLI, BlueXP DRaaS picks up

the relationship and continues with the rest of the workflow operations.

What can BlueXP disaster recovery do for you?

After the source and destination sites are added, BlueXP disaster recovery performs automatic deep discovery

and displays the VMs along with associated metadata. BlueXP disaster recovery also automatically detects the

networks and port groups used by the VMs and populates them.

After the sites have been added, VMs can be grouped into resource groups. BlueXP disaster recovery
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resource groups allow you to group a set of dependent VMs into logical groups that contain their boot orders

and boot delays that can be executed upon recovery. To start creating resource groups, navigate to Resource

Groups and click Create New Resource Group.

The resource group can also be created while creating a replication plan.

The boot order of the VMs can be defined or modified during the creation of resource groups by using simple

drag and drop mechanism.
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Once the resource groups are created, the next step is to create the execution blueprint or a plan to recover

virtual machines and applications in the event of a disaster. As mentioned in the prerequisites, SnapMirror

replication can be configured beforehand or DRaaS can configure it using the RPO and retention count

specified during creation of the replication plan.
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Configure the replication plan by selecting the source and destination vCenter platforms from the drop down

and pick the resource groups to be included in the plan, along with the grouping of how applications should be

restored and powered on and mapping of clusters and networks. To define the recovery plan, navigate to the

Replication Plan tab and click Add Plan.

First, select the source vCenter and then select the destination vCenter.

The next step is to select existing resource groups. If no resource groups created, then the wizard helps to

group the required virtual machines (basically create functional resource groups) based on the recovery

objectives. This also helps define the operation sequence of how application virtual machines should be

310



restored.

Resource group allows to set boot order using the drag and drop functionality. It can be used to

easily modify the order in which the VMs would be powered on during the recovery process.

Each virtual machine within a resource group is started in sequence based on the order. Two

resource groups are started in parallel.

The below screenshot shows the option to filter virtual machines or specific datastores based on organizational

requirements if resource groups are not created beforehand.
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Once the resource groups are selected, create the failover mappings. In this step, specify how the resources

from the source environment maps to the destination. This includes compute resources, virtual networks. IP

customization, pre- and post-scripts, boot delays, application consistency and so on. For detailed information,

refer to Create a replication plan.

By default, same mapping parameters are used for both test and failover operations. To set

different mappings for test environment, select the Test mapping option after unchecking the

checkbox as shown below:
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Once the resource mapping is complete, click Next.

Select the recurrence type. In simple words, select Migrate (one time migration using failover) or recurring

continuous replication option. In this walkthrough, Replicate option is selected.
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Once done, review the created mappings and then click on Add plan.

VMs from different volumes and SVMs can be included in a replication plan. Depending on the

VM placement (be it on same volume or separate volume within the same SVM, separate

volumes on different SVMs), the BlueXP disaster recovery creates a Consistency Group

Snapshot.
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BlueXP DRaaS consists of the following workflows:

• Test failover (including periodic automated simulations)

• Cleanup failover test

• Failover

• Failback

Test failover

Test failover in BlueXP DRaaS is an operational procedure that allows VMware administrators to fully validate

their recovery plans without disrupting their production environments.
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BlueXP DRaaS incorporates the ability to select the snapshot as an optional capability in the test failover

operation. This capability allows the VMware administrator to verify that any changes that were recently made

in the environment are replicated to the destination site and thus are present during the test. Such changes

include patches to the VM guest operating system

When the VMware administrator runs a test failover operation, BlueXP DRaaS automates the following tasks:

• Triggering SnapMirror relationships to update storage at the destination site with any recent changes that

were made at the production site.
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• Creating NetApp FlexClone volumes of the FlexVol volumes on the DR storage array.

• Connecting the NFS datastores in the FlexClone volumes to the ESXi hosts at the DR site.

• Connecting the VM network adapters to the test network specified during the mapping.

• Reconfiguring the VM guest operating system network settings as defined for the network at the DR site.

• Executing any custom commands that have been stored in the replication plan.

• Powering on the VMs in the order that is defined in the replication plan.

Cleanup failover test Operation

The cleanup failover test operation occurs after the replication plan test has been completed and the VMware

administrator responds to the cleanup prompt.
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This action will reset the virtual machines (VMs) and the status of the replication plan to the ready state.

When the VMware administrator performs a recovery operation, BlueXP DRaaS completes the following

process:

1. It powers off each recovered VM in the FlexClone copy that was used for testing.

2. It deletes the FlexClone volume that was used to present the recovered VMs during the test.

Planned Migration and Fail over

BlueXP DRaaS has two methods for performing a real failover: planned migration and fail over. The first

method, planned migration, incorporates VM shutdown and storage replication synchronization into the

process to recover or effectively move the VMs to the destination site. Planned migration requires access to

the source site. The second method, failover, is an planned/unplanned failover in which the VMs are recovered

at the destination site from the last storage replication interval that was able to complete. Depending on the

RPO that was designed into the solution, some amount of data loss can be expected in the DR scenario.
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When the VMware administrator performs a failover operation, BlueXP DRaaS automates the following tasks:

• Break and fail over the NetApp SnapMirror relationships.

• Connect the replicated NFS datastores to the ESXi hosts at the DR site.

• Connect the VM network adapters to the appropriate destination site network.

• Reconfigure the VM guest operating system network settings as defined for the network at the destination

site.

• Execute any custom commands (if any) that have been stored in the replication plan.

• Power on the VMs in the order that was defined in the replication plan.

319



Failback

A failback is an optional procedure that restores the original configuration of the source and destination sites

after a recovery.

VMware administrators can configure and run a failback procedure when they are ready to restore services to

the original source site.

NOTE: BlueXP DRaaS replicates (resyncs) any changes back to the original source virtual machine before

reversing the replication direction. This process starts from a relationship that has completed failing over to a
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target and involves the following steps:

• Power off and unregister the virtual machines and volumes on the destination site are unmounted.

• Break the SnapMirror relationship on the original source is broken to make it read/write.

• Resynchronize the SnapMirror relationship to reverse the replication.

• Mount the volume on the source, power on and register the source virtual machines.

For more details about accessing and configuring BlueXP DRaaS, see the Learn about BlueXP Disaster

Recovery for VMware.

Monitoring and Dashboard

From BlueXP or the ONTAP CLI, you can monitor the replication health status for the appropriate datastore

volumes, and the status of a failover or test failover can be tracked via Job Monitoring.

If a job is currently in progress or queued, and you wish to stop it, there is an option to cancel it.

With the BlueXP disaster recovery dashboard, confidently evaluate the status of disaster recovery sites and

replication plans. This enables administrators to swiftly identify healthy, disconnected, or degraded sites and

plans.
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This provides a powerful solution to handle a tailored and customized disaster recovery plan. Failover can be

done as planned failover or failover with a click of a button when disaster occurs and decision is made to

activate the DR site.

To learn more about this process, feel free to follow the detailed walkthrough video or use the solution

simulator.

Protect workloads with vSphere Metro Storage Cluster

Learn about integrating ONTAP high availability with VMware vSphere Metro
Storage Cluster (vMSC)

Learn about the NetApp solutions you can use to integrate NetApp ONTAP high

availability with VMware vSphere Metro Storage Cluster (vMSC). This provides a robust

solutions for VMware Cloud Foundation (VCF) management and VI workload domains.

This combination ensures continuous data availability, seamless failover, and disaster recovery across

geographically dispersed sites, enhancing resilience and operational continuity for critical workloads.

SnapMirror active sync, enables business services to continue operating even through a complete site failure,

supporting applications to fail over transparently using a secondary copy. There is no manual intervention or

custom scripting required to trigger a failover with SnapMirror active sync.

Please refer to the following solutions for more details.

• Stretch Cluster for Management Domain using SnapMirror active sync

• Stretch Cluster for Management Domain using MetroCluster

• Stretch Cluster for VI Workload Domain using SnapMirror active sync

• Stretch Cluster for VI Workload Domain using MetroCluster
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Configure a stretch cluster for a VCF management domain using MetroCluster

In this use case we outline the procedure to configure a stretch cluster for the VMware

Cloud Foundation (VCF) management domain using ONTAP MetroCluster with NFS as

the primary datastore. This procedure includes deploying vSphere hosts and vCenter

Server, provisioning NFS datastores, validating the cluster with the VCF Import Tool,

configuring NSX settings, and converting the environment into a VCF management

domain.

Introduction

In this solution we will demonstrate how to implement Stretched VCF Management Domain with NFS as

Principal Datastore using ONTAP MetroCluster.

Scenario Overview

This scenario covers the following high level steps:

• Deploy vSphere hosts and vCenter server.

• Provision NFS datastore to vSphere hosts.

• Deploy the SDDC Manager in the vSphere cluster.

• Use the VCF Import Tool to validate the vSphere cluster.

• Configure a JSON file for create an NSX during the VCF conversion.

• Use the VCF Import Tool to convert the vSphere 8 environment to VCF management domain.

Prerequisites

This scenario requires the following components and configurations:

• Supported ONTAP MetroCluster configuration
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• Storage virtual machine (SVM) configured to allow NFS traffic.

• Logical interface (LIF) has been created on the IP network that is to carry NFS traffic and is associated with

the SVM.

• A vSphere 8 cluster with 4 x ESXi hosts connected to network switch.

• Download software required for the VCF conversion.

Here is the sample screenshot from System Manager showing MetroCluster configuration.

and here is the SVM Network interfaces from both fault domains.
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[NOTE] SVM will be active on one of the fault domains in MetroCluster.

Refer vMSC with MetroCluster.
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For supported storage and other considerations for converting or importing vSphere to VCF 5.2, refer to

Considerations Before Converting or Importing Existing vSphere Environments into VMware Cloud Foundation.

Before creating vSphere Cluster that will be converted to VCF Management Domain, refer NSX consideration

on vSphere Cluster

For required software refer to Download Software for Converting or Importing Existing vSphere Environments.

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

Deployment Steps

To deploy VCF Stretched Management Domain with NFS as Principal Datastore,

Complete the following steps:

• Deploy vSphere hosts and vCenter.

• Create vSphere Cluster.

• Provision NFS datastore.

• Copy the VCF Import Tool to the vCenter appliance.

• Run a pre-check on the vCenter appliance using the VCF Import Tool.

• Deploy the SDDC manager VM on the vCenter cluster.

• Create a JSON file for an NSX cluster to deployed during the conversion process.

• Upload the required software to the SDDC manager.

• Convert the vSphere cluster into VCF Management Domain.

For an overview of the conversion process, refer to Convert a vSphere Environment to a Management Domain

or Import a vSphere Environment as a VI Workload Domain in VMware Cloud Foundation.

Deploy vSphere hosts and vCenter

Deploy vSphere on hosts using ISO downloaded from Broadcom support portal or use existing deployment

option for vSphere host.
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Mount NFS Datastore to host VMs

In this step, We create the NFS volume and mount it as Datastore to host VMs.

1. Using System Manager, Create a volume and attach to export policy that includes the IP subnet of the

vSphere host.

2. SSH to vSphere host and mount the NFS Datastore.

[NOTE] If hardware acceleration is shown as not supported, ensure latest NFS VAAI component

(downloaded from NetApp Support portal) is installed on the vSphere host

and vStorage is enabled on the SVM that hosts the volume.
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3. Repeat above steps for additional datastore need and ensure the hardware acceleration is supported.

Deploy vCenter on NFS Datastore. Ensure SSH and Bash shell is enabled on vCenter appliance.

Create vSphere Cluster

1. Login to vSphere web client, Create the DataCenter and vSphere Cluster by adding one of the host where

NFS VAAI is deployed. We opted to Manage all hosts in the cluster with single image option.

[TIP] Do not select Manage configuration at cluster level.

For additional details, refer NSX consideration on vSphere Cluster. For vMSC best practices with ONTAP

MetroCluster, check vMSC Design and Implementation Guidelines

2. Add other vSphere hosts to Cluster.

3. Create Distributed Switch and add the port groups.

4. Migrate networking from standard vSwitch to distributed switch.

Convert vSphere environment to VCF Management Domain

The following section covers the steps to deploy the SDDC manager and convert the vSphere 8 cluster to a

VCF 5.2 management domain. Where appropriate, VMware documentation will be referred to for additional

detail.

The VCF Import Tool, from VMware by Broadcom is a utility that is used on both the vCenter appliance and

SDDC manager to validate configurations and provide conversion and import services for vSphere and VCF

environments.

For more information, refer to VCF Import Tool Options and Parameters.

Copy and extract VCF Import Tool

The VCF Import Tool is used on the vCenter appliance to validate that the vSphere cluster is in a healthy

state for the VCF conversion or import process.

Complete the following steps:

1. Follow the steps at Copy the VCF Import Tool to the Target vCenter Appliance at VMware Docs to

copy the VCF Import Tool to the correct location.

2. Extract the bundle using the following command:

tar -xvf vcf-brownfield-import-<buildnumber>.tar.gz
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Validate the vCenter appliance

Use the VCF Import tool to validate the vCenter appliance before the conversion.

1. Follow the steps at Run a Pre-check on the Target vCenter Before Conversion to run the validation.

2. The following output shows that the vCenter appliance has passed the pre-check.

Deploy the SDDC Manager

The SDDC manager must be colocated on the vSphere cluster that will be converted to a VCF

management domain.

Follow the deployment instructions at VMware Docs to complete the deployment.

Refer to Deploy the SDDC Manager Appliance on the Target vCenter.
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Create a JSON file for NSX deployment

To deploy NSX Manager while importing or converting a vSphere environment into VMware Cloud

Foundation, create an NSX deployment specification. NSX deployment requires a minimum of 3 hosts.

When deploying an NSX Manager cluster in a convert or import operation, NSX VLAN

backed segment is used. For details on the limitations of NSX-VLAN backed segment,

refer to the section "Considerations Before Converting or Importing Existing vSphere

Environments into VMware Cloud Foundation. For information about NSX-VLAN

networking limitations, refer to Considerations Before Converting or Importing Existing

vSphere Environments into VMware Cloud Foundation.

The following is an example of a JSON file for NSX deployment:

{

  "deploy_without_license_keys": true,

  "form_factor": "small",

  "admin_password": "******************",

  "install_bundle_path": "/nfs/vmware/vcf/nfs-mount/bundle/bundle-

133764.zip",

  "cluster_ip": "10.61.185.114",

  "cluster_fqdn": "mcc-nsx.sddc.netapp.com",

  "manager_specs": [{

    "fqdn": "mcc-nsxa.sddc.netapp.com",

    "name": "mcc-nsxa",

    "ip_address": "10.61.185.111",

    "gateway": "10.61.185.1",

    "subnet_mask": "255.255.255.0"

  },

  {

    "fqdn": "mcc-nsxb.sddc.netapp.com",

    "name": "mcc-nsxb",

    "ip_address": "10.61.185.112",

    "gateway": "10.61.185.1",

    "subnet_mask": "255.255.255.0"

  },

  {

    "fqdn": "mcc-nsxc.sddc.netapp.com",

    "name": "mcc-nsxc",

    "ip_address": "10.61.185.113",

    "gateway": "10.61.185.1",

    "subnet_mask": "255.255.255.0"

  }]

}

Copy the JSON file to vcf user home folder on the SDDC Manager.
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Upload software to SDDC Manager

Copy the VCF Import Tool to home folder of vcf user and the NSX deployment bundle to

/nfs/vmware/vcf/nfs-mount/bundle/ folder on the SDDC Manager.

See Upload the Required Software to the SDDC Manager Appliance for detailed instructions.

Detailed Check on vCenter before conversion

Before you perform a management domain convert operation or a VI workload domain import operation,

you must perform a detailed check to ensure that the existing vSphere environment’s configuration is

supported for convert or import.

. SSH to the SDDC Manager appliance as user vcf.

. Navigate to the directory where you copied the VCF Import Tool.

. Run the following command to check that the vSphere environment can be converted

python3 vcf_brownfield.py check --vcenter '<vcenter-fqdn>' --sso-user

'<sso-user>' --sso-password '********' --local-admin-password

'****************' --accept-trust

331

https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-5-2-and-earlier/5-2/map-for-administering-vcf-5-2/importing-existing-vsphere-environments-admin/convert-or-import-a-vsphere-environment-into-vmware-cloud-foundation-admin/seed-software-on-sddc-manager-admin.html


Convert vSphere cluster to VCF management domain

The VCF Import Tool is used to conduct the conversion process.

The following command is run to convert the vSphere cluster to a VCF management domain and deploy

the NSX cluster:

python3 vcf_brownfield.py convert --vcenter '<vcenter-fqdn>' --sso-user

'<sso-user>' --sso-password '******' --vcenter-root-password '********'

--local-admin-password '****************' --backup-password

'****************' --domain-name '<Mgmt-domain-name>' --accept-trust

--nsx-deployment-spec-path /home/vcf/nsx.json

When multiple Datastores are available on vSphere host, it prompts which Datastore that needs to be

considered as Primary Datastore on which NSX VMs will be deployed by default.

For complete instructions, refer to VCF Convert Procedure.

NSX VMs will be deployed to vCenter.

SDDC Manager shows the Management domain created with the name that was provided and NFS as

Datastore.
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On Inspecting the cluster, it provides the information of NFS Datastore.

Add licensing to VCF

After completing the conversion, licensing must be added to the environment.

1. Log in to the SDDC Manager UI.

2. Navigate to Administration > Licensing in the navigation pane.

3. Click on + License Key.

4. Choose a product from the drop-down menu.

5. Enter the license key.

6. Provide a description for the license.

7. Click Add.

8. Repeat these steps for each license.
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Configure a stretch cluster for a VI workload domain using MetroCluster

In this use case we outline the procedure to configure stretched VCF VI workload domain

with NFS as principal datastore using ONTAP MetroCluster. This procedure includes

deploying vSphere hosts and vCenter Server, provisioning NFS datastores, validating the

vSphere cluster, configuring NSX during the VCF conversion, and importing the vSphere

environment into an existing VCF Management Domain.

The Workloads on VCF is protected by vSphere Metro Storage Cluster (vMSC). ONTAP MetroCluster with

either FC or IP deployment is typically utilized to provide fault tolerance of VMFS and NFS Datastores.

Introduction

In this solution we will demonstrate how to implement Stetched VCF VI Workload Domain with NFS as

Principal Datastore using ONTAP MetroCluster. The VI Workload Domain can be deployed using SDDC

Manager or import an existing vSphere environment as VI Workload Domain.

Scenario Overview

This scenario covers the following high level steps:

• Deploy vSphere hosts and vCenter server.

• Provision NFS datastore to vSphere hosts.

• Use the VCF Import Tool to validate the vSphere cluster.

• Configure a JSON file for create an NSX during the VCF conversion.

• Use the VCF Import Tool to import the vSphere 8 environment as VCF VI Workload domain to an existing

VCF Management Domain.
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Prerequisites

This scenario requires the following components and configurations:

• Supported ONTAP MetroCluster configuration

• Storage virtual machine (SVM) configured to allow NFS traffic.

• Logical interface (LIF) has been created on the IP network that is to carry NFS traffic and is associated with

the SVM.

• A vSphere 8 cluster with 4 x ESXi hosts connected to network switch.

• Download software required for the VCF conversion.

Here is the sample screenshot from System Manager showing MetroCluster configuration.

and here is the SVM Network interfaces from both fault domains.
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[NOTE] SVM will be active on one of the fault domains in MetroCluster.

Refer vMSC with MetroCluster.
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For supported storage and other considerations for converting or importing vSphere to VCF 5.2, refer to

Considerations Before Converting or Importing Existing vSphere Environments into VMware Cloud Foundation.

Before creating vSphere Cluster that will be converted to VCF Management Domain, refer NSX consideration

on vSphere Cluster

For required software refer to Download Software for Converting or Importing Existing vSphere Environments.

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

Deployment Steps

To deploy VCF Stretched Management Domain with NFS as Principal Datastore,

Complete the following steps:

• Deploy vSphere hosts and vCenter.

• Create vSphere Cluster.

• Provision NFS datastore.

• Copy the VCF Import Tool to the vCenter appliance.

• Run a precheck on the vCenter appliance using the VCF Import Tool.

• Create a JSON file for an NSX cluster to deployed during the import process.

• Upload the required software to the SDDC manager.

• Convert the vSphere cluster into VCF VI Workload Domain.

For an overview of the conversion process, refer to Convert a vSphere Environment to a Management Domain

or Import a vSphere Environment as a VI Workload Domain in VMware Cloud Foundation.

Deploy vSphere hosts and vCenter

Deploy vSphere on hosts using ISO downloaded from Broadcom support portal or use existing deployment

option for vSphere host.
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Mount NFS Datastore to host VMs

In this step, We create the NFS volume and mount it as Datastore to host VMs.

1. Using System Manager, Create a volume and attach to export policy that includes the IP subnet of the

vSphere host.

2. SSH to vSphere host and mount the NFS Datastore.

esxcli storage nfs add -c 4 -H 10.192.164.225 -s /WLD01_DS01 -v DS01

esxcli storage nfs add -c 4 -H 10.192.164.230 -s /WLD01_DS02 -v DS02

esxcli storage nfs list

[NOTE] If hardware acceleration is shown as not supported, ensure latest NFS VAAI component

(downloaded from NetApp Support portal) is installed on the vSphere host

and vStorage is enabled on the SVM that hosts the volume.
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. Repeat above steps for additional datastore need and ensure the hardware acceleration is supported.

Deploy vCenter on NFS Datastore. Ensure SSH and Bash shell is enabled on vCenter appliance.

Create vSphere Cluster

1. Login to vSphere webclient, Create the DataCenter and vSphere Cluster by adding one of the host where

NFS VAAI is deployed. We opted to Manage all hosts in the cluster with single image option.

[TIP] Do not select Manage configuration at cluster level.

For additional details, refer NSX consideration on vSphere Cluster. For vMSC best practices with ONTAP

MetroCluster, check vMSC Design and Implementation Guidelines

2. Add other vSphere hosts to Cluster.

3. Create Distributed Switch and add the port groups.

4. Migrate networking from standard vSwitch to distributed switch.

Convert vSphere environment to VCF VI Workload Domain

The following section covers the steps to deploy the SDDC manager and convert the vSphere 8 cluster to a

VCF 5.2 management domain. Where appropriate, VMware documentation will be referred to for additional

detail.

The VCF Import Tool, from VMware by Broadcom is a utility that is used on both the vCenter appliance and

SDDC manager to validate configurations and provide conversion and import services for vSphere and VCF

environments.
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For more information, refer to VCF Import Tool Options and Parameters.

Copy and extract VCF Import Tool

The VCF Import Tool is used on the vCenter appliance to validate that the vSphere cluster is in a healthy

state for the VCF conversion or import process.

Complete the following steps:

1. Follow the steps at Copy the VCF Import Tool to the Target vCenter Appliance at VMware Docs to

copy the VCF Import Tool to the correct location.

2. Extract the bundle using the following command:

tar -xvf vcf-brownfield-import-<buildnumber>.tar.gz

Validate the vCenter appliance

Use the VCF Import tool to validate the vCenter appliance before the import as VI Workload Domain.

1. Follow the steps at Run a Precheck on the Target vCenter Before Conversion to run the validation.
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Create a JSON file for NSX deployment

To deploy NSX Manager while importing or converting a vSphere environment into VMware Cloud

Foundation, create an NSX deployment specification. NSX deployment requires a minimum of 3 hosts.

When deploying an NSX Manager cluster in a convert or import operation, NSX VLAN

backed segment is used. For details on the limitations of NSX-VLAN backed segment,

refer to the section "Considerations Before Converting or Importing Existing vSphere

Environments into VMware Cloud Foundation. For information about NSX-VLAN

networking limitations, refer to Considerations Before Converting or Importing Existing

vSphere Environments into VMware Cloud Foundation.

The following is an example of a JSON file for NSX deployment:

{

  "deploy_without_license_keys": true,

  "form_factor": "small",

  "admin_password": "****************",

  "install_bundle_path": "/nfs/vmware/vcf/nfs-mount/bundle/bundle-

133764.zip",

  "cluster_ip": "10.61.185.105",

  "cluster_fqdn": "mcc-wld01-nsx.sddc.netapp.com",

  "manager_specs": [{

    "fqdn": "mcc-wld01-nsxa.sddc.netapp.com",

    "name": "mcc-wld01-nsxa",

    "ip_address": "10.61.185.106",

    "gateway": "10.61.185.1",

    "subnet_mask": "255.255.255.0"

  },

  {

    "fqdn": "mcc-wld01-nsxb.sddc.netapp.com",

    "name": "mcc-wld01-nsxb",

    "ip_address": "10.61.185.107",

    "gateway": "10.61.185.1",

    "subnet_mask": "255.255.255.0"

  },

  {

    "fqdn": "mcc-wld01-nsxc.sddc.netapp.com",

    "name": "mcc-wld01-nsxc",

    "ip_address": "10.61.185.108",

    "gateway": "10.61.185.1",

    "subnet_mask": "255.255.255.0"

  }]

}

Copy the JSON file to vcf user home folder on the SDDC Manager.
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Upload software to SDDC Manager

Copy the VCF Import Tool to home folder of vcf user and the NSX deployment bundle to

/nfs/vmware/vcf/nfs-mount/bundle/ folder on the SDDC Manager.

See Upload the Required Software to the SDDC Manager Appliance for detailed instructions.

Detailed Check on vCenter before conversion

Before you perform a management domain convert operation or a VI workload domain import operation,

you must perform a detailed check to ensure that the existing vSphere environment’s configuration is

supported for convert or import.

. SSH to the SDDC Manager appliance as user vcf.

. Navigate to the directory where you copied the VCF Import Tool.

. Run the following command to check that the vSphere environment can be converted

python3 vcf_brownfield.py check --vcenter '<vcenter-fqdn>' --sso-user

'<sso-user>' --sso-password '********' --local-admin-password

'****************' --accept-trust
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Convert vSphere cluster to VCF VI Workload domain

The VCF Import Tool is used to conduct the conversion process.

The following command is run to convert the vSphere cluster to a VCF management domain and deploy

the NSX cluster:

python3 vcf_brownfield.py import --vcenter '<vcenter-fqdn>' --sso-user

'<sso-user>' --sso-password '******' --vcenter-root-password '********'

--local-admin-password '****************' --backup-password

'****************' --domain-name '<Mgmt-domain-name>' --accept-trust

--nsx-deployment-spec-path /home/vcf/nsx.json

Even multiple Datastores are available on vSphere host, there is no need to prompt which Datastore that

needs to be considered as Primary Datastore.

For complete instructions, refer to VCF Convert Procedure.

NSX VMs will be deployed to vCenter.

SDDC Manager shows the VI Workload domain created with the name that was provided and NFS as

Datastore.
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On Inspecting the cluster, it provides the information of NFS Datastores.
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Add licensing to VCF

After completing the conversion, licensing must be added to the environment.

1. Log in to the SDDC Manager UI.

2. Navigate to Administration > Licensing in the navigation pane.

3. Click on + License Key.

4. Choose a product from the drop-down menu.

5. Enter the license key.

6. Provide a description for the license.

7. Click Add.

8. Repeat these steps for each license.

Configure a stretch cluster for a VCF management domain using SnapMirror Active
Sync

In this use case we outline the procedure to use ONTAP tools for VMware vSphere to

configure a stretch cluster for a VCF management domain. This procedure includes

deploying vSphere hosts and vCenter Server, installing ONTAP tools, protecting

datastores with SnapMirror Active Sync, migrating VMs to protected datastores, and

configuring supplemental storage.

Scenario Overview

The stretch cluster solution can be implemented on default cluster or on additional cluster in VCF management

or workload domains. VMFS on FC is supported on both principal datastore and supplemental datastores.
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VMFS on iSCSI is only supported with supplemental datastores. Refer IMT for support of VMFS on NVMe-oF

with SnapMirror active sync.

Principal storage on Management Domain

With VCF 5.2 onwards managment domain can be deployed without VSAN using the VCF import Tool.

The convert option of VCF import tool allows an existing vCenter deployment into a management domain.

All the clusters in vCenter will become part of management domain.

1. Deploy vSphere hosts

2. Deploy vCenter server on local datastore (vCenter needs to co-exist on vSphere hosts that will be

converted into management domain)

3. Deploy ONTAP tools for VMware vSphere

4. Deploy SnapCenter Plugin for VMware vSphere (optional)

5. Create datastore (FC zone configuration should be in place)

6. Protect the vSphere cluster

7. Migrate VMs to newly created datastore

Whenever the cluster is expanded or shrank, need to update the Host Cluster relationship

on ONTAP tools for the cluster to indicate the changes made to source or target.
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Supplemental storage on Management Domain

Once the management domain is up and running, additional datastores can be created using ONTAP

tools which will trigger the consistency group expansion.

If a vSphere cluster is protected, all the datastores in the cluster will be protected.

If VCF environment is deployed with Cloud Builder tool, to create the supplemental storage with iSCSI,

deploy ONTAP tools to create the iSCSI datastore and protect the vSphere cluster.

Whenever the cluster is expanded or shrank, need to update the Host Cluster relationship

on ONTAP tools for the cluster to indicate the changes made to source or target.

Additional information

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation 5.2 Documentation.

Video demo for this solution

Stretch cluster for VCF with ONTAP tools

Configure a stretch cluster for a VI workload domain using SnapMirror Active Sync

In this use case we outline the procedure to configure a stretch cluster for a Virtual

Infrastructure (VI) workload domain using SnapMirror Active Sync with ONTAP tools for

VMware vSphere. This procedure includes creating a VCF Workload Domain with VMFS

on Fibre Channel, registering the vCenter with ONTAP tools, registering storage systems,

and protecting the vSphere cluster.
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Scenario Overview

The datastores on VCF Workload domain can be protected with SnapMirror active sync to provide stretch

cluster solution. The protection is enabled at vSphere cluster level and all ONTAP block datastores in the

cluster will be protected.

Principal storage on Workload Domain

Workload domain can be created either importing using the VCF import tool or deploy using the SDDC

manager. Deploying with SDDC manager will provide more networking options than importing an existing

environment.

1. Create Workload domain with VMFS on FC

2. Register workload domain vCenter to ONTAP tools manager to deploy vCenter plugin

3. Register storage systems on ONTAP tools

4. Protect the vSphere cluster

Whenever the cluster is expanded or shrank, need to update the Host Cluster relationship

on ONTAP tools for the cluster to indicate the changes made to source or target.

Supplemental storage on Workload Domain

Once the workload domain is up and running, additional datastores can be created using ONTAP tools

which will trigger the consistency group expansion.

If a vSphere cluster is protected, all the datastores in the cluster will be protected.
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Additional information

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

Video demo for this solution

Stretch cluster for VCF with ONTAP tools

Migrate VMs from VMware vSphere to ONTAP datastores

VMware vSphere environments can significantly benefit from migrating virtual machines

to NetApp ONTAP-backed datastores. Whether you’re moving from vSAN, third-party

storage systems, or upgrading your existing infrastructure, explore various vMotion

scenarios and migration strategies to seamlessly transition your VMs to ONTAP

datastores. This ensures business continuity while leveraging ONTAP’s enterprise-class

storage features.

VMware vSphere by Broadcom supports VMFS, NFS, and vVol datastores for hosting virtual machines.

Customers have the option to create those datastores with hyper converged infrastructures or with centralized

shared storage systems.

Customers often see the value with hosting on ONTAP based storage systems to provide space efficient

snapshots and clones of Virtual machines, flexibility to choose various deployment models across the

datacenters and clouds, operational efficiency with monitoring and alerting tools, security, governance and

optional compliance tools to inspect VM data, and so on.

VMs hosted on ONTAP datastores can be protected using SnapCenter Plugin for VMware vSphere (SCV).

SCV creates storage based snapshots and also replicates to remote ONTAP storage system. Restores can be

performed either from Primary or Secondary storage systems.

Customers has flexibility to choose Cloud Insights or Aria Operations or combination of both or other third party

tools that use ONTAP api to troubleshoot, performance monitoring, reporting and alert notification features.

Customers can easily provision datastore using ONTAP Tools vCenter Plug-in or its API and VMs can be

migrated to ONTAP datastores even while it is powered on.

Some VMs which are deployed with external management tool like Aria Automation, Tanzu (or

other Kubernetes flavors) are usually depends on VM storage policy. If migrating between the

datastores within same VM storage policy, it should be of less impact for the applications. Check

with Application owners to properly migrate those VMs to new datastore. vSphere 8 introduced

vSphere vMotion Notifications for Latency Sensitive Applications to prepare applications for

vMotion.

Network Requirements
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VM migration with vMotion

It is assumed that dual storage network is already in place for the ONTAP datastore to provide

connectivity, fault tolerance and performance boost.

Migration of VMs across the vSphere hosts are also handled by the VMKernel interface of the vSphere

host. For hot migration (powered on VMs), VMKernel interface with vMotion enabled service is used and

for cold migration (powered off VMs), VMKernel interface with Provisioning service enabled is consumed

to move the data. If no valid interface was found, it will use the management interface to move the data

which may not be desirable for certain use cases.

When you edit the VMKernel interface, here is the option to enable the required services.

Ensure at least two high-speed active uplink nics are available for the portgroup used by

vMotion and Provisioning VMkernel interfaces.
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VM Migration Scenarios

vMotion is often used to migrate the VMs irrespective of its power state. Additional considerations and

migration procedure for specific scenarios is available below.

Understand VM Conditions and Limitation of vSphere vMotion before proceeding with any VM

migration options.
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Migration of VMs from specific vSphere Datastore

Follow the procedure below to migrate VMs to new Datastore using UI.

1. With vSphere Web Client, select the Datastore from the storage inventory and click on VMs tab.

2. Select the VMs that needs to be migrated and right click to select Migrate option.

3. Choose option to change storage only, Click Next
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4. Select the desired VM Storage Policy and pick the datastore that is compatible. Click Next.

5. Review and click on Finish.

To migrate VMs using PowerCLI, here is the sample script.

353



#Authenticate to vCenter

Connect-VIServer -server vcsa.sddc.netapp.local -force

# Get all VMs with filter applied for a specific datastore

$vm = Get-DataStore 'vSanDatastore' | Get-VM Har*

#Gather VM Disk info

$vmdisk = $vm | Get-HardDisk

#Gather the desired Storage Policy to set for the VMs. Policy should be

available with valid datastores.

$storagepolicy = Get-SPBMStoragePolicy 'NetApp Storage'

#set VM Storage Policy for VM config and its data disks.

$vm, $vmdisk | Get-SPBMEntityConfiguration | Set-

SPBMEntityConfiguration -StoragePolicy $storagepolicy

#Migrate VMs to Datastore specified by Policy

$vm | Move-VM -Datastore (Get-SPBMCompatibleStorage -StoragePolicy

$storagepolicy)

#Ensure VM Storage Policy remains compliant.

$vm, $vmdisk | Get-SPBMEntityConfiguration
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Migration of VMs in same vSphere cluster

Follow the procedure below to migrate VMs to new Datastore using UI.

1. With vSphere Web Client, select the Cluster from the Host and Cluster inventory and click on VMs

tab.

2. Select the VMs that needs to be migrated and right click to select Migrate option.

3. Choose option to change storage only, Click Next
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4. Select the desired VM Storage Policy and pick the datastore that is compatible. Click Next.

5. Review and click on Finish.

To migrate VMs using PowerCLI, here is the sample script.
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#Authenticate to vCenter

Connect-VIServer -server vcsa.sddc.netapp.local -force

# Get all VMs with filter applied for a specific cluster

$vm = Get-Cluster 'vcf-m01-cl01' | Get-VM Aria*

#Gather VM Disk info

$vmdisk = $vm | Get-HardDisk

#Gather the desired Storage Policy to set for the VMs. Policy should be

available with valid datastores.

$storagepolicy = Get-SPBMStoragePolicy 'NetApp Storage'

#set VM Storage Policy for VM config and its data disks.

$vm, $vmdisk | Get-SPBMEntityConfiguration | Set-

SPBMEntityConfiguration -StoragePolicy $storagepolicy

#Migrate VMs to Datastore specified by Policy

$vm | Move-VM -Datastore (Get-SPBMCompatibleStorage -StoragePolicy

$storagepolicy)

#Ensure VM Storage Policy remains compliant.

$vm, $vmdisk | Get-SPBMEntityConfiguration

When Datastore Cluster is in use with fully automated storage DRS (Dynamic Resource

Scheduling) and both (source & target) datastores are of same type (VMFS/NFS/vVol),

Keep both datastores in same storage cluster and migrate VMs from source datastore by

enabling maintenance mode on the source. Experience will be similar to how compute

hosts are handled for maintenance.
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Migration of VMs across multiple vSphere clusters

Refer CPU Compatibility and vSphere Enhanced vMotion Compatibility when source and

target hosts are of different CPU family or model.

Follow the procedure below to migrate VMs to new Datastore using UI.

1. With vSphere Web Client, select the Cluster from the Host and Cluster inventory and click on VMs

tab.

2. Select the VMs that needs to be migrated and right click to select Migrate option.

3. Choose option to change compute resource and storage, Click Next
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4. Navigate and pick the right cluster to migrate.

5. Select the desired VM Storage Policy and pick the datastore that is compatible. Click Next.
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6. Pick the VM folder to place the target VMs.

7. Select the target port group.
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8. Review and click on Finish.

To migrate VMs using PowerCLI, here is the sample script.
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#Authenticate to vCenter

Connect-VIServer -server vcsa.sddc.netapp.local -force

# Get all VMs with filter applied for a specific cluster

$vm = Get-Cluster 'vcf-m01-cl01' | Get-VM Aria*

#Gather VM Disk info

$vmdisk = $vm | Get-HardDisk

#Gather the desired Storage Policy to set for the VMs. Policy should be

available with valid datastores.

$storagepolicy = Get-SPBMStoragePolicy 'NetApp Storage'

#set VM Storage Policy for VM config and its data disks.

$vm, $vmdisk | Get-SPBMEntityConfiguration | Set-

SPBMEntityConfiguration -StoragePolicy $storagepolicy

#Migrate VMs to another cluster and Datastore specified by Policy

$vm | Move-VM -Destination (Get-Cluster 'Target Cluster') -Datastore

(Get-SPBMCompatibleStorage -StoragePolicy $storagepolicy)

#When Portgroup is specific to each cluster, replace the above command

with

$vm | Move-VM -Destination (Get-Cluster 'Target Cluster') -Datastore

(Get-SPBMCompatibleStorage -StoragePolicy $storagepolicy) -PortGroup

(Get-VirtualPortGroup 'VLAN 101')

#Ensure VM Storage Policy remains compliant.

$vm, $vmdisk | Get-SPBMEntityConfiguration
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Migration of VMs across vCenter servers in same SSO domain

Follow the procedure below to migrate VMs to new vCenter server which is listed on same vSphere Client

UI.

For additional requirements like source and target vCenter versions,etc., check vSphere

documentation on requirements for vMotion between vCenter server instances

1. With vSphere Web Client, select the Cluster from the Host and Cluster inventory and click on VMs

tab.

2. Select the VMs that needs to be migrated and right click to select Migrate option.

3. Choose option to change compute resource and storage, Click Next
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4. Select the target cluster in target vCenter server.

5. Select the desired VM Storage Policy and pick the datastore that is compatible. Click Next.

364



6. Pick the VM folder to place the target VMs.

7. Select the target port group.
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8. Review the migration options and click Finish.

To migrate VMs using PowerCLI, here is the sample script.
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#Authenticate to Source vCenter

$sourcevc = Connect-VIServer -server vcsa01.sddc.netapp.local -force

$targetvc = Connect-VIServer -server vcsa02.sddc.netapp.local -force

# Get all VMs with filter applied for a specific cluster

$vm = Get-Cluster 'vcf-m01-cl01'  -server $sourcevc| Get-VM Win*

#Gather the desired Storage Policy to set for the VMs. Policy should be

available with valid datastores.

$storagepolicy = Get-SPBMStoragePolicy 'iSCSI' -server $targetvc

#Migrate VMs to target vCenter

$vm | Move-VM -Destination (Get-Cluster 'Target Cluster' -server

$targetvc) -Datastore (Get-SPBMCompatibleStorage -StoragePolicy

$storagepolicy -server $targetvc) -PortGroup (Get-VirtualPortGroup

'VLAN 101' -server $targetvc)

$targetvm = Get-Cluster 'Target Cluster' -server $targetvc | Get-VM

Win*

#Gather VM Disk info

$targetvmdisk = $targetvm | Get-HardDisk

#set VM Storage Policy for VM config and its data disks.

$targetvm, $targetvmdisk | Get-SPBMEntityConfiguration | Set-

SPBMEntityConfiguration -StoragePolicy $storagepolicy

#Ensure VM Storage Policy remains compliant.

$targetvm, $targetvmdisk | Get-SPBMEntityConfiguration
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Migration of VMs across vCenter servers in different SSO domain

This scenario assumes the communication exists between the vCenter servers. Otherwise

check the across datacenter location scenario listed below. For prerequisites, check

vSphere documentation on Advanced Cross vCenter vMotion

Follow the procedure below to migrate VMs to differnt vCenter server using UI.

1. With vSphere Web Client, select the source vCenter server and click on VMs tab.

2. Select the VMs that needs to be migrated and right click to select Migrate option.

3. Choose option Cross vCenter Server export, Click Next
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VM can also be imported from the target vCenter server. For that procedure, check

Import or Clone a Virtual Machine with Advanced Cross vCenter vMotion

4. Provide vCenter credential details and click Login.

369

https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/8-0/vcenter-and-host-management-8-0/migrating-virtual-machines-host-management/vmotion-across-vcenter-server-systems-host-management/migrate-a-virtual-machine-from-an-external-vcenter-server-instance-host-management.html


5. Confirm and Accept the SSL certificate thumbprint of vCenter server

6. Expand target vCenter and select the target compute cluster.

370



7. Select the target datastore based on the VM Storage Policy.

8. Select the target VM folder.

9. Pick the VM portgroup for each network interface card mapping.
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10. Review and click Finish to start the vMotion across the vCenter servers.

To migrate VMs using PowerCLI, here is the sample script.

372



#Authenticate to Source vCenter

$sourcevc = Connect-VIServer -server vcsa01.sddc.netapp.local -force

$targetvc = Connect-VIServer -server vcsa02.sddc.netapp.local -force

# Get all VMs with filter applied for a specific cluster

$vm = Get-Cluster 'Source Cluster'  -server $sourcevc| Get-VM Win*

#Gather the desired Storage Policy to set for the VMs. Policy should be

available with valid datastores.

$storagepolicy = Get-SPBMStoragePolicy 'iSCSI' -server $targetvc

#Migrate VMs to target vCenter

$vm | Move-VM -Destination (Get-Cluster 'Target Cluster' -server

$targetvc) -Datastore (Get-SPBMCompatibleStorage -StoragePolicy

$storagepolicy -server $targetvc) -PortGroup (Get-VirtualPortGroup

'VLAN 101' -server $targetvc)

$targetvm = Get-Cluster 'Target Cluster' -server $targetvc | Get-VM

Win*

#Gather VM Disk info

$targetvmdisk = $targetvm | Get-HardDisk

#set VM Storage Policy for VM config and its data disks.

$targetvm, $targetvmdisk | Get-SPBMEntityConfiguration | Set-

SPBMEntityConfiguration -StoragePolicy $storagepolicy

#Ensure VM Storage Policy remains compliant.

$targetvm, $targetvmdisk | Get-SPBMEntityConfiguration

Migration of VMs across datacenter locations

• When Layer 2 traffic is stretched across datacenters either by using NSX Federation or other options,

follow the procedure for migrating VMs across vCenter servers.

• HCX provides various migration types including Replication Assisted vMotion across the datacenters

to move VM without any downtime.

• Site Recovery Manager (SRM) is typically meant for Disaster Recovery purposes and also often used

for planned migration utilizing storage array based replication.

• Continous Data Protection (CDP) products use vSphere API for IO (VAIO) to intercept the data and

send a copy to remote location for near zero RPO solution.

• Backup and Recovery products can also be utilized. But often results in longer RTO.

• BlueXP Disaster Recovery as a Service (DRaaS) utilizes storage array based replication and

automates certain tasks to recover the VMs at target site.
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Migration of VMs in hybrid cloud environment

• Configure Hybrid Linked Mode and follow the procedure of Migration of VMs across vCenter servers

in same SSO domain

• HCX provides various migration types including Replication Assisted vMotion across the datacenters

to move VM while it is powered on.

◦ TR 4942: Migrate Workloads to FSx ONTAP datastore using VMware HCX

◦ TR-4940: Migrate workloads to Azure NetApp Files datastore using VMware HCX - Quickstart

guide

◦ Migrate workloads to Google Cloud NetApp Volumes datastore on Google Cloud VMware Engine

using VMware HCX - Quickstart guide

• BlueXP Disaster Recovery as a Service (DRaaS) utilizes storage array based replication and

automates certain tasks to recover the VMs at target site.

• With supported Continous Data Protection (CDP) products that use vSphere API for IO (VAIO) to

intercept the data and send a copy to remote location for near zero RPO solution.

When the source VM resides on block vVol datastore, it can be replicated with SnapMirror

to Amazon FSx ONTAP or Cloud Volumes ONTAP (CVO) at other supported cloud

providers and consume as iSCSI volume with cloud native VMs.

VM Template Migration Scenarios

VM Templates can be managed by vCenter Server or by a content library. Distribution of VM templates, OVF

and OVA templates, other types of files are handled by publishing it in local content library and remote content

libraries can subscribe to it.

• VM templates stored on vCenter inventory can be converted to VM and use the VM migration options.

• OVF and OVA templates, other types of files stored on content library can be cloned to other content

libraries.

• Content library VM Templates can be hosted on any datastore and needs to be added into new content

library.
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Migration of VM templates hosted on datastore

1. In vSphere Web Client, right click on the VM template under VM and Templates folder view and select

option to convert to VM.

2. Once it is converted as VM, follow the VM migration options.
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Clone of Content Library items

1. In vSphere Web Client, select Content Libraries
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2. Select the content library in which the item you like to clone

3. Right click on the item and click on Clone Item ..

If using action menu, make sure correct target object is listed to perform action.

4. Select the target content library and click on OK.

5. Validate the item is available on target content library.
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Here is the sample PowerCLI script to copy the content libary items from content library CL01 to CL02.

#Authenticate to vCenter Server(s)

$sourcevc = Connect-VIServer -server 'vcenter01.domain' -force

$targetvc = Connect-VIServer -server 'vcenter02.domain' -force

#Copy content library items from source vCenter content library CL01 to

target vCenter content library CL02.

Get-ContentLibaryItem -ContentLibary (Get-ContentLibary 'CL01' -Server

$sourcevc) | Where-Object { $_.ItemType -ne 'vm-template' } | Copy-

ContentLibaryItem -ContentLibrary (Get-ContentLibary 'CL02' -Server

$targetvc)

379



Adding VM as Templates in Content Library

1. In vSphere Web Client, select the VM and right click to choose Clone as Template in Library

When VM template is selected to clone in libary, it can only store it as OVF & OVA

template and not as VM template.

2. Confirm Template type is selected as VM Template and follow answering the wizard to complete the

operation.
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For additional details on VM templates on content library, check vSphere VM

administration guide

Use Cases

Migration from third party storage systems (including vSAN) to ONTAP datastores.

• Based on where the ONTAP datastore is provisioned, pick the VM migration options from above.

Migration from previous version to latest version of vSphere.

• If in-place upgrade is not possible, can bring up new environment and use the migration options

above.

In Cross vCenter migration option, import from target if export option is not available on

source. For that procedure, check Import or Clone a Virtual Machine with Advanced

Cross vCenter vMotion
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Migration to VCF Workload Domain.

• Migrate VMs from each vSphere Cluster to target workload domain.

To allow network communication with existing VMs on other clusters on source

vCenter, either extend NSX segment by adding the source vcenter vSphere hosts to

transport zone or use L2 bridge on edge to allow L2 communication in VLAN. Check

NSX documentation of Configure an Edge VM for Bridging

Additional Resources

• vSphere Virtual Machine Migration

• Migrating Virtual Machines with vSphere vMotion

• Tier-0 Gateway Configurations in NSX Federation

• HCX 4.8 User Guide

• VMware Live Recovery Documentation

• BlueXP disaster recovery for VMware

Autonomous Ransomware Protection for NFS Storage

Detecting ransomware as early as possible is crucial in preventing its spread and

avoiding costly downtime. An effective ransomware detection strategy must incorporate

multiple layers of protection at ESXi host and guest VM levels. While multiple security

measures are implemented to create a comprehensive defense against ransomware

attacks, ONTAP enables adding more layers of protection to the overall defense

approach. To name a few capabilities, it starts with Snapshots, Autonomous Ransomware

Protection, tamper-proof snapshots and so on.

Let’s look at how the above-mentioned capabilities work with VMware to protect and recover the data against

ransomware. To protect vSphere and guest VMs against attacks, it is essential to take several measures

including segmenting, utilizing EDR/XDR/SIEM for endpoints and installing security updates and adhering to

the appropriate hardening guidelines. Each virtual machine residing on a datastore also hosts a standard

operating system. Ensure enterprise server anti-malware product suites are installed and regularly updated on

them which is an essential component of multi-layered ransomware protection strategy. Along with this, enable

Autonomous Ransomware Protection (ARP) on the NFS volume powering the datastore. ARP leverages built-

in onbox ML that looks at volume workload activity plus data entropy to automatically detect ransomware. ARP

is configurable through the ONTAP built-in management interface or system Manager and is enabled on a per-

volume basis.
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With the new NetApp ARP/AI, which is currently in tech preview, there is no need for a learning

mode. Instead, it can go straight to active mode with its AI-powered ransomware detection

capability.

With ONTAP One, all these feature sets are completely free. Access NetApp’s robust suite of

data protection, security and all the features that ONTAP offers without worrying about licensing

barriers.

Once in active mode, it starts looking for the abnormal volume activity that might potentially be ransomware. If

abnormal activity is detected, an automatic Snapshot copy is immediately taken, which provides a restoration

point as close as possible to the file infection. ARP can detect changes in VM specific file extensions on an

NFS volume located outside of the VM when a new extension is added to the encrypted volume or a file’s

extension is modified.
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If a ransomware attack targets the virtual machine (VM) and alter files within the VM without making changes

outside the VM, the Advanced Ransomware Protection (ARP) will still detect the threat if the default entropy of

the VM is low, for example, for file types like .txt, .docx, or .mp4 files. Even though ARP creates a protective

snapshot in this scenario, it does not generate a threat alert because the file extensions outside of the VM

have not been tampered with. In such scenarios, the initial layers of defense would identify the anomaly,

however ARP helps in creating a snapshot based on the entropy.

For detailed information, refer to "ARP and Virtual machines" section in ARP usecases and considerations.

Moving from files to backup data, ransomware attacks are now increasingly targeting backups and snapshot

recovery points by trying to delete them before starting to encrypt files. However, with ONTAP, this can be

prevented by creating tamper-proof snapshots on primary or secondary systems with NetApp Snapshot copy

locking.
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These Snapshot copies can’t be deleted or changed by ransomware attackers or rogue administrators, so

they’re available even after an attack. If the datastore or specific virtual machines are affected, SnapCenter can

recover virtual machine data in seconds, minimizing organization’s downtime.

The above demonstrates how ONTAP storage adds an additional layer to the existing techniques, enhancing

futureproofing of the environment.

For additional information, view guidance for NetApp solutions for ransomware.

Now if all these needs to be orchestrated and integrated with SIEM tools, then an offtap service like BlueXP

ransomware protection can be used. It is a service designed to safeguard data from ransomware. This service

offers protection for application-based workloads such as Oracle, MySQL, VM datastores, and file shares on

on-premises NFS storage.

In this example, NFS datastore "Src_NFS_DS04" is protected using BlueXP ransomware protection.
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For detailed information on to configure BlueXP ransomware protection, refer to Setup BlueXP ransomware

protection and Configure BlueXP ransomware protection settings.

It’s time to walk through this with an example. In this walkthrough, the datastore "Src_NFS_DS04" is affected.
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ARP immediately triggered a snapshot on the volume upon detection.
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Once the forensic analysis is complete, then the restores can be done quickly and seamlessly using

SnapCenter or BlueXP ransomware protection. With SnapCenter, go to the affected virtual machines and

select the appropriate snapshot to restore.

This section looks at how BlueXP ransomware protection orchestrates recovery from a ransomware incident

wherein the VM files are encrypted.

If the VM is managed by SnapCenter, BlueXP ransomware protection restores the VM back to

its previous state using the VM-consistent process.
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1. Access BlueXP ransomware protection and an alert appears on the BlueXP ransomware protection

Dashboard.

2. Click on the alert to review the incidents on that specific volume for the generated alert

3. Mark the ransomware incident as ready for recovery (after incidents are neutralized) by selecting "Mark

restore needed"

The alert can be dismissed if the incident turns out to be false positive.
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4. Got to Recovery tab and review the workload information in the Recovery page and select the datastore

volume that is in the "Restore needed" state and select Restore.

5. In this case, the restore scope is "By VM" (for SnapCenter for VMs, the restore scope is "By VM")

6. Choose the restore point to use to restore the data and select Destination and click on Restore.
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7. From the top menu, select Recovery to review the workload on the Recovery page where the status of the

operation moves through the states. Once restore is complete, the VM files are restored as shown below.

The recovery can be performed from SnapCenter for VMware or SnapCenter plugin depending

on the application.

The NetApp solution provides various effective tools for visibility, detection, and remediation, helping you to

spot ransomware early, prevent this spread, and recover quickly, if necessary, to avoid costly downtime.

Traditional layered defense solutions remain prevalent, as do third parties and partner solutions for visibility

and detection. Effective remediation remains a crucial part of the response to any threat.
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Monitor on-premises storage with Data Infrastructure
Insights

NetApp Data Infrastructure Insights (formerly Cloud Insights) is a cloud-based platform

designed to monitor and analyze the performance, health, and costs of IT infrastructures,

both on-premises and in the cloud. Learn how to deploy data collectors, analyze

performance metrics, and use dashboards to identify issues and optimize resources.

Monitoring On-Premises Storage with Data Infrastructure Insights

Data Infrastructure Insights operates through Acquisition Unit software, which is set up with data collectors for

assets such as VMware vSphere and NetApp ONTAP storage systems. These collectors gather data and

transmit it to Data Infrastructure Insights. The platform then utilizes a variety of dashboards, widgets, and

metric queries to organize the data into insightful analyses for users to interpret.

Data Infrastructure Insights architecture diagram:

Solution Deployment Overview

This solution provides an introduction to monitoring on-premises VMware vSphere and ONTAP storage

systems using Data Infrastructure Insights.

This list provides the high level steps covered in this solution:

1. Configure Data Collector for a vSphere cluster.

2. Configure Data Collector for an ONTAP storage system.
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3. Use Annotation Rules to tag assets.

4. Explore and correlate assets.

5. Use a Top VM Latency dashboard to isolate noisy neighbors.

6. Identify opportunities to rightsize VMs.

7. Use queries to isolate and sort metrics.

Prerequisites

This solution uses the following components:

1. NetApp All-Flash SAN Array A400 with ONTAP 9.13.

2. VMware vSphere 8.0 cluster.

3. NetApp BlueXP account.

4. NetApp Data Infrastructure Insights Acquisition Unit software installed on a local VM with network

connectivity to assets for data collection.

Solution Deployment

Configure Data Collectors

To configure Data Collectors for VMware vSphere and ONTAP storage systems complete the following steps:
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Add a Data Collector for an ONTAP storage systems

1. Once logged into Data Infrastructure Insights, navigate to Observability > Collectors > Data

Collectors and press the button to install a new Data Collector.

2. From here search for ONTAP and click on ONTAP Data Management Software.

3. On the Configure Collector page fill out a name for the collector, specify the correct Acquisition

Unit and provide the credentials for the ONTAP storage system. Click on Save and Continue and

then Complete Setup at the bottom of the page to complete the configuration.
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Add a Data Collector for a VMware vSphere cluster

1. Once again, navigate to Observability > Collectors > Data Collectors and press the button to install

a new Data Collector.

2. From here search for vSphere and click on VMware vSphere.

3. On the Configure Collector page fill out a name for the collector, specify the correct Acquisition

Unit and provide the credentials for the vCenter server. Click on Save and Continue and then

Complete Setup at the bottom of the page to complete the configuration.
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Add Annotations to assets

Annotations are a useful method of tagging assets so that they can be filtered and otherwise identified in the

various views and metric queries available in Cloud Insights.

In this section, annotations will be added to virtual machine assets for filtering by Data Center.
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Use Annotation Rules to tag assets

1. In the left-hand menu, navigate to Observability > Enrich > Annotation Rules and click on the +

Rule button in the upper right to add a new rule.

2. In the Add Rule dialog box fill in a name for the rule, locate a query to which the rule will be applied,

the annotation field affected, and the value to be populated.
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3. Finally, in the upper right hand corner of the Annotation Rules page click on Run All Rules to run

the rule and apply the annotation to the assets.

Explore and correlate assets

Cloud Insights draws logical conclusions about the assets that are running together on your storage systems

and vsphere clusters.

This sections illustrates how to use dashboards to correlate assets.
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Correlating assets from a storage performance Dashboard

1. In the left-hand menu, navigate to Observability > Explore > All Dashboards.

2. Click on the + From Gallery button to view a list of ready-made dashboards that can be imported.

3. Choose a dashboard for FlexVol performance from the list and click on the Add Dashboards button

at the bottom of the page.
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4. Once imported, open the dashboard. From here you can see various widgets with detailed

performance data. Add a filter to view a single storage system and select a storage volume to drill into

it’s details.

5. From this view you can see various metrics related to this storage volume and the top utilized and

correlated virtual machines running on the volume.

400



6. Clicking on the VM with the highest utilization drills into the metrics for that VM to view any potential

issues.

Use Cloud Insights to identify noisy neighbors

Cloud Insights features dashboards that can easily isolate peer VMs that are negatively impacting other VMs

running on the same storage volume.
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Use a Top VM Latency dashboard to isolate noisy neighbors

1. In this example access a dashboard available in the Gallery called VMware Admin - Where do I

have VM Latency?

2. Next, filter by the Data Center annotation created in a previous step to view a subset of assets.

3. This dashboard shows a list of the top 10 VMs by average latency. From here click on the VM of

concern to drill into its details.
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4. The VMs potentially causing workload contention are listed and available. Drill into these VMs

performance metrics to investigate any potential issues.
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View over and under utilized resources in Cloud Insights

By matching VM resources to actual workload requirements, resource utilization can be optimized, leading to

cost savings on infrastructure and cloud services. Data in Cloud Insights can be customized to easily display

over or under utilized VMs.
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Identify opportunities to right size VMs

1. In this example access a dashboard available in the Gallery called VMware Admin - Where are

opportunities to right size?

2. First filter by all of the ESXi hosts in the cluster. You can then see ranking of the top and bottom VMs

by memory and CPU utilization.
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3. Tables allow sorting and provide more detail based on the columns of data chosen.
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4. Another dashboard called VMware Admin - Where can I potentially reclaim waste? shows

powered off VM’s sorted by their capacity use.
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Use queries to isolate and sort metrics

The amount of data captured by Cloud Insights is quite comprehensive. Metric queries provide a powerful way

to sort and organize large amounts of data in useful ways.
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View a detailed VMware query under ONTAP Essentials

1. Navigate to ONTAP Essentials > VMware to access a comprehensive VMware metric query.

2. In this view you are presented with multiple options for filtering and grouping the data at the top. All

columns of data are customizable and additional columns can be easily added.
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Conclusion

This solution was designed as a primer to learn how to get started with NetApp Cloud Insights and show some

of the powerful capabilities that this observability solution can provide. There are hundreds of dashboards and

metric queries built into the product which makes it easy to get going immediately. The full version of Cloud

Insights is available as a 30-day trial and the basic version is available free to NetApp customers.

Additional Information

To learn more about the technologies presented in this solution refer to the following additional information.

• NetApp BlueXP and Data Infrastructure Insights landing page

• NetApp Data Infrastructure Insights documentation
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