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Deployment on ROSA with FSxN

Deploy Red Hat OpenShift Virtualization with FSxN on
ROSA

Overview

This section provides details for setting up FSx for NetApp ONTAP as the default Storage Class for the ROSA

cluster, and then create a Virtual Machine that will leverage FSx ONTAP storage for its volumes.

We will also look into connecting to the Virtual Machine using the guest credentials, and restarting the VM. And

finally, we will perform a live migration of the Virtual Machine from the current node to a new node. We will

examine the contents of the disk storage after a VM restart and the live migration .

Prerequisites

• AWS account

• A Red Hat account

• IAM user with appropriate permissions to create and access ROSA cluster

• AWS CLI

• ROSA CLI

• OpenShift command-line interface (oc)

• Helm 3 documentation

• A HCP ROSA cluster (with at least 3 bare-metal worker nodes)

• OpenShift Virtualization installed on ROSA Cluster

• Access to Red Hat OpenShift web console

Initial Setup

This section shows how to set up the default storage class to be trident-csi and the default

VolumeSnapshotClass to be the FSx Volume Snapshot class. Then it shows how to create a VM from a

template and then connect and login to it using the guest credentials.

Ensure default Storage Class is set to trident-csi

Ensure default VolumeSnapShotClasses is set as shown
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If the defaults are not set, you can set it up either from the console or from command line

$ oc patch storageclass trident-csi -p '{"metadata": {"annotations":

{"storageclass.kubernetes.io/is-default-class": "true"}}}'

$ oc patch VolumeSnapshotClasses fsx-snapclass -p '{"metadata":

{"annotations": {"snapshot.storage.kubernetes.io/is-default-class":

"true"}}}'

Create a VM from the template

Use the web console to create a VM from a template.

From the RedHat OpenShiftService on AWS console, create a virtual machine. There are templates available

on the cluster that can be used to create the VM.

In the screenshot below, we choose fedora VM from this list. Give the VM a name,and then click on Customize

Virtual Machine. Select the Disks tab and click on Add disks.

Change the name of the disk preferably to something meaningful, ensure that trident-csi is selected for

storage class. Click on Save. Click on Create VirtualMachine

After a few minutes, the VM is in the running state
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Review all the objects created for the VM

The storage disks.

The file systems of the VM will show the Partitions, File system type and the Mount points.
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2 PVCs are created for the VM, one from the boot disk and one for the hot plug disk.

The PVC for the boot disk shows that the Access mode is ReadWriteMany, and the Storage Class is trident-

csi.
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Similarly, the PVC for the hot-plug disk shows that the Access mode is ReadWriteMany, and the Storage Class

is trident-csi.
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In the screenshot below we can see that the pod for the VM has a Status of Running.

Here we can see the two Volumes associated with the VM pod and the 2 PVCs associated with them.
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Connect to the VM

Click on ‘Open web console’ button, and login using Guest Credentials
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Issue the following commands

$ df (to display information about the disk space usage on a file system).

$ dd if=/dev/urandom of=random.dat bs=1M count=10240 (to create a file

called random.dat in the home dir and fill it with random data).

The disk is filled with 11 GB of data.

Use vi to create a sample text file that we will use to test.
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Workflows

VM Restart

In this sections we will perform a VM restart and then examine the contents of the disks.

Click on the restart button.

The VM comes back to the running state with the exact same filesystems, PVCs and files in the filesystems
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VM live migration

In this sections we will perform a VM live migration and then examine the contents of the disks.

Live migration refers to the process of moving a running Virtual Machine (VM) from one physical host to

another host without disrupting normal operations or causing any downtime, or other adverse effects for the

end user.

Live migration is considered a major step in Virtualization. It allows an entire VM to be moved with a running

operating system (OS), Memory, storage, and network connectivity from their current node to the destination.

Below we will see how to perform a Live Migration of the VM from the current node to a new node.

Note the node on which the VM is running

Click on the 3 dots and select Migrate

On the Overview page, you can see that the migration has succeeded, and the Status has changed to

Succeeded.
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After the completion of the Live Migration, the VM is now on a different node.

Open the web console and view the contents of the disks. It still has the same 2 files that we previously

created before the Live Migration.
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The storage for the VM on the new node still shows the same disks

Also, the PVCs are the same.

Volumes associated with the VM pod are also the same (2 PVCs) as before.
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Demo video

Live migration of virtual machines in OpenShift Virtualization on ROSA with Amazon FSx for NetApp ONTAP

More videos on Red Hat OpenShift and OpenShift Virtualization solutions can be found here.

17

https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=4b3ef03d-7d65-4637-9dab-b21301371d7d
https://docs.netapp.com/us-en/netapp-solutions/containers/rh-os-n_videos_and_demos.html


Copyright information

Copyright © 2024 NetApp, Inc. All Rights Reserved. Printed in the U.S. No part of this document covered by

copyright may be reproduced in any form or by any means—graphic, electronic, or mechanical, including

photocopying, recording, taping, or storage in an electronic retrieval system—without prior written permission

of the copyright owner.

Software derived from copyrighted NetApp material is subject to the following license and disclaimer:

THIS SOFTWARE IS PROVIDED BY NETAPP “AS IS” AND WITHOUT ANY EXPRESS OR IMPLIED

WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY

AND FITNESS FOR A PARTICULAR PURPOSE, WHICH ARE HEREBY DISCLAIMED. IN NO EVENT SHALL

NETAPP BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR

CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE

GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER

CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT

(INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS

SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

NetApp reserves the right to change any products described herein at any time, and without notice. NetApp

assumes no responsibility or liability arising from the use of products described herein, except as expressly

agreed to in writing by NetApp. The use or purchase of this product does not convey a license under any

patent rights, trademark rights, or any other intellectual property rights of NetApp.

The product described in this manual may be protected by one or more U.S. patents, foreign patents, or

pending applications.

LIMITED RIGHTS LEGEND: Use, duplication, or disclosure by the government is subject to restrictions as set

forth in subparagraph (b)(3) of the Rights in Technical Data -Noncommercial Items at DFARS 252.227-7013

(FEB 2014) and FAR 52.227-19 (DEC 2007).

Data contained herein pertains to a commercial product and/or commercial service (as defined in FAR 2.101)

and is proprietary to NetApp, Inc. All NetApp technical data and computer software provided under this

Agreement is commercial in nature and developed solely at private expense. The U.S. Government has a non-

exclusive, non-transferrable, nonsublicensable, worldwide, limited irrevocable license to use the Data only in

connection with and in support of the U.S. Government contract under which the Data was delivered. Except

as provided herein, the Data may not be used, disclosed, reproduced, modified, performed, or displayed

without the prior written approval of NetApp, Inc. United States Government license rights for the Department

of Defense are limited to those rights identified in DFARS clause 252.227-7015(b) (FEB 2014).

Trademark information

NETAPP, the NETAPP logo, and the marks listed at http://www.netapp.com/TM are trademarks of NetApp, Inc.

Other company and product names may be trademarks of their respective owners.

18

http://www.netapp.com/TM

	Deployment on ROSA with FSxN : NetApp Solutions
	Table of Contents
	Deployment on ROSA with FSxN
	Deploy Red Hat OpenShift Virtualization with FSxN on ROSA
	Workflows


