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NetApp Storage options for Public Cloud
Providers

Explore the options for NetApp as storage in the three major hyperscalers.

AWS / VMC
AWS supports NetApp storage in the following configurations:

* FSx ONTAP as guest connected storage
* Cloud Volumes ONTAP (CVO) as guest connected storage
* FSx ONTAP as a supplemental NFS datastore

View the detailed guest connect storage options for VMC.
View the detailed supplemental NFS datastore options for VMC.

Azure | AVS
Azure supports NetApp storage in the following configurations:

» Azure NetApp Files (ANF) as guest connected storage
* Cloud Volumes ONTAP (CVO) as guest connected storage
» Azure NetApp Files (ANF) as a supplemental NFS datastore

View the detailed guest connect storage options for AVS.
View the detailed supplemental NFS datastore options for AVS.

GCP / GCVE
Google Cloud supports NetApp storage in the following configurations:

* Cloud Volumes ONTAP (CVO) as guest connected storage
* Cloud Volumes Service (CVS) as guest connected storage

» Cloud Volumes Service (CVS) as a supplemental NFS datastore
View the detailed guest connect storage options for GCVE.

Read more about NetApp Cloud Volumes Service datastore support for Google Cloud VMware Engine
(NetApp blog) or How to use NetApp CVS as datastores for Google Cloud VMware Engine (Google blog)

TR-4938: Mount Amazon FSx for ONTAP as a NFS datastore
with VMware Cloud on AWS

Niyaz Mohamed, NetApp

Introduction

Every successful organization is on a path of transformation and modernization. As part of this process,
companies typically use their existing VMware investments to leverage cloud benefits and exploring how to


https://docs.netapp.com/us-en/netapp-solutions/ehc/aws-native-nfs-datastore-option.html
https://docs.netapp.com/us-en/netapp-solutions/ehc/azure-native-nfs-datastore-option.html
https://www.netapp.com/blog/cloud-volumes-service-google-cloud-vmware-engine/
https://www.netapp.com/blog/cloud-volumes-service-google-cloud-vmware-engine/
https://cloud.google.com/blog/products/compute/how-to-use-netapp-cvs-as-datastores-with-vmware-engine

migrate, burst, extend, and provide disaster recovery for processes as seamlessly as possible. Customers
migrating to the cloud must evaluate the use cases for elasticity and burst, data-center exit, data-center
consolidation, end-of-life scenarios, mergers, acquisitions, and so on.

Although VMware Cloud on AWS is the preferred option for the majority of the customers because it delivers
unique hybrid capabilities to a customer, limited native storage options have restricted its usefulness for
organizations with storage-heavy workloads. Because storage is directly tied to hosts, the only way to scale
storage is to add more hosts, which can increase costs by 35-40% or more for storage intensive workloads.
These workloads need additional storage and segregated performance, not additional horsepower, but that
means paying for additional hosts. This is where the recent integration of FSx for ONTAP comes in handy for
storage and performance intensive workloads with VMware Cloud on AWS.

Let’s consider the following scenario: a customer requires eight hosts for horsepower (vVCPU/vMem), but they

also have a substantial requirement for storage. Based on their assessment, they require 16 hosts to meet
storage requirements. This increases the overall TCO because they must buy all that additional horsepower
when all they really need is more storage. This is applicable for any use case, including migration, disaster
recovery, bursting, dev/test, and so on.

This document walks you through the steps necessary to provision and attach FSx for ONTAP as a NFS
datastore for VMware Cloud on AWS.

CD This solution is also available from VMware. Please visit the VMware Cloud Tech Zone for more
information.

Connectivity options

@ VMware Cloud on AWS supports both multi-AZ and single-AZ deployments of FSx for ONTAP.

This section describes the high-level connectivity architecture along with the steps needed to implement the
solution to expand the storage in a SDDC cluster without the need for adding additional hosts.
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https://aws.amazon.com/about-aws/whats-new/2022/08/announcing-vmware-cloud-aws-integration-amazon-fsx-netapp-ontap/
https://vmc.techzone.vmware.com/resource/vmware-cloud-aws-integration-amazon-fsx-netapp-ontap-deployment-guide

The high-level deployment steps are as follows:

1. Create Amazon FSx for ONTAP in a new designated VPC.

2. Create an SDDC group.

3. Create VMware Transit Connect and a TGW attachment.

4. Configure routing (AWS VPC and SDDC) and security groups.

5. Attach an NFS volume as a datastore to the SDDC cluster.

Before you provision and attach FSx for ONTAP as a NFS datastore, you must first set up a VMware on Cloud
SDDC environment or get an existing SDDC upgraded to v1.20 or above. For more information, see the
Getting Started With VMware Cloud on AWS.

@ FSx for ONTAP is not currently supported with stretched clusters.

Conclusion

This document covers the steps necessary to configure Amazon FSx for ONTAP with VMware cloud on AWS.
Amazon FSx for ONTAP provides excellent options to deploy and manage application workloads along with file
services while reducing the TCO by making data requirements seamless to the application layer. Whatever the
use case, choose VMware Cloud on AWS along with Amazon FSx for ONTAP for rapid realization of cloud
benefits, consistent infrastructure, and operations from on-premises to AWS, bidirectional portability of
workloads, and enterprise-grade capacity and performance. It is the same familiar process and procedures
used to connect storage. Remember, it is just the position of the data that changed along with new names; the
tools and processes all remain the same, and Amazon FSx for ONTAP helps to optimize the overall
deployment.

To learn more about this process, feel free to follow the detailed walkthrough video.

Amazon FSX for Ontap VMware Cloud

NetApp Guest Connected Storage Options for AWS

AWS supports guest connected NetApp storage with the native FSx service (FSx
ONTAP) or with Cloud Volumes ONTAP (CVO).

FSx ONTAP

Amazon FSx for NetApp ONTAP is a fully managed service that provides highly reliable, scalable, high-
performing, and feature-rich file storage built on NetApp’s popular ONTAP file system. FSx for ONTAP
combines the familiar features, performance, capabilities, and API operations of NetApp file systems with the
agility, scalability, and simplicity of a fully managed AWS service.

FSx for ONTAP provides feature-rich, fast, and flexible shared file storage that’s broadly accessible from Linux,
Windows, and macOS compute instances running in AWS or on premises. FSx for ONTAP offers high-
performance solid state drive (SSD) storage with submillisecond latencies. With FSx for ONTAP, you can
achieve SSD levels of performance for your workload while paying for SSD storage for only a small fraction of
your data.

Managing your data with FSx for ONTAP is easier because you can snapshot, clone, and replicate your files
with the click of a button. In addition, FSx for ONTAP automatically tiers your data to lower-cost, elastic
storage, lessening the need for you to provision or manage capacity.


https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws.getting-started/GUID-3D741363-F66A-4CF9-80EA-AA2866D1834E.html
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=6462f4e4-2320-42d2-8d0b-b01200f00ccb

FSx for ONTAP also provides highly available and durable storage with fully managed backups and support for
cross-Region disaster recovery. To make it easier to protect and secure your data, FSx for ONTAP supports
popular data security and antivirus applications.

FSx ONTAP as guest connected storage

Configure Amazon FSx for NetApp ONTAP with VMware Cloud on AWS

Amazon FSx for NetApp ONTAP files shares and LUNs can be mounted from VMs that are created within
the VMware SDDC environment at VMware Cloud at AWS. The volumes can also be mounted on the
Linux client and mapped on the Windows client using the NFS or SMB protocol, and LUNS can be
accessed on Linux or Windows clients as block devices when mounted over iSCSI. Amazon FSx for the
NetApp ONTAP file system can be set up quickly with the following steps.

Amazon FSx for NetApp ONTAP and VMware Cloud on AWS must be in the same
availability zone to achieve better performance and avoid data transfer charges between
availability zones.



Create and mount Amazon FSx for ONTAP volumes

To create and mount Amazon FSx for NetApp ONTARP file system, complete the following steps:

1. Open the Amazon FSx console and choose Create file system to start the file system creation wizard.

2. On the Select File System Type page, choose Amazon FSx for NetApp ONTAP, and then choose
Next. The Create File System page appears.

” Select file system type "o
¥ Ty
File system options
Amazon FSa lor NetApp ONTAP Amazon Fix for Windows File Amacon P for Lustre
Server

! \
FS’ N FS;(Q FSJ(@
Amazon FS5x
for NetApp ONTAP Amazon FSx

for Windows File Server

Amazon FSx
for Lustre

Select file system type

1. In the Networking section, for Virtual Private Cloud (VPC), choose the appropriate VPC and preferred
subnets along with the route table. In this case, vmcfsx2.vpc is selected from the dropdown.

Create file system

Creation method

Quick create © Standard create
Use recommended best-practice configurations. You set all of the configuration options, including
Most configuration options can be changed after specifying performance, networking, security,

the file system is created. backups, and maintenance.

1. For the creation method, choose Standard Create. You can also choose Quick Create, but this
document uses the Standard create option.


https://console.aws.amazon.com/fsx/

File system details

File system name - optional  Info

| vmcfsaval2

Maxtmum of 256 Unicode Letters, whitespace, and numbers, plus # - = _ 1/

55D storage capacity  Info
i 1024 =
Minimwm 1004 GE; Maximum 192 TH,

Provisioned 550 10PS

Amazon FSx provides 3 10PS per GB of storage capacity. You can also provision additional 550 HOPS as

needed
© Automatic (3 IOPS per GB of S50 storage)
O User-provisioned

Throughput capacity  Info

The sustained speed at which the Ble server hosting your file system can serve data. The Ale server can also

burst to higher speeds for periods of time.

I 512 MB/s (Recommended) v

1. In the Networking section, for Virtual Private Cloud (VPC), choose the appropriate VPC and preferred
subnets along with the route table. In this case, vmcfsx2.vpc is selected from the dropdown.

Network & security

Virtual Private Cloud (WVPC)  Info
Speclfy the VPC from which your file system is accessibde.

wmclsx2 vpe | vpe-0d 1 764bec 4852805

VPC Security Groups  Info
';pr-'.'ihr".'F'I' Cocurtty Groups to associate with your file system's network inferface.

5g-01 889622 18164cch (default) X
Preferred subnet  Info

Spetily the preferred submet Tor your file system.

subnetd2.sn | subnet-013675849a5b990 3¢ (us-west-2b)
S-tandby subnet

subnetdl sn | subnet-0ef356cebfS 397970 (us-west-2a)

VPC route tables
Apecify the VPCroutr tables assoclatod with your file system

0 VPC's default route table
Select one or more VPC route tahles

Endpoint IP address range

Speclfy the 1P address range Inwhich the endpaints to access your file system will be created

© No preference
Select an IP address range




In the Networking section, for Virtual Private Cloud (VPC), choose the appropriate VPC
@ and preferred subnets along with the route table. In this case, vmcfsx2.vpc is selected from
the dropdown.

1. In the Security & Encryption section, for the Encryption Key, choose the AWS Key Management
Service (AWS KMS) encryption key that protects the file system’s data at rest. For the File System
Administrative Password, enter a secure password for the fsxadmin user.

Security & encryption

Encryption key Info
AWS Koy Management Service (KM5) encryption key that protects youwr file systerm data at rest

aws/fex (default) L 4
Description Account KMS key ID
Default mastar that protects my FSx resources 72745367-Thb0-499¢-
<y that ¥ 139763910815
when no other key is defined acc0-4f2c0a80e7cs

File system administrative password
Password for this Ale system's “"fxadmin® user, which you can use to access the ONTAP CLI or REST AP

Don't specify a password
© Specify a password
Password

Confirm password

LI X111 L]

1. In virtual machine and specify the password to use with vsadmin for administering ONTAP using
REST APIs or the CLI. If no password is specified, a fsxadmin user can be used for administering the
SVM. In the Active Directory section, make sure to join Active Directory to the SVM for provisioning
SMB shares. In the Default Storage Virtual Machine Configuration section, provide a name for the
storage in this validation, SMB shares are provisioned using a self-managed Active Directory domain.



Default storage virtual machine configuration

Storage virtual machine name

vmcfsxvalZsvm

SWM administrative password
Password for this SV's "vsadmin®™ user, which you can use bo access the ONTAP CLI or REST AP

[on't specify a password
O Specify a password
Password

Confirm password
LI LI R])

Active Directory
Jaining an Active Directory enables access from Windows and MacO5 cllents over the SMB protocol

© Do not join an Active Directory
Join an Active Directory

1. In the Default Volume Configuration section, specify the volume name and size. This is an NFS
volume. For Storage Efficiency, choose Enabled to turn on the ONTAP storage efficiency features
(compression, deduplication, and compaction) or Disabled to turn them off.

Default volume configuration

Yolume name

| ol
Mazimum of 203 alphanumeric characters, plus _
Junction path
| puolt
The location within your file system where your volume will be mounted.
Volume size
1024
Minimum 23 MiB; Maximum 'IIII—1H.E;'.-'E-EIU MiB

Storage efficiency

Select whether Wi wiordd like to enable ONTAD stor age effickencies on e L8]] walume dEI:".l'.I[’:Il.I{.’IlII’JI"‘I_

compression, and compaction.
Enabled (recommended)
© Disabled

Capacity pool tiering policy

You can cptionally enable sutomatic tiering of your data to lower-cost capacity pool storage.

Auto

L4



1. Review the file system configuration shown on the Create File System page.

2. Click Create File System.

Amazon F5x x Fox 3 Fllesystems
PRSI File systems | c R Cooe il system |
Backips
P a 1 @
v ONTAP
Storage virtial machines File File
system Fila system ID - system Status v Daployrnt Sterage = =
Volumes Aeb type type v type v ca
¥ Windows File Server F3-014c2B399batc 1 f5f
foamtapcifs g ONTAP & Available Multi-AZ 550 LKl
¥ Lustre
Fe-040ence5808c31077
Diata repository tasks wmeFsaval2 a ONTAP @ pvailabile Multi-AZ 550 1
fr-OababadTebada0R2aa
FSu on Sérvies Quatas [ Foritapigl ﬂ ONTAP {E) Aorailable Multi-AZ S50 2
Network & security Administration Storage virtual machines Volumes Backups Tags
Storage virtual machines (SVMs) (- C | Create storage virtual machine
Q | < 1 ®
SVM name ¥ SVM ID v Status ¢ Creation time a Active Directory +
2021-10-19 15:17: TC
fsxsmbtesting01 svm-075defbe2cfa2eced g&ate d +01 LB 51708 U FSXTESTING.LOCAL
1-1041 :16:54 UT
vmcfsxval2svm swm-095db076341561212 © 2U21T0IS AT UG
Created +01:00
Fax Storage virtual machines sym-075dcfbe2cfazeced
Delete Update

fsxsmbtesting01 (svm-075dcfbe2cfa2ece9)

Summary

SWM ID

svm-075dcfbe2cfaZeced

SVM name

fsxsmbtestingD1

Ui

4a50e659-30e7-11ec-acdf-
f3ad92a6a735

File system ID

fs-040eacc5d0ac3 1017

Creation time
2021-10-19T15:17:08+01:00

Lifecycle state
& Created

Subtype
DEFAULT

Active Directory
FSXTESTING.LOCAL

Met BIOS name
FSXSMBTESTINGO1

Fully qualified domain name

FSXTESTING.LOCAL

Service account username

administrator

Organizational unit distinguished name

CN=Computers

For more detailed information, see Getting started with Amazon FSx for NetApp ONTAP.


https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/getting-started.html

After the file system is created as above, create the volume with the required size and protocol.

1. Open the Amazon FSx console.

2. In the left navigation pane, choose File systems, and then choose the ONTAP file system that you
want to create a volume for.

3. Select the Volumes tab.
4. Select the Create Volume tab.
5. The Create Volume dialog box appears.

For demo purposes, an NFS volume is created in this section that can be easily mounted on VMs running
on VMware cloud on AWS. nfsdemovol01 is created as depicted below:

Create volume X
File system
F3-040eace 5:00ac 31017 | wiclsevall b

Stodage virtual machine
wm-095db0TE341561212 | wncfscval 2svm *

Volume name
nfsdemensnl0n
Masiim of 393 siphanumeds charscien, jls
Junction path
[rfsdemavolol
T IDETHA TP i TS Kpem sies 50 woluirs will e Mo
Volume sjze
1024
Eisamiaies 0 SN Mavarenm TOSEY 00 SN

Sterage efficiency

il Lk o enadle DNTAF sigrage effeer

Tetect wh
Enabled (recommended]

O Disabled

Capacity pool tering policy

Vika Caf Spiaully dnalila mams

A Wik Dyl SLIEE i - 0L AP Ly POl RLAT g

Aarta v


https://console.aws.amazon.com/fsx/

Mount FSx ONTAP volume on Linux client

To mount the FSx ONTAP volume created in the previous step. from the Linux VMs within VMC on AWS
SDDC, complete the following steps:

1. Connect to the designated Linux instance.
2. Open a terminal on the instance using Secure Shell (SSH) and log in with the appropriate credentials.

3. Make a directory for the volume’s mount point with the following command:

S sudo mkdir /fsx/nfsdemovolll

4. Mount the Amazon FSx for NetApp ONTAP NFS volume to the directory that is created in the
previous step.

sudo mount -t nfs nfsvers=4.1,198.19.254.239:/nfsdemovolll
/fsx/nfsdemovol0l

fex/nfsdemovolol

739:/nfsdemovoliol

1. Once executed, run the df command to validate the mount.

{7 wiphere « yburtull - Summary % ubuntudi . + @

= L VINAWErEVINC.COM

ubuntul Enforce US Keyboard Layout | View Fullscreen

Mount FSx ONTAP volume on Linux client
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=c3befe1b-4f32-4839-a031-b01200fb6d60

Attach FSx ONTAP volumes to Microsoft Windows clients

To manage and map file shares on an Amazon FSx file system, the Shared Folders GUI must be used.
1. Open the Start menu and run fsmgmt.msc using Run As Administrator. Doing this opens the Shared
Folders GUI tool.
2. Click Action > All tasks and choose Connect to Another Computer.

3. For Another Computer, enter the DNS name for the storage virtual machine (SVM). For example,
FSXSMBTESTINGO1.FSXTESTING.LOCAL is used in this example.

Tp find the SVM’s DNS name on the Amazon FSx console, choose Storage Virtual
@ Machines, choose SVM, and then scroll down to Endpoints to find the SMB DNS name.
Click OK. The Amazon FSx file system appears in the list for the Shared Folders.

Endpoints
Management DNS name Management IP address
svm-075dcfbe2cfa2ece9.fs-040eacc5d0ac3 1017 fsx.us- 198.19.254.9

west-2.amazonaws.com

MNFS IP address
NFS DNS name

svm-075dcfbe2cfaZeced.fs-040eacc5d0ac3 1017 fsx.us-

west-2.amazonaws.com @ SMEB |P address

198.19.254.9

=
SMB DNS name 198.15.254.5

FSXSMBTESTINGO1.FSXTESTING.LOCAL [ <= iSCS! IP addresses

10.222.2.224, 10.222.1.94
iSCSI DNS name =

iscsi.svm-075dcfbhe2cfa?ecel.fs-040eacc5d0ac3 1017 fsx.us-

west-2.amazonaws.com

1. In the Shared Folders tool, choose Shares in the left pane to see the active shares for the Amazon
FSx file system.

12
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1. Now choose a new share and complete the Create a Shared Folder wizard.

Create A Shared Folder Wizard X
Name, Description, and Settings -

Type information about the share for users. To modify how people use the content whie
offine, chck Change.

Share name: himtestsmb0 1

Share path: \\FSXSMBTESTINGD 1.FSXTESTING.LOCAL \imtestsmb0 1

Description:

Offine setting: Selected fies and programs avaiable offine | Change...
 <Bak [ Next> | | cCacel

Description

13
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|
| Create A Shared Folder Wizard »

Sharing was Successful

Status:
You have successfully completed the Share a Foider
27 [ Wizard,
!
Summary:

You have selected the folowang share settngs on |
FoXSMETESTINGD 1.FSXTESTING LOCAL:

Folder path: C:ynmtestembil

Share name: nimtestsmbd 1

Share path: \\FSSEMBTESTINGD LFSXTESTING.LOCAL
ynimtestembi 1

[ ]'When I dick Frssh, run the wizard again to share anather
folder

To dose this wazard, dick Fnish,

To learn more about creating and managing SMB shares on an Amazon FSx file system, see Creating
SMB Shares.

1. After connectivity is in place, the SMB share can be attached and used for application data. To
accomplish this, Copy the share path and use the Map Network Drive option to mount the volume on
the VM running on VMware Cloud on the AWS SDDC.

B Vhbaare Clod Serices - Lo I (5] wipher - wrnedet? - Summ e wmcae0l ® E" Slgm out ® -+ o
[ g L Wy ¥

G U aa= T fite 3 | VITHIREVITS. COMY iy +
@ Getting Started EC2 Mamagornent Con. @ Mew Tab Do



https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/create-smb-shares.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/create-smb-shares.html

Connect a FSx for NetApp ONTAP LUN to a host using iSCSI

Connect a FSx for NetApp ONTAP LUN to a host using iSCSI

iISCSI traffic for FSx traverses the VMware Transit Connect/AWS Transit Gateway via the routes provided
in the previous section. To configure a LUN in Amazon FSx for NetApp ONTAP, follow the documentation
found here.

On Linux clients, make sure that the iISCSI daemon is running. After the LUNs are provisioned, refer to
the detailed guidance on iSCSI configuration with Ubuntu (as an example) here.

In this paper, connecting the iISCSI LUN to a Windows host is depicted:

15


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=0d03e040-634f-4086-8cb5-b01200fb8515
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/supported-fsx-clients.html
https://ubuntu.com/server/docs/service-iscsi

Provision a LUN in FSx for NetApp ONTAP:
1. Access the NetApp ONTAP CLI using the management port of the FSx for the ONTAP file system.

2. Create the LUNs with the required size as indicated by the sizing output.

FsxId040eacc5d0ac31017::> lun create -vserver vmcfsxvalZ2svm -volume
nimfsxscsivol -lun nimofsxlun0l -size 5gb -ostype windows -space

-reserve enabled

In this example, we created a LUN of size 5g (5368709120).

1. Create the necessary igroups to control which hosts have access to specific LUNSs.

FsxId040eacc5d0ac31017::> igroup create -vserver vmcfsxval2svm —-igroup
winIG -protocol iscsi -ostype windows —-initiator ign.1991-
05.com.microsoft:vmcdcOl.fsxtesting.local

FsxId040eacc5d0ac31017::> igroup show

Vserver Igroup Protocol OS Type Initiators
vmcfsxval2svm
ubuntul1l iscsi linux ign.2021-

10.com.ubuntu:01:initiator01
vmcfsxval2svm

winIG iscsi windows ign.1991-
05.com.microsoft:vmcdcO0l.fsxtesting.local

Two entries were displayed.

1. Map the LUNSs to igroups using the following command:

16



FsxId040eacc5d0ac31017::> lun map -vserver vmcfsxvalZ2svm -path

/vol/nimfsxscsivol/nimofsxlun0l -igroup winIG

FsxId040eacc5d0ac31017::> lun show

Vserver Path State
Size
vmcfsxval2svm

/vol/blocktest01l/1un01 online
5GB
vmcfsxval2svm

/vol/nimfsxscsivol/nimofsxlun0l online
5GB

Two entries were displayed.

1. Connect the newly provisioned LUN to a Windows VM:

Mapped Type

mapped linux

mapped windows

To connect the new LUN tor a Windows host residing on VMware cloud on AWS SDDC, complete the

following steps:

a. RDP to the Windows VM hosted on the VMware Cloud on AWS SDDC.

b. Navigate to Server Manager > Dashboard > Tools > iSCSI Initiator to open the iISCSI Initiator

Properties dialog box.

c. From the Discovery tab, click Discover Portal or Add Portal and then enter the IP address of the iISCSI

target port.

d. From the Targets tab, select the target discovered and then click Log On or Connect.

e. Select Enable Multipath, and then select “Automatically Restore This Connection When the Computer
Starts” or “Add This Connection to the List of Favorite Targets”. Click Advanced.

@ The Windows host must have an iSCSI connection to each node in the cluster. The native

DSM selects the best paths to use.

17
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Targets Discovery Favorite Targets Volumes and Devices RADIUS Configuration

Quick Connect Status L

To discover and log on to a target using a basic connection, type | Quick Connect *
DNS name of the target and then dick Quick Connect.

Targets that are avalable for connection at the [P address or DS name that you

Larget: | W.22.232 provided are bsted below. 1 multiple targets are avalable, you nesd to connect
o y—— to each target indnidualy.
Connections made here will be added to the list of Favorite Targets and an attempt
- . to restore them will be made every time this computer restarts,
Mame Sta

ign. 1992-08.com.netapp:sn. 264efeB320d9 1 leca®51d5f,.. Cory  Discovered targets

To connect using advanced opbions, select a target and then Progress report
chick Connect. -

Logn Succeeded.
To completely deconnect a target, select the target and
then cick Discormect.

For tarpet properties, induding configuration of sessions,
select the target and cick Properies.

For configuration of devices assocated with a target, select
the target and then dick Devices.

LUNs on the storage virtual machine (SVM) appear as disks to the Windows host. Any new disks that are
added are not automatically discovered by the host. Trigger a manual rescan to discover the disks by
completing the following steps:

1. Open the Windows Computer Management utility: Start > Administrative Tools > Computer
Management.

2. Expand the Storage node in the navigation tree.

3. Click Disk Management.

4. Click Action > Rescan Disks.
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When a new LUN is first accessed by the Windows host, it has no partition or file system. Initialize the
LUN and, optionally, format the LUN with a file system by completing the following steps:

1. Start Windows Disk Management.

2. Right-click the LUN, and then select the required disk or partition type.

3. Follow the instructions in the wizard. In this example, drive F: is mounted.

Hathpp U Manages % 3 Q .

Mware Clowd Services - Log a X D eSiphere | vmodkcd! - Summary’ X | vwedO! «

0
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Cloud Volumes ONTAP (CVO)

Cloud volumes ONTAP, or CVO, is the industry-leading cloud data management solution built on NetApp’s
ONTAP storage software, available natively on Amazon Web Services (AWS), Microsoft Azure and Google

Cloud Platform (GCP).

It is a software-defined version of ONTAP that consumes cloud-native storage, allowing you to have the same
storage software in the cloud and on-premises, reducing the need to retrain you IT staff in all-new methods to
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manage your data.

CVO gives customers the ability to seamlessly move data from the edge, to the data center, to the cloud and
back, bringing your hybrid cloud together — all managed with a single-pane management console, NetApp
Cloud Manager.

By design, CVO delivers extreme performance and advanced data management capabilities to satisfy even
your most demanding applications in the cloud

Cloud Volumes ONTAP (CVO) as guest connected storage
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Deploy new Cloud Volumes ONTAP instance in AWS (do it yourself)

Cloud Volumes ONTAP shares and LUNs can be mounted from VMs that are created in the VMware
Cloud on AWS SDDC environment. The volumes can also be mounted on native AWS VM Linux
Windows clients, and LUNS can be accessed on Linux or Windows clients as block devices when
mounted over iSCSI because Cloud Volumes ONTAP supports iSCSI, SMB, and NFS protocols. Cloud
Volumes ONTAP volumes can be set up in a few simple steps.

To replicate volumes from an on-premises environment to the cloud for disaster recovery or migration
purposes, establish network connectivity to AWS, either using a site-to-site VPN or DirectConnect.
Replicating data from on-premises to Cloud Volumes ONTAP is outside the scope of this document. To
replicate data between on-premises and Cloud Volumes ONTAP systems, see Setting up data replication
between systems.

Use the Cloud Volumes ONTAP sizer to accurately size the Cloud Volumes ONTAP

@ instances. Also, monitor on-premises performance to use as inputs in the Cloud Volumes
ONTAP sizer.

1. Log into NetApp Cloud Central; the Fabric View screen is displayed. Locate the Cloud Volumes
ONTAP tab and select Go to Cloud Manager. After you are logged in, the Canvas screen is displayed.

C I o ud r\n an EEEF ACCount " \'ﬂ'”k!-pl{f .

Netapp, 200 tlowed Mo

Replicaticn Backup & Restore R8s Data Sense File Cache Compute Symec All Services (+8) ~

Canvas €2 Go to Canvas View

f_’;;'_'! Add Werking Environment

1. On the Cloud Manager home page, click Add a Working Environment and then select AWS as the
cloud and the type of the system configuration.

Cloud Manager

= 2 2] =
Mgroal AzuTe Amagee Wil Seevieo g Cload Masfam an Premisey
Choose Type
=}
Cloud volures ONTAP Cloud Volurmes ONTAP HA arraren P for ONTAR
(m)

1. Provide the details of the environment to be created including the environment name and admin
credentials. Click Continue.
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https://cloud.netapp.com/cvo-sizer
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Create a New Warking Environment Details and Credentials

T Previous Step Instance Profile 139763910815 netapp.com-cloud-volumes-... [
Edit Credentials
Credential Name Account |D Marketplace Subscription
Detaiks Credentials
Warking Emaronment Mama (Cluster Name) User Name
fexovptestingl admin
Password
o Add Tags prional Field ate four 1aes (TTEI L]

Confirm Password

Continue

1. Select the add-on services for Cloud Volumes ONTAP deployment, including BlueXP Classification,
BlueXP backup and recovery, and Cloud Insights. Click Continue.

Create a New Working Environment Services
(¢&?) Data Sense & Compliance E v
(¢€2) Backup to Cloud " '
g P

Lalil Monitoring i* W

1. On the HA Deployment Models page, choose the Multiple Availability Zones configuration.

Create a New Working Environment HA Deployrnent Models

T Previous Step
Multiple Availability Zones Single Avallability Zone

o Provides maximum protection against AZ fallures, o Protects against failures within a single AZ

Single availability zone. HA nodes are in a placement

Enables selection of 3 availability zones. 3 3
6’ Y group, spread across distinet underlying hardware.

6 An HA node serves data if its partner goes offline. 6 An HA node serves data if its partner goes affline,

I Extended Info I Extended Info

1. On the Region & VPC page, enter the network information and then click Continue.



Create a New Working Environment

t  Previous Step

AWS Region

US West | Oregon -

=0 Node 1:

s a]
j—"v]

Anailability Zone

ws-west-2a =
Subniet
10.222.1.v24 *

Region & VPC

VIPC

vpe-Od1c764bocd 950805 - T
10.222.0.0M16

Node Z:

—
=
[ mas al
=m0

Availability Zone

us-west-2b -
Subiriet
10.222.2.0024 *

Conbnue

Security group

Use a generated security group T.

]
b

== Mediator:

= =an
=

Avaitability Zone

us-west-2c =
Subiriet
22230024 =

1. On the Connectivity and SSH Authentication page, choose connection methods for the HA pair and

the mediator.

Create a New Working Environment

T Previous Step

e Modes

SSH Authentication Method

Password

1Y
i

Connectivity & SSH Authentication

Mediator

i Security Group

- Use a generated security group

Key Pair Name

nimokey

Iternet Connection Method

Public IP address

1. Specify the floating IP addresses and then click Continue.

23



24

Create a New Working Environment FIDaEi[‘Ig |Ps

T Previous Step Floating P addresses are required for cluster and SvM access and for NES and OFS data access. These floating IPs can migrate between
HA nodes if failures accur. To access the data from outside the VPC, you can set up an AWS transit gateway.

You must specify IP addresses that are outside of the CIDR blocks for all VPCs in the selected AWS region,

Floating IP address for cluster management

172.16.007

Floating 1P address 1 for NFS and CIFS data
172.16.0.2

Finating IP addrass 2 for NFS and CIFS data

172.16.0.3

Fioating IP address for SVM managemant [Optional)

1. Select the appropriate route tables to include routes to the floating IP addresses and then click
Continue.

172.16.0.4

Create a New Working Environment Route Tables

T Previous Step Sedect the route tables that should include routes to the floating iP addresses. This enables. client aocess 1o the Cloud Violumes ONTAP HA
pair. If you leave a route table unselected, dients that are associated with the route table canndt access tha HA palr,

Additional information &

Name Msin 1D Associate with Subnet  Tags

A Yes rth-00b2d30c A dbdd 0 Subnets 1 Tags

1 Route Tables | The main rowte table B the delault for the VPC

Continue

1. On the Data Encryption page, choose AWS-managed encryption.



Create a New Warking Environment Data E[]Cr‘}-’pti(}ﬂ

T Previous Step
& AWS Managed Encryption

AWS is responsible for data encryption and decryption cperations. Key management
is handled by AWS key management services,

Default Master Key: aws/ebs # Change Key

1. Select the license option: Pay-As-You-Go or BYOL for using an existing license. In this example, the
Pay-As-You-Go option is used.

Create a New Working EnviranmentCloud Volumes ONTAP Charging Methods & NS5 Account

Cloud Volumes ONTAP Charging Methods NetApp Support Site Account (Optional)
Learn more about our charging methods Learn more about NetApp Support Site (NSS) accounts
To reglster this Cloud Volumes ONTAP to support,you
=
g) (&) Pay-As-You-Go by the hour should add NetApp Support Site Account,

Don't have a NetApp Support Site account?Select go to
finish deploying this system.After its created,use the

Bring your own license

Bunnnrt Bagictratinn antinn tn freata an MES arrnnint

1. Select between several preconfigured packages available based on the type of workload to be
deployed on the VMs running on the VMware cloud on AWS SDDC.

Create a New Working Environment Precon ﬁ_gLJFE}Ej PEi{k{-_lgE‘S

Select a preconfigured Cloud Violumes ONTAP system thet best matches your neads, or create your own configuration
Preconfigured saftings can ba modified st a later ime

Change Configuration

' so °*

POC and small workloads Database and application data Cost effective DR Highest perfermance production
production workloads workloads

0

Up o 500GE of storage Up 1o 500GE of storage

f©~
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1. On the Review & Approve page, review and confirm the selections.To create the Cloud Volumes
ONTAP instance, click Go.

Create a New Working Environment Review & Approve

T PreviosiBuotesting S AP request
U2 HA
[ v |

This Cloasd Violumess ONTAP instance will be registensd with NetApp support under the NS5 Account mchad

@] 1 understand that Clowd Managar will alecata tha approprats AWS resousces 1o comply with my above

eSUIraTIETLS, Mord inkbimation =
Crarview Networking Storage
—
Storage Syatem Cloued Volumes ONTAP HA HA Deployment Model: Muiltiple Awslabiliy o
Literae Type: Cloud Volutes DNTAP Explong Encryption; AWS Maraged
Capacity Limic: s Customer baster Key: awsdels
I
Ge
.-

1. After Cloud Volumes ONTAP is provisioned, it is listed in the working environments on the Canvas
page.

| Canvas

B 5o 1o Tabular Wiew

Adal Wosking] Ermiroanimism oy Mnovorestingod
wrnilsrvald [y |
" 0N

A BETAILS

Chimatl Widharmas OMNTAR | AWS | HA

{ - SERWCES
AT |

Aamapon 13

WS WS



Additional configurations for SMB volumes

1. After the working environment is ready, make sure the CIFS server is configured with the appropriate
DNS and Active Directory configuration parameters. This step is required before you can create the
SMB volume.

G fsxevotesting01 mutpieazs: ¢
Valumes HA SIEUs Corst Replicanons :_l"] G @ A= E
*D Creawe a CIFS server & Advanced
DNS Primiary 1P Addrass Adtive Directory Domain (o jain
197 168 i Frtesting ncal
ONS Secendary [P Address (Optonal) Credentials duthorized 10 p2in [he Gomar
ard

1. Select the CVO instance to create the volume and click the Create Volume option. Choose the
appropriate size and cloud manager chooses the containing aggregate or use advanced allocation
mechanism to place on a specific aggregate. For this demo, SMB is selected as the protocol.

Create new volume in fsxcvotesting0l Volume Details, Protection & Protocol
Details & Protection Protocol
ume Name Size (GHY ; NFS P SCSi
smbdemaovol0 100
hane name Permissions
Snapshot Policy smbdemoval0l share Full Contral -
default -
Defauk Policy Jeers f Groups
E JOINE

Continue

1. After the volume is provisioned, it is availabe under the Volumes pane. Because a CIFS share is
provisioned, you should give your users or groups permission to the files and folders and verify that
those users can access the share and create a file.
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em
-
E@ smbdemovol01

INFO

Disk Type GP2
Tiering Policy None
Backup OFF

H ONLIN
CAPACITY
W 1.67 MB

1(}68 EE_ Used

Allocated

1. After the volume is created, use the mount command to connect to the share from the VM running on

the VMware Cloud in AWS SDDC hosts.

2. Copy the following path and use the Map Network Drive option to mount the volume on the VM

running on the VMware Cloud in AWS SDDC.

Jw) fsxcvotesting01 muipieazs)
Valumes Ha Stams Cost Replications
*D  Mount Velume smbdemeval0l

@ Access from inside the WPC using Floating 1P

I Auto failover between nodes

The IP address autormaticaly migrates between nodes if failures occur

Go o your maching and emter this command

WVITZ.16.0. 2 sebdenovo 1O share

6 Access from outside the VPC using AWS Private [P

Mo auto failover batween nodss

The IP address does not migrate between nodes if failures oceur

To avold traffic between nades, mount the valume by using the primary node’s IP address:

AT 22,1188 smbdemoval0l_share

If the primary nade goes affling, mount the velurme by using the HA partner's 1P address
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Connect the LUN to a host

To connect the Cloud Volumes ONTAP LUN to a host, complete the following steps:

1. On the Cloud Manager Canvas page, double-click the Cloud Volumes ONTAP working environment to
create and manage volumes.

2. Click Add Volume > New Volume, select iSCSI, and click Create Initiator Group. Click Continue.

Details & Protection Protocol
CiFS
r ap
el Jult
Dafault P
Windows
i Viwace Cloud - niagr bo-demno vEphere - vmodcdl - Summary X wymodell X Y HetApp Cloud Manager » + @ o x

2 8 = WITWanEsmC.com

i Getting Saited FC2 Management Cor @ MNow Tab [ Ot Bookmario

vmicsoi1

1. After the volume is provisioned, select the volume, and then click Target IQN. To copy the iSCSI
Qualified Name (IQN), click Copy. Set up an iSCSI connection from the host to the LUN.

To accomplish the same for the host residing on the VMware Cloud on AWS SDDC, complete the
following steps:

a. RDP to the VM hosted on VMware cloud on AWS.
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b. Open the iISCSI Initiator Properties dialog box: Server Manager > Dashboard > Tools > iSCSI Initiator.

c. From the Discovery tab, click Discover Portal or Add Portal and then enter the IP address of the iSCSI
target port.

d. From the Targets tab, select the target discovered and then click Log On or Connect.

e. Select Enable Multipath, and then select Automatically Restore This Connection When the Computer
Starts or Add This Connection to the List of Favorite Targets. Click Advanced.

@ The Windows host must have an iSCSI connection to each node in the cluster. The native
DSM selects the best paths to use.

1SCS Irstiston Propertssy =

Targets  Deovery Fovooite Targels  Volumes and Devices SADILS  Confipuraton
Cuack Correct

To desoover andlog on to  target usng & basc conechon, e the [P address or
DS naree of thee Rarged and then ek Guaich Cormet,

farget [ 172.24.2.9 Quick Connect...
Deterried Largets
itefresh
Mo Shshm

T tonnest useg advanced aobers, select & target and then
dick Connect,

To complelely duconnect & tanget, seiect the target and [ore——
fhen dick Discormect.

For tangel proger Bes, ncludng conouraton of sessions,
select the bwget and dick Properbes.

For configuralion of devces associabed with & larget, sslacf
the tanget and Ben dick Dessoes.

LUNSs from the SVM appear as disks to the Windows host. Any new disks that are added are not
automatically discovered by the host. Trigger a manual rescan to discover the disks by completing the
following steps:

1. Open the Windows Computer Management utility: Start > Administrative Tools > Computer
Management.

2. Expand the Storage node in the navigation tree.

3. Click Disk Management.

4. Click Action > Rescan Disks.
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When a new LUN is first accessed by the Windows host, it has no partition or file system. Initialize the
LUN; and optionally, format the LUN with a file system by completing the following steps:

1. Start Windows Disk Management.
2. Right-click the LUN, and then select the required disk or partition type.

3. Follow the instructions in the wizard. In this example, drive F: is mounted.

On the Linux clients, ensure the iSCSI daemon is running. After the LUNs are provisioned, refer to the
detailed guidance on iSCSI configuration for your Linux distribution. For example, Ubuntu iSCSI
configuration can be found here. To verify, run Isblk cmd from the shell.



https://ubuntu.com/server/docs/service-iscsi

Mount Cloud Volumes ONTAP NFS volume on Linux client

To mount the Cloud Volumes ONTAP (DIY) file system from VMs within VMC on AWS SDDC, complete
the following steps:

1. Connect to the designated Linux instance.
2. Open a terminal on the instance using secure shell (SSH) and log in with the appropriate credentials.

3. Make a directory for the volume’s mount point with the following command.

$ sudo mkdir /fsxcvotesting0l/nfsdemovolOl

4. Mount the Amazon FSx for NetApp ONTAP NFS volume to the directory that is created in the
previous step.

sudo mount -t nfs nfsvers=4.1,172.16.0.2:/nfsdemovol0l
/fsxcvotesting0l/nfsdemovol0l

8 == n 1 WITWarewme.com ! Bk ! t i

& Gatting Sarted EC2 Management Con_ i New Tad

ubuntuld Enforce US Keyboard Layout

Overview of ANF Datastore Solutions

Every successful organization is on a path of transformation and modernization. As part
of this process, companies typically use their existing VMware investments while
leveraging cloud benefits and exploring how to make migration, burst, extend, and
disaster recovery processes as seamless as possible. Customers migrating to the cloud
must evaluate the issues of elasticity and burst, data center exit, data center
consolidation, end- of- life scenarios, mergers, acquisitions, and so on. The approach
adopted by each organization can vary based on their respective business priorities.
When choosing cloud-based operations, selecting a low- cost model with appropriate
performance and minimal hindrance is a critical goal. Along with choosing the right
platform, storage and workflow orchestration is particularly important to unleash the
power of cloud deployment and elasticity.
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Use Cases

Although the Azure VMware solution delivers unique hybrid capabilities to a customer, limited native storage
options have restricted its usefulness for organizations with storage-heavy workloads. Because storage is
directly tied to hosts, the only way to scale storage is to add more hosts, which can increase costs by 35-40%
or more for storage intensive workloads. These workloads need additional storage, not additional horsepower,
but that means paying for additional hosts.

Let’s consider the following scenario; a customer requires six hosts for horsepower (vCPU/vMem), but they
also have a substantial requirement for storage. Based on their assessment, they require 12 hosts to meet
storage requirements. This increases the overall TCO because they must buy all that additional horsepower
when all they really need is more storage. This is applicable for any use case, including migration, disaster
recovery, bursting, dev/test, and so on.

Another common use case for Azure VMware Solution is disaster recovery (DR). Most organizations do not
have a fool- proof DR strategy, or they might struggle to justify running a ghost datacenter just for DR.
Administrators might explore zero- footprint DR options with a pilot- light cluster or an on-demand cluster. They
could then scale the storage without adding additional hosts, potentially an attractive option.

So, to summarize, the use cases can be classified in two ways:

« Scaling storage capacity using ANF datastores

» Using ANF datastores as a disaster recovery target for a cost- optimized recovery workflow from on-
premises or within Azure regions between the software-defined datacenters (SDDCs).This guide provides
insight into using Azure NetApp Files to provide optimized storage for datastores (currently in public
preview) along with best-in-class data protection and DR capabilities in an Azure VMware solution, which
enables you to offload storage capacity from vSAN storage.

@ Contact NetApp or Microsoft solution architects in your region for additional information on using
ANF datastores.

VMware Cloud options in Azure

Azure VMware Solution

The Azure VMware Solution (AVS) is a hybrid cloud service that provides fully functioning VMware SDDCs
within a Microsoft Azure public cloud. AVS is a first-party solution fully managed and supported by Microsoft
and verified by VMware that uses Azure infrastructure. Therefore, customers get VMware ESXi for compute
virtualization, vSAN for hyper-converged storage, and NSX for networking and security, all while taking
advantage of Microsoft Azure’s global presence, class-leading data center facilities, and proximity to the rich
ecosystem of native Azure services and solutions. A combination of Azure VMware Solution SDDC and Azure
NetApp Files provides the best performance with minimal network latency.

Regardless of the cloud used, when a VMware SDDC is deployed, the initial cluster includes the following
components:

» VMware ESXi hosts for compute virtualization with a vCenter server appliance for management.
* VMware vSAN hyper-converged storage incorporating the physical storage assets of each ESXi host.

* VMware NSX for virtual networking and security with an NSX Manager cluster for management.
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Conclusion

Whether you are targeting all-cloud or hybrid cloud, Azure NetApp files provide excellent options to deploy and
manage the application workloads along with file services while reducing the TCO by making the data
requirements seamless to the application layer. Whatever the use case, choose Azure VMware Solution along
with Azure NetApp Files for rapid realization of cloud benefits, consistent infrastructure, and operations across
on-premises and multiple clouds, bi-directional portability of workloads, and enterprise-grade capacity and
performance. It is the same familiar process and procedures used to connect the storage. Remember, it is just
the position of the data that changed along with new names; the tools and processes all remain the same, and
Azure NetApp Files helps in optimizing the overall deployment.

Takeaways

The key points of this document include:

* You can now use Azure NetApp Files as a datastore on AVS SDDC.

» Boost the application response times and deliver higher availability to provide access workload data when
and where it is needed.

» Simplify the overall complexity of the vSAN storage with simple and instant resizing capabilities.
* Guaranteed performance for mission-critical workloads using dynamic reshaping capabilities.

* If Azure VMware Solution Cloud is the destination, Azure NetApp Files is the right storage solution for
optimized deployment.

Where to find additional information

To learn more about the information described in this document, refer to the following website links:
» Azure VMware Solution documentation
https://docs.microsoft.com/en-us/azure/azure-vmware/
* Azure NetApp Files documentation
https://docs.microsoft.com/en-us/azure/azure-netapp-files/
 Attach Azure NetApp Files datastores to Azure VMware Solution hosts (Preview)

https://docs.microsoft.com/en-us/azure/azure-vmware/attach-azure-netapp-files-to-azure-vmware-solution-
hosts?tabs=azure-portal/

NetApp Guest Connected Storage Options for Azure

Azure supports guest connected NetApp storage with the native Azure NetApp Files
(ANF) service or with Cloud Volumes ONTAP (CVO).

Azure NetApp Files (ANF)

Azure netApp Files brings enterprise-grade data management and storage to Azure so you can manage your
workloads and applications with ease. Migrate your workloads to the cloud and run them without sacrificing
performance.
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Azure netApp Files removes obstacles, so you can move all of your file-based applications to the cloud. For
the first time, you do not

have to re-architect your applications, and you get persistent storage for your applications without complexity.

Because the service is delivered through the Microsoft Azure Portal, users experience a fully managed service
as part of their Microsoft enterprise Agreement. World-class support, managed by Microsoft, gives you
complete peace of mind. This single solution enables you to quickly and easily add multiprotocol workloads.
you can build and deploy both Windows and Linux file-based applications, even for legacy environments.

Azure NetApp Files (ANF) as guest connected storage

Configure Azure NetApp Files with Azure VMware Solution (AVS)

Azure NetApp Files shares can be mounted from VMs that are created in the Azure VMware Solution
SDDC environment. The volumes can also be mounted on the Linux client and mapped on the Windows
client because Azure NetApp Files supports SMB and NFS protocols. Azure NetApp Files volumes can
be set up in five simple steps.

Azure NetApp Files and Azure VMware Solution must be in the same Azure region.
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Create and mount Azure NetApp Files volumes

To create and mount Azure NetApp Files volumes, complete the following steps:

1. Log in to the Azure Portal and access Azure NetApp Files. Verify access to the Azure NetApp Files
service and register the Azure NetApp Files Resource Provider by using the az provider register
--namespace Microsoft.NetApp —wait command. After registration is complete, create a NetApp

account.

For detailed steps, see Azure NetApp Files shares. This page will guide you through the step-by-step

process.

i Microsoft Azure

2 Sparch resources, services, and docs (G+/)

Home Agure NetApp Files >

Azure NetApp Files

Matdpp {cloudeontiol produicticne

-+ Creats £21 Manage view
Filer for any field

Name T

lo NetApp accounts to display

ure MetApp Files makes it easy to migrate amd

n complex, file-based applications with no code

range. With support for multiple protocols and

sgiated data protection, Storage management is
simple, fast, and reliable

Learn more o

2. After the NetApp account is created, set up the capacity pools with the required service level and size.

New NetApp account

Name *
nimoAVSANFdemo

Subsenption
Saa$ Backup Production 4

Rescurce group *

[ Mimaavspema -
Create new
Location *

East US 2 o
Download a tempiate for automation

For more information, see Set up a capacity pool.
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3. Configure the delegated subnet for Azure NetApp Files and specify this subnet while creating the
volumes. For detailed steps to create delegated subnet, see Delegate a subnet to Azure NetApp
Files.
Add subnet X
+.» himoavspriv-vnet | Subnets
Virtuial netwark
Marme *
B Saarch (Ctrl+0) | @ + Subnet ani.del W |
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4. Add an SMB volume by using the Volumes blade under the Capacity Pools blade. Make sure the
Active Directory connector is configured prior to creating the SMB volume.
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5. Click Review + Create to create the SMB volume.

If the application is SQL Server, then enable the SMB continuous availability.
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To learn more about Azure NetApp Files volume performance by size or quota, see Performance
considerations for Azure NetApp Files.

6. After the connectivity is in place, the volume can be mounted and used for application data.
To accomplish this, from the Azure portal, click the Volumes blade, and then select the volume to

mount and access the mount instructions. Copy the path and use the Map Network Drive option to
mount the volume on the VM running on Azure VMware Solution SDDC.
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7. To mount NFS volumes on Linux VMs running on Azure VMware Solution SDDC, use this same
process. Use volume reshaping or dynamic service level capability to meet the workload demands.

dev Loop2
s f1515
[devLoopl

nimfool
nimfood
nimfool

nimfeol

1K-blocks
8l68112
1639548

523248
1638544

54738

4: /nimodemontsvl 104857600

:~5 sudo mount -t nfs -o rw, hard, tcp 172.24.
4: /nimodemonfsvl fhome/nimoadain/nimodemoll

-5 df

Used Available Uses
8168112 O%
1638868 1%

48310496 17T%
a%

[} 4

ax

190%

B 160%

) 180%

B 186%

106K

523244 1%

1638492 1%
8 186%

8 184857688 [}

Hounted on

fdev

frun

!

Jdev/shm

Jrunflock
fsysffsfcgroup

! pfcoreld /2128
fsnapfgtk-common-the

fsnapfgnome-3-34-188

/snapfsnap-sto
fsnapfsnapd /12764
fboot fefi

frunfuser /1008
fmedia/nincadmin/VHw

/home fnimoadmin/nimo

For more information, see Dynamically change the service level of a volume.

Cloud Volumes ONTAP (CVO)

Cloud volumes ONTAP, or CVO, is the industry-leading cloud data management solution built on NetApp’s
ONTAP storage software, available natively on Amazon Web Services (AWS), Microsoft Azure and Google

Cloud Platform (GCP).

It is a software-defined version of ONTAP that consumes cloud-native storage, allowing you to have the same
storage software in the cloud and on-premises, reducing the need to retrain you IT staff in all-new methods to

manage your data.
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CVO gives customers the ability to seamlessly move data from the edge, to the data center, to the cloud and
back, bringing your hybrid cloud together — all managed with a single-pane management console, NetApp
Cloud Manager.

By design, CVO delivers extreme performance and advanced data management capabilities to satisfy even
your most demanding applications in the cloud

Cloud Volumes ONTAP (CVO) as guest connected storage
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Deploy new Cloud Volumes ONTAP in Azure

Cloud Volumes ONTAP shares and LUNs can be mounted from VMs that are created in the Azure
VMware Solution SDDC environment. The volumes can also be mounted on the Linux client and on
Windows client because Cloud Volumes ONTAP supports iISCSI, SMB, and NFS protocols. Cloud
Volumes ONTAP volumes can be set up in a few simple steps.

To replicate volumes from an on-premises environment to the cloud for disaster recovery or migration
purposes, establish network connectivity to Azure, either using a site-to-site VPN or ExpressRoute.
Replicating data from on-premises to Cloud Volumes ONTAP is outside the scope of this document. To
replicate data between on-premises and Cloud Volumes ONTAP systems, see Setting up data replication
between systems.

Use Cloud Volumes ONTAP sizer to accurately size the Cloud Volumes ONTAP instances.
Also monitor on-premises performance to use as inputs in the Cloud Volumes ONTAP
sizer.

1. Log in to NetApp Cloud Central—the Fabric View screen is displayed. Locate the Cloud Volumes

ONTAP tab and select Go to Cloud Manager. After you are logged in, the Canvas screen is displayed.

o P - Accoumt e Workspate v Connector
Cloud Manager Tk

Workspace-1

Backup & Restore B Data Sense File Cache Compute

Let's Add Your First Working Environment

oy
L2) Canvas

This is how you deploy, allocate or diScover Your cloud storage
(Choud Volumes ONTAR, Cloud Violumes Servce, on-prem ONTAP or §3 buckets:)

Add Working Environmaent

2. On the Cloud Manager home page, click Add a Working Environment and then select Microsoft Azure
as the cloud and the type of the system configuration.
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3. When creating the first Cloud Volumes ONTAP working environment, Cloud Manager prompts you to
deploy a Connector.

Add Connector Need Help? X

Create Connector
A Connectar ks required 1o use most of Cloud Managers features

The Connector allows Cloud Manager to manage resources and
processes within your public choud emaronment. It i important for

the continued hezslth and operation of the services that you enable.

Let's Start

4. After the connector is created, update the Details and Credentials fields.



Create a New Working Ervironment Details and Credentials

Managed Service ide... Saas Backup Prod.., CMCVOSub — -
Edit Credentials |
Credential Mame Azure Subscription Markatplace Subscription I
Datalls Credentials
Waorking Environment Mame (Cluster Name) User Name
nimavsCvo: admin
Password

5. Provide the details of the environment to be created including the environment name and admin
credentials. Add resource group tags for the Azure environment as an optional parameter. After you
are done, click Continue.

Create a New Working Environment Details and Credentials
Datails Credantials
Working Environment Name (Cluster NMame) User Mame
nimavsCvo admin
Passward
o Add Resource Group Tags Optional Field sesssessanee

Confirm Password

6. Select the add-on services for Cloud Volumes ONTAP deployment, including BlueXP Classification,
BlueXP backup and recovery, and Cloud Insights. Select the services and then click Continue.

Create a New Working Environment Services

) Data Sense & Compliance ] v

c?j ) Backup to Cloud '* L

(il ) Monitoring = ] o

7. Configure the Azure location and connectivity. Select the Azure Region, resource group, VNet, and
subnet to be used.



Create a New Working Emvironment Location & Connectivity
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e
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8. Select the license option: Pay-As-You-Go or BYOL for using existing license. In this example, Pay-As-
You-Go option is used.

Create a New Working EnvironmentCloud Volurnes ONTAP Charging Methods & NSS Account

Cloud Volumes ONTAP Charging Methods NetApp Support Site Account (Optional)

Learn more about our charging methods Learn more about NetApp Support Site (NSS) accounts

To register this Cloud Volumes ONTAP 1o support,you
% (&) Pay-As-You-Go by the hour should add NetApp Support Site Account,

Dan't have a MetApp Support Sile account?Select go to

=_.1 Bring your awn license finish deploying this system.After its created,use the

= Lunnnrt Bagichratinn nntinn tn rreata an MSS aronning

Continue

9. Select between several preconfigured packages available for the various types of workloads.

Create a New Working Environment I:]|'|3|:D|‘|ﬁgurecj Packag@g

Selecl a preconfigurad Cloud Violumes ONTAP system that besl matches your neads, or create your own canfiguration
Preconfigured seltings can be modified at & ietar tima

L1

= -0 (4] -

POC and small workioads Database and application data Cost effective DR Highest performance production
production workloads workloads

Up to 500GE of storage

Continue r

10. Accept the two agreements regarding activating support and allocation of Azure resources.To create
the Cloud Volumes ONTAP instance, click Go.

Up to 500GE of storage



Create a New Working Environment Review & Approve

nimavsCy Qo
Eastus 2

q,‘_ | understand that in order to activate support, | must first reglster Cloud Volumes ONTAP with NetApp. More information >

E | understand that Cloud Manager will allocate the appropriate Arure resources 1o comply with my above requiremenis. More information >
Overview MNetworking Storage

11. After Cloud Volumes ONTAP is provisioned, it is listed in the working environments on the Canvas
page.

Compute
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Additional configurations for SMB volumes

1. After the working environment is ready, make sure the CIFS server is configured with the appropriate
DNS and Active Directory configuration parameters. This step is required before you can create the
SMB volume.

{m nimavsCVO BN £ e
Volumes Replications. .:'_]. G ,:9 A E
*> Create a CIFS server + Advanced
DNS Primary |P Address Active Directory Domain to jain
172.24.1.5 nimodema. cam
DNS Secandary P Address [Optional) Credentials authorized to join the domain
Example: 127.0.0 nimaadmin m

2. Creating the SMB volume is an easy process. Select the CVO instance to create the volume and click
the Create Volume option. Choose the appropriate size and cloud manager chooses the containing
aggregate or use advanced allocation mechanism to place on a specific aggregate. For this demo,
SMB is selected as the protocol.

Create new volume in nimavsCvo Volume Details, Protection & Protocol
Details & Protection Protocol
Violume Name: Slze (GEY; l NFS CIFS ISCSI
e —————————
nimavssmbyol 50
Share namea. Permissions:

Snapshot Policy: nimavssmbvoll_share Full Contral -

default ¥

I Default Policy Users / Groups

Everyone;

3. After the volume is provisioned, it will be availabe under the Volumes pane. Because a CIFS share is
provisioned, give your users or groups permission to the files and folders and verify that those users
can access the share and create a file. This step is not required if the volume is replicated from an on-

premises environment because the file and folder permissions are all retained as part of SnapMirror
replication.
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Volumes Replications

GGIUITIES
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INFO CAPACITY
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4. After the volume is created, use the mount command to connect to the share from the VM running on
the Azure VMware Solution SDDC hosts.

5. Copy the following path and use the Map Network Drive option to mount the volume on the VM
running on Azure VMware Solution SDDC.

Volumes Replications

‘:) Mount Volume nimavssmbvoli

Go 1o your machine and enter this command

\\172.24. 2. 8\nimavssmbvoll_share ﬁj Copy

g _._- = | nimasssmibol]_share

- o b4
“ Home Share Wiew

¢ » »+[8]

LI T224.2 Bvnimevismibeed ] shan

Mgz Date rodidfed Type Sz
# Quick access

8 Desktop
& Downloads
= Docurmarts
= Pctwres

Tihes: fodder i smpty

L T T

= This BC

o Metwark
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Connect the LUN to a host

To connect the LUN to a host, complete the following steps:

1. On the Canvas page, double-click the Cloud Volumes ONTAP working environment to create and
manage volumes.

2. Click Add Volume > New Volume and select iSCSI and click Create Initiator Group. Click Continue.

Details & Protection Protocol
Valurme Name: Sire (GB) NFS CIFS 15C51
nimavsscsil Y What about LUNs?

Initiator Group
Snapshot Policy
= Create Initiatar Group
default -

Default Policy Initiator Group

avswmlG

Continue

3. After the volume is provisioned, select the volume, and then click Target IQN. To copy the iISCSI
Qualified Name (IQN), click Copy. Set up an iISCSI connection from the host to the LUN.

To accomplish the same for the host residing on Azure VMware Solution SDDC:

a. RDP to the VM hosted on Azure VMware Solution SDDC.

b. Open the iSCSI Initiator Properties dialog box: Server Manager > Dashboard > Tools > iSCSI
Initiator.

c. From the Discovery tab, click Discover Portal or Add Portal and then enter the IP address of the
iISCSI target port.

d. From the Targets tab, select the target discovered and then click Log on or Connect.

e. Select Enable multipath, and then select Automatically Restore This Connection When the
Computer Starts or Add This Connection to the List of Favorite Targets. Click Advanced.

Note: The Windows host must have an iSCSI connection to each node in the cluster. The native
DSM selects the best paths to use.
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LUNSs on storage virtual machine (SVM) appear as disks to the Windows host. Any new disks that are
added are not automatically discovered by the host. Trigger a manual rescan to discover the disks by
completing the following steps:

1. Open the Windows Computer Management utility: Start > Administrative Tools > Computer
Management.

2. Expand the Storage node in the navigation tree.

3. Click Disk Management.

4. Click Action > Rescan Disks.
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When a new LUN is first accessed by the Windows host, it has no partition or file system. Initialize the
LUN; and optionally, format the LUN with a file system by completing the following steps:
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1. Start Windows Disk Management.
2. Right-click the LUN, and then select the required disk or partition type.

3. Follow the instructions in the wizard. In this example, drive E: is mounted

& Compurer Managemen
File  Achan  Wiew FHelg
=z BT

& Coenputes Mansgement fLocsl | Vehmee T o] Typa | Fiie Sectom | Stiten [ Copacity ] Frak spaca | %kree |
w | Bytem Toah - (] Semple Bmik  NTFS ieghthy {loct, Prge e, Crmh Dugenp, Primary Peetition] 185108 DIFS0R 61%
() ok Sehaduie: = Didiik ] Senple Baie NITFS Fiealthy (Framary Pastaen, ST ATIGE 0%
il Event Viemer = Dl (1) Sample Bawc  NTFS Haealthy (Primary Pamnon) SATGE EIGHE MO
. Shaved Foldens = 555 GFREL ENAS. DVE @) Semple Besx UDF Haaithy (Premary Partibon, EGE  OoMB %
B Local Users and Gesups || = Syvbem Reserved Senple Hatx NTFS Fhnaltbey (Tyahern, Artion, Fromiey Partsien] WIME  MONE M

i Pertermance
M Dowice Mansge
w 15 Storage
H Wndow Senser Backup
7 Duk Maragereen

L Setvie and Applitoni

= Dk 1 L
Nawec Dk 14
£99.53 OB APET GE NTFE
Onlie ety [Primaey P assiies |
=Dk —_—ee—————————————————————
Bamic DBDEk? (71
LT OE 47 GENTFS
Onlee Heaitty (Primuey Partiien|
= | v | This PC - o 5
Fikp Compule Vi o
= « 4 Bl ThisPC v & »
Folders (£
w g Cuick scoets " debs
ekt & i
B Doiaep - Deildcp g Documdnt “ Downboadi
& Downdoads L

Docusments o

= 5 } el = Pictures ! Videos
= Prlure ’ -—

e rirndarsdenioun

Deveces and drves (4
v B Thes PC Laesl Dk (1) DD Dwve (Dx) DBdaik (1)
i e Bl ssoemet b e
b Hechwork L bryties fie o - -
PEDRAZ OFi}

Network locations (3)

namssavsdemeumiteeol |_share LTS 3, .
r e nimorcsdemesmbyt (LITLELE

AT D 18 T3 % 3 4k 13,
!' o DVITL2A2 1) DG) ‘x o ‘cx romadermatived] [\ TI2L14) ()

Google Cloud VMware Engine Supplemental NFS Datastore
with NetApp Cloud Volume Service
Overview

Authors: Suresh Thoppay, NetApp

Customers that requires additional storage capacity on their Google Cloud VMware Engine (GCVE)
environment can utilize Netapp Cloud Volume Service to mount as supplemental NFS datastore.

Storing data on NetApp Cloud Volume Service allows customers to replicate between regions to protect from
diaster.
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Deployment steps to mount NFS datastore from NetApp CVS on GCVE
Provision CVS-Performance Volume
The NetApp Cloud Volume Service volume can be either provisioned by

Using Google Cloud Console
Using NetApp BlueXP portal or API
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Mark that CVS volume as non-deletable

To avoid accidental deletion of volume while VM is running, ensure the volume is marked as non-
deletable as shown in screenshot below.

e Cloud Volumes & Edit File System

WU WIS R

Bl  storage Pools Extreme
Up to 128 MiB/s per TiB

| E Volumes
O Backeps Volume Details
Allocated Capacity *
Snapshots | 1024 GiB _
Allocated size must be between 1 TiB (1024 GiB) and 100 T8 (102400 GiB)
[g] Active Directories
Managing your volumes for growth. Learn more [4
8 Volume Replication Protacol Type
MNFSv3 -
£  Project Settings

Active Directory must be setup to provision an SMB or dual-protocel volume. The Allow
local NFS users with LDAP option in Active Directary connections enables local NFS
client users not present on the Windows LDAP server to access a dual-protocol volume
that has LDAP with extended groups enabled. Learn more [

[] Make snapshot directory (.snapshot) visible
Makes .snapshet directory visible to clients. For NFSw4.1 volumes (CVS-Performance only),
the directory itself will not be listed but can be accessed to list contents, etc.

O

Enable LDAP

Emables user look up from AD LDAP server for your NFS volumes

Block volume from deletion when clients are connected

Required for volumes used as GCVE datastores

Export Policy v

For more info, please refer Creating NFS Volume documentation.

Ensure Private Connection on GCVE exists for NetApp CVS Tenant VPC.

To mount NFS Datastore, there should be a private connection exists between GCVE and NetApp CVS
project.
For more info, please refer How to setup Private Service Access
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Mount NFS datastore

For instructions on how to mount NFS datastore on GCVE, please refer How to create NFS datastore with
NetApp CVS

As vSphere hosts are managed by Google, you don’t have access to install NFS vSphere
@ API for Array Integration (VAAI) vSphere Installation Bundle (VIB).

If you need support for Virtual Volumes (vVol), please let us know.

If you like to use Jumbo Frames, please refer Maximum supported MTU sizes on GCP

Savings with NetApp Cloud Volume Service

To learn more about your potential saving with NetApp Cloud Volume Service for your storage demands on
GCVE, please check NetApp ROI Calculator

Reference Links

* Google Blog - How to use NetApp CVS as datastores for Google Cloud VMware Engine
* NetApp Blog - A better way to migrate your storage-rich apps to Google Cloud

NetApp Storage Options for GCP

GCP supports guest connected NetApp storage with Cloud Volumes ONTAP (CVO) or
Cloud Volumes Service (CVS).

Cloud Volumes ONTAP (CVO)

Cloud volumes ONTAP, or CVO, is the industry-leading cloud data management solution built on NetApp’s
ONTARP storage software, available natively on Amazon Web Services (AWS), Microsoft Azure and Google
Cloud Platform (GCP).

It is a software-defined version of ONTAP that consumes cloud-native storage, allowing you to have the same
storage software in the cloud and on-premises, reducing the need to retrain you IT staff in all-new methods to
manage your data.

CVO gives customers the ability to seamlessly move data from the edge, to the data center, to the cloud and
back, bringing your hybrid cloud together — all managed with a single-pane management console, NetApp
Cloud Manager.

By design, CVO delivers extreme performance and advanced data management capabilities to satisfy even
your most demanding applications in the cloud

Cloud Volumes ONTAP (CVO) as guest connected storage
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Deploy Cloud Volumes ONTAP in Google Cloud (Do It Yourself)

Cloud Volumes ONTAP shares and LUNs can be mounted from VMs that are created in the GCVE private
cloud environment. The volumes can also be mounted on the Linux client and on Windows client and
LUNS can be accessed on Linux or Windows clients as block devices when mounted over iSCSI because
Cloud Volumes ONTAP supports iSCSI, SMB, and NFS protocols. Cloud Volumes ONTAP volumes can
be set up in a few simple steps.

To replicate volumes from an on-premises environment to the cloud for disaster recovery or migration
purposes, establish network connectivity to Google Cloud, either using a site-to-site VPN or Cloud
Interconnect. Replicating data from on-premises to Cloud Volumes ONTAP is outside the scope of this
document. To replicate data between on-premises and Cloud Volumes ONTAP systems, see
xref../ehc/Setting up data replication between systems.

Use Cloud Volumes ONTAP sizer to accurately size the Cloud Volumes ONTAP instances.
Also monitor on-premises performance to use as inputs in the Cloud Volumes ONTAP
sizer.

1. Log in to NetApp Cloud Central—the Fabric View screen is displayed. Locate the Cloud Volumes
ONTAP tab and select Go to Cloud Manager. After you are logged in, the Canvas screen is displayed.

Account = Workspace  ~

Cloud Manager

Replication Hackup & Restore ¥.14 Diata Sende File Cache Compute

(<) Canvas ¢ Go to Canvas View

Can  Add Workdng Emdronment

2. On the Cloud Manager Canvas tab, click Add a Working Environment and then select Google Cloud
Platform as the cloud and the type of the system configuration. Then, click Next.

= Acooun Workspace b Connector
Cloud Manager frerranly S b i

Carwas Repdicatio s B File Cachar Compute

Add '|".’.-|'Ir|nrI Ervironment

-3 s a) =4
Wil Adiie Ain a7 Wl Saiviins Goagin Cll Mailaim O Pramiped
Choowe Type
Cloud Valumes ONTAP Cleud Valurnes ONTAP HA Clowd Yodumes Service
| Soutevode | | boun hestabiy |
ESEs ."'l

3. Provide the details of the environment to be created including the environment name and admin
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credentials. After you are done, click Continue.

Create a New Working Environment

T Previous Step CV-Performance-Testing HCLMainBillingAccountSubs...

Google Cloud Project

Detlalls

Werking Envirenment Name [Cluster Name)

-_'u-:-'p:-fv'-:?l'.':'

Sernice Account

CeoUnt |5 fegiined

IO use two features: backing wp data using Backup

Continue

Details and Credential:

Marketplace Subscription

m

4. Select or deselect the add-on services for Cloud Volumes ONTAP deployment, including Data Sense

& Compliance or Backup to Cloud. Then, click Continue.

HINT: A verification pop-up message will be displayed when deactivating add-on services.

Add-on services can be added/removed after CVO deployment, consider to deselect them if not

needed from the beginning to avoid costs.

Create a New Working Environment

T Previous Step

| ©4* ) Data Sense & Compliance

Backup to Cloud

A WARNING:By wurning off Backup 1o Cloud, future data recovery will not be possible in case of data corruption or loss

Continue

5. Select a location, choose a firewall policy, and select the checkbox to confirm network connectivity to

Google Cloud storage.

=
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Craate a New Working Environment Location & f-'."-r":"-E‘Cl!‘.-:[':,-'

T PredousStep | acation Connectivity

GCP Region VIPC

surope-westd - cloud-volumes-vpc -
GCP Zone Subnet

europe-west3-c - 10.0,6.0/24 -

Firewsall Policy

[#] 1 have verified connectivity between the rarget VPC and Goagle « Generated firewall policy Use existing firewall policy

6. Select the license option: Pay-As-You-Go or BYOL for using existing license. In this example,
Freemium option is used. Then, click on Continue.

Create a New Working Environment  Cloud Volumes ONTAP Charging Methods & NSS Account

T Previous Stefhyud Volumes ONTAP Charging Methods NetApp Support Site Account

Learn more about our charging methods Learn mare about NetApp Suppaort Site (N5S5) accounts

MNetApp Sul rt Site Account
Pay-As-You.Go by the hour PP AP

michad -

Bring ¢ ro—— To add a new NetApp Support Site account, go (o the

) Freemium (Up to S00GB)

Suppart - NS5 Management tab,

Continue

7. Select between several preconfigured packages available based on the type of workload that will be
deployed on the VMs running on VMware cloud on AWS SDDC.

HINT: Hoover your mouse over the tiles for details or customize CVO components and ONTAP
version by clicking on Change Configuration.



Create a New Woarking Environment F‘r[‘[{}ﬂﬁgur[‘[i Pa{kag@s

Select a preconfigured Cloud Volumes ONTAP system that best matches your neads, or craats your own configuraton
Precanfigured sattings can be modifiad at & [&ter time

Change ration

: =0 (] .
POC and small workloads Database and application data Cost effective DR Highest performance production
production workloads workloads

Up to 500GE of storage

Continug r

8. On the Review & Approve page, review and confirm the selections.To create the Cloud Volumes
ONTAP instance, click Go.

Up to 500GB of storage

Create a New Working Environment Review & Approve

J{GEE&E%EHEP Shiwe API request
europe-west3

This Cloud Volumes ONTAP instance will be registered with NetApp support under the NS5 Account mchad

=

1 lunderstand rhat Cloud Manager will allocate the appropriate GCP resources to comply with my above requirements. More information >
Owerview Networking Storage
—_—
Storage System: Cloud Violumes ONTAP Cloud Volumes ONTAP runs on: n2-stamdard-4
Licerse Type: Cloud Vaturmes ONTAP Fresmium Encryplion; Google Clowd Managed
Capaoty Limit: S00GE Write Spead: Mormal

9. After Cloud Volumes ONTAP is provisioned, it is listed in the working environments on the Canvas
page.

Cloud Manager

Backup

\) Canvas EH 60 vo Tabular View

& :- 5 Add Warking Environmeni Working Environments

1 Clowd Valomes ONTAR
43.05Gi8 Provsionsd Capacity

cvagovedl

i
ey 1 F5 for ORTAP

Freemium |

3 oy = 2 08 Provsloned Ca

e 1 Asure MethAgp Files
Lnl
s 9.7 TiE Provisioned Capacity
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Additional configurations for SMB volumes

1. After the working environment is ready, make sure the CIFS server is configured with the appropriate

DNS and Active Directory configuration parameters. This step is required before you can create the
SMB volume.

HINT: Click on the Menu Icon (°), select Advanced to display more options and select CIFS setup.

{® cvogcvedl
Valumes Replicanons M G © 4 =

2 Create a CIFS server & Advanced

DME Primary IP Address Acuve Drectory Damain i

160 TERn

DIMNSG Secondary [P Address (Spticnal)

2. Creating the SMB volume is an easy process. At Canvas, double-click the Cloud Volumes ONTAP
working environment to create and manage volumes and click on the Create Volume option. Choose
the appropriate size and cloud manager chooses the containing aggregate or use advanced allocation
mechanism to place on a specific aggregate. For this demo, CIFS/SMB is selected as the protocol.

Create new volume in cvogcve0! Volume Details, Protect

Details & Protection Protocol
Valur Marre fe (GE NFS CIF® SCSI

Share narme Permissions

i Policy cvagevesmbnvol0l_share Full Cantrol »
default *

Default Policy Isers / Gr

Continue

3. After the volume is provisioned, it will be availabe under the Volumes pane. Because a CIFS share is
provisioned, give your users or groups permission to the files and folders and verify that those users
can access the share and create a file. This step is not required if the volume is replicated from an on-

premises environment because the file and folder permissions are all retained as part of SnapMirror
replication.

HINT: Click on the volume menu (°) to display its options.

60



[
=@ cvogecvesmbvolQ1 = ONLINE

INFO CAPACITY

Disk Type PD-55D N 1,84 MB

Tiering Policy None 10GB ik s
Allocated

4. After the volume is created, use the mount command to display the volume connection instructions,
then connect to the share from the VMs on Google Cloud VMware Engine.

{m) cvogcveO1

Volumes Replications

O Mount Volume cvogevesmbvol01

Go to your machine and enter this command

0] copy

Z\\10.8.6.251 \cvogcvesmbvol@l share

5. Copy the following path and use the Map Network Drive option to mount the volume on the VM
running on the Google Cloud VMware Engine.

Specify the drive letter for the connection and the folder that you want to connect to:

Dirive ¥: o

| \\100.6.25T\evogevesmbvol0l_share <| [ Browse..

Folder:

Example: Viserverishare
Reconnect at sign-in

[ Connect using different credentials

Connect to g Web srbe thel vou can pse to store vour documents and pictures.

[ Finsh_] | Cancet |
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Once mapped, it can be easily accessed, and the NTFS permissions can be set accordingly.

o¥ _j] F | Network - (]
B = 2 s cvogovesmbuoidt_share (\1006.251) (1) = O
q..“ Hame Share Wiew
Nel 4 == ThisPC » cvogovesmbvol0l_share (\\10.0.6.251) (v:) » v Search cvogovesmbyvolil_sha
Mame B Date modified Type Size
o Quick access
B Desid = fool TWB/2021 1533 AM  File folder
L] 3
‘ g foo2 11973007 1059 AM  Fllefolder
Dewnloads *
{4 Documents &
[#=] Pictures 4
| O This PC

y-]



Connect the LUN on Cloud Volumes ONTAP to a host

To connect the cloud volumes ONTAP LUN to a host, complete the following steps:

1. On the Canvas page, double-click the Cloud Volumes ONTAP working environment to create and
manage volumes.

2. Click Add Volume > New Volume and select iSCSI and click Create Initiator Group. Click Continue.

Details & Protection Protocol

Windiows

BB Viiwase Cloud - ntag-fa-demo X (5] ySphess - ymedclli - Summary ® | vmedcdl % [ NatApp Cloud Manager x + @ o W
(-" 8 2 oy WITIWareamCCom 1 T i it 4

@ Goiting Saited EC2 Managemend Con. il Mew Tsb [ Ot Bookmailis

vmcocl Trlorce L5 Keyboand Lagoit Sl CTr) b Mt Dt

3. After the volume is provisioned, select the volume menu (°), and then click Target iQN. To copy the
iISCSI Qualified Name (iQN), click Copy. Set up an iSCSI connection from the host to the LUN.

To accomplish the same for the host residing on Google Cloud VMware Engine:

a. RDP to the VM hosted on Google Cloud VMware Engine.
b. Open the iISCSI Initiator Properties dialog box: Server Manager > Dashboard > Tools > iSCSI Initiator.

c. From the Discovery tab, click Discover Portal or Add Portal and then enter the IP address of the iISCSI
target port.
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d. From the Targets tab, select the target discovered and then click Log on or Connect.

e. Select Enable multipath, and then select Automatically Restore This Connection When the Computer
Starts or Add This Connection to the List of Favorite Targets. Click Advanced.

@ The Windows host must have an iISCSI connection to each node in the cluster. The
native DSM selects the best paths to use.

B S
iSCSE Initizkor Properties x
TogEE Depcovery Favordie Targel  Vobares s Deaces  RADNLE  Conflgrainon
Qrlck Comnedt
o T dacave b lag o B0 & Langed uliag i hid corvethan, Lrbe Bhe P addoess of
m Erashboard (825 name of tie farget and then dhde Cusck Conmect, L
i Local Server
- Tangat: L0635 Quick Cohnect:
B All Servers - = =
i anDs Disrovered targets
: Aefresn
& DS
Mane CEnbas

ﬁ Filg and Storane Ser
a

o commect umng advanced opbons, seech & barget and then

ik Cormert, _i=

Tecosiphetoly dsennnect a target, okt th Bardot and

i chik Digcornect, |
L

For target properses, roudng conhigurebon of sesmons, PR

select the target and Sk Properbes, R

For configurabion of devioss sssodaied with & eget, ssisct e

the target and T clid Devices Sl

I

LUNSs on storage virtual machine (SVM) appear as disks to the Windows host. Any new disks that are
added are not automatically discovered by the host. Trigger a manual rescan to discover the disks by
completing the following steps:

1. Open the Windows Computer Management utility: Start > Administrative Tools > Computer
Management.

2. Expand the Storage node in the navigation tree.

3. Click Disk Management.

4. Click Action > Rescan Disks.



& Computer Managemnent
File

)

,a- Computer Management (Local
v il System Tools
2 ';,: Task Scheduler
v [l Event Viewer
¢ g Shared Folders
'-h' Performance
& Device Manager
v A3 Storage
e Windews Server Backup,
= Disk Management
_'-'-1 Services and .ﬁppli: ahons

Action  View Help

i EE =X E & 5E

Vaoliums i L.u:'lm.lt [ T}'P: l Fil= Sy_'.trrn [ Shaturs

- Simple Basic MNTFS Healthy (Boot, Page File, Crash Dump, Primary Partition
- 355 _MOAFREE_EM-US_DVI (k) Simple Basic UDF Healthy (Prmary Partitron)

= System Reserved Simple Basic NTFS Healthy (System, Active, Primary Partition)

= Disk 0 ——— TSl
Basic System Reserved o= ;

90.00 GB 549 ME NTFS E9.48 GB NTF5

Online Healthy (System, Active Primai || Healthy [Boot, Page File, Crash Durnp, Primary Partition)

"0 Disk 1 |

Unkneown

10.00 GB 10.00 GB
Offfine Unaliocated

When a new LUN is first accessed by the Windows host, it has no partition or file system. Initialize
the LUN; and optionally, format the LUN with a file system by completing the following steps:

5. Start Windows Disk Management.

. Right-click the LUN, and then select the required disk or partition type.

. Follow the instructions in the wizard. In this example, drive F: is mounted.
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File Action View Help

e 2@ BE *» 2D

'11; Camputer Menagement (Local| Yolurme 7 |

Manzg= This BC = o
w i Systern Tools - (]
(3} Task Scheduler it Demiciun (E:) File Computer View Brrrve Toaly
[l Evert Viewss I SSSABEREEE o 7 THRFE — Z
s Shared Folders == Systerm Resery
K3 Performance - Falders (7
& Device Manager # Cuick access
- !": Storage H Desitop ’ 3D Dbjects Deskiop
'.{- Windows Jerver Backup !
== Disk Management 4’ Downloads '
il Sendces and Apphestions = Documents i . ecurmite Bovwniads
= Pictures ¢ =
S
e J\ Music Puctures
¥ Metwork -
{
 p— y Viders
= Disk 0 E
Baxic .
#0.00GB Devices and drives (3)
Cindine ) :
Local Dhak (C:) = OVD Drve (D)
55 Bl 55 xseFREE EN-US DV
h b Tree t f 493 GE
= Diske 1
Basic Demalun {E:)
593 GB
Cinline -
Network locations (1)
= LO-ROM O cvogovesmireol(il_share
D'_.'.D 3 - O DDEZET) (Y
433 6B -

On the Linux clients, ensure the iISCSI daemon is running. Once the LUNSs are provisioned, refer to the
detailed guidance on iSCSI configuration with Ubuntu as an example here. To verify, run Isblk cmd from
the shell.

0 TYPE MOUNTPOINT

loop [




Fllesystem

=

Used
-]
1.5M

-]
]

SATH

Usex
ax
1%

53k

Mounted on
fdev
frun

f

. fdev/shm

168%

160%

180%
Tk

fsnap/gnome-3-34-1864 /72

2
/1515

IIII
tk-common - themes
ap-store /547
relg/2128

i 5 iy

snapd /12704

fsnapd/1

fsnapfcorels

apfbare/5s
1ap/otk-common- themes f1515
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Mount Cloud Volumes ONTAP NFS volume on Linux client

68

To mount the Cloud Volumes ONTAP (DIY) file system from VMs within Google Cloud VMware Engine,
follow the below steps:

Provision the volume following the below steps

1. In the Volumes tab, click Create New Volume.

2. On the Create New Volume page, select a volume type:

=

=@ cvogcvenfsvolo1 ® ONLINE
INFO CAPACITY

Disk Type PD-55D W 6.08 GB

Tiering Policy MNone 11.05 GB

3. In the Volumes tab, place your mouse cursor over the volume, select the menu icon (°), and then click
Mount Command.

Volumes Replications

“O  Mount Volume cvogcvenfsvol01

Go to your Linux machine and enter this mount command

mount 1@.@.6.251:/cvogcventsvolel <dest dir> I_E| Copy

4. Click Copy.

5. Connect to the designated Linux instance.

6. Open a terminal on the instance using secure shell (SSH) and log in with the appropriate credentials.

7. Make a directory for the volume’s mount point with the following command.



$ sudo mkdir /cvogcvetst

root@nimubu®l:~# sudo mkdir cvogcvetst

8. Mount the Cloud Volumes ONTAP NFS volume to the directory that is created in the previous step.

sudo mount 10.0.6.251:/cvogcvenfsvol0l /cvogcvetst

nimubudl

Cloud Volumes Service (CVS)

Cloud Volumes Services (CVS) is a complete portfolio of data services to deliver advanced cloud solutions.
Cloud Volumes Services supports multiple file access protocols for major cloud providers (NFS and SMB
support).

Other benefits and features include: data protection and restore with Snapshot; special features to replicate,
sync and migrate data destinations on-prem or in the cloud; and consistent high performance at the level of a
dedicated flash storage system.

Cloud Volumes Service (CVS) as guest connected storage
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Configure Cloud Volumes Service with VMware Engine

70

Cloud Volumes Service shares can be mounted from VMs that are created in the VMware Engine
environment. The volumes can also be mounted on the Linux client and mapped on the Windows client
because Cloud Volumes Service supports SMB and NFS protocols. Cloud Volumes Service volumes can
be set up in simple steps.

Cloud Volume Service and Google Cloud VMware Engine private cloud must be in the same region.

To purchase, enable and configure NetApp Cloud Volumes Service for Google Cloud from the Google
Cloud Marketplace, follow this detailed guide.


https://cloud.google.com/vmware-engine/docs/quickstart-prerequisites

Create a CVS NFS volume to GCVE private cloud

To create and mount NFS volumes, complete the following steps:

1. Access Cloud Volumes from Partner Solutions within the Google cloud console.

#r
¥

PAOTHER SOLUTIONS

@ RedisEnterprise

«i.  Apache Kafkaan Co._

Darabricks

[l DataStax Astra

4+ Elasticsearch Service
§  MongoDB Atlas

M Meod) Aura Professi_

@ Cloud Volumes >

. Cloud Volumes Volumes 0 cReEATE i DELETE c
B volmes Quiick raference for Clowd Yolumes Private Service Ancess B2 AP 2 Shared WPC suppon 4 Geanidar pesmissions £2
g = Flter Saarch foeveturmes by rame |0, regon, ste. (7] m
@ snepshots Oe o Mame Reglon Zome Zone Redundancy Lifte Cycle Billing Label State Details
B Active Disctones 0O & oacessag testrlzdadl ST wvailable Availanle fof 3
O3d8-codts westd
B volume Replication Jaba-
18575354450
0O & ssomass gepvedod ouroge availablo &ynllanie for
I A-S8E3- et
i
BdddeaThalie
0O & 7oosens gep-ve-dsd Sirne availabis Ayalasie for i
Jelar-Sc3- wasld
5205
5152040681
0O & ecesceso goveds2 e aunilable vallable for s
01 3-deal- wemgtd
s
i HitApp Cloud Visumes Service (5 offered by Netipp, e, a thind party pariner of Google mh

3. On the Create File System page, specify the volume name and billing labels as required for
chargeback mechanisms.
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e Cloud Volumes

B volumes

B Backups
Snapshaots

Aclive Directories
B volume Replication

& Create File System

Volume Name

- Mame *
niIMCVYNFSvolo1

A human readable name used for display purposes

Billing Labels

Label your valumes for billing reports, queries.
Supported with CVS-Performance service type, can be set with CVS service type but not
availahle for billing at this time

-+ ADD LABEL

4. Select the appropriate service. For GCVE, choose CVS-Performance and desired service level for
improved latency and higher performance based on the application workload requirements.

e Cloud Volumes

B volumes

B  Backups
Snapshots

[E]  Active Directories
8  volume Replication

& Create File System

Service Type

Cloud Volumes Service is offered as two service types: CVS and CV3-Performance.
Select the service type that matches your workload needs. Region availability % varies by
service type. Learn more [£

O cvs

Oifers volurmes created with zonal high availability

@® cvs-Performance
Offers 3 performance levels and improved latency 1o address higher performance
appelication requirements:

Volume Replication
[C] secondary

Select to create volume as a destination target for volume replication. Applicable only to
CVS-performance volumes.

5. Specify the Google Cloud region for the volume and volume path (The volume path must be unique
across all of cloud volumes in the project)



@ Cloud Volumes €< Create File System
Region
B volumes =
Region availability varies by service type.
B Backups  Reglon* _
‘ elrope-west3 * @
Snapshots - )
Volume will be provisioned in the region you select
Active Directories _Aoltime Path# :
‘ nimCVSNFSol01 &
a \ )

Wolume Replication

Must be unigue 1o the project.

6. Select the level of performance for the volume.

e Cloud Volumes <  Create File System

B i Service Level

Select the performance level requirad for your workload.

B Backups
® standard
Snapshots Up:to 16 MiB/s per TiB
(O Premium
Active Directories Up to &4 MiB/s per TIB
(O Extreme
B volume Replication Up to 128 MiB/s per Tig
| snapshot ”

The snapshot 1o create the volume from.

7. Specify the size of the volume and the protocol type. In this testing, NFSv3 is used.

e Cloud Volumes <  Create File System
Volume Details
g volumes - Allocated Capacity * \
1024 GiB |
O Backups \
Allocated size must be between 1 TiB (1024 GIiB) and 100 TiB (102400 GiB)
Snapshots . Protocol Type * -
NFsv3 ¥ I
Active Directories \
B volume Replication [[] Make snapshot directory (.snapshot) visible

Makes snapshot directory visible to clients, For NFSv4. 1 volumes (CVS-Performance anly),
the directory itself will nol be listed bul can be accessed lolisl contents, elc

[] Enable LDAP
Enables user look up from AD LDAP sérver for your NFS volumes
8. In this step, select the VPC Network from which the volume will be accessible. Ensure VPC peering is

in place.
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HINT: If VPC peering has not been done, a pop-up button will be displayed to guide you through the
peering commands. Open a Cloud Shell session and execute the appropriate commands to peer your
VPC with Cloud Volumes Service producer. In case you decide to prepare VPC peering in
beforehand, refer to these instructions.

@ Cloud Volumes &  Create File System

Network Details
B volumes

[C] shared VPC configuration

Provide the host project name when deploying in a shared VPC service project
B Backups
VPC Network Name *

Snapshols [ cloud-volumes-vpe w”
et iiitadaies Select the VPC Newwork from which the volume will be accessible. This cannot be changed

later.

o]

Volume Replication [[] use Custom Address Range

Reserved Address range
nefapp-addresses

9. Manage the Export policy rules by adding the appropriate rules and Select the checkbox for the
corresponding NFS version.

Note: Access to NFS volumes won’t be possible unless an export policy is added.

‘ Cloud Volumes €  Create File System
B volumes EKPOI't pCIlIC}'
B  Backups Rules
B  snapshots Iltem 1 AW [
Allowed Clients 1 *
B  Active Direclories Aoy
B  volume Replication
Access
®) Read & Write
(O Read Only
Root Access
® on
O on

Protocol Type (Select at least 1 of the below options)

Must sedect for Prolocol type NFSvE. Optional for Protocol Type Both. Do not select for

NFSw4.1

Allows Matching Clients for NFSv3

10. Click Save to create the volume.

nirnfsdemadsd? Furope Avakatde for s Vs Primary Exrame NS4 - 10 52 0 & feemntademodsod
Perlcemance:




Mounting NFS exports to VMs running on VMware Engine

Before preparing to mount the NFS volume, ensure the peering status of private connection is listed as
Active. Once status is Active, use the mount command.

To mount an NFS volume, do the following:

1. In the Cloud Console, go to Cloud Volumes > Volumes.
2. Go to the Volumes page
3. Click the NFS volume for which you want to mount NFS exports.

4. Scroll to the right, under Show More, click Mount Instructions.
To perform the mounting process from within the guest OS of the VMware VM, follow the below steps:

1. Use SSH client and SSH to the virtual machine.
2. Install the nfs client on the instance.
a. On Red Hat Enterprise Linux or SUSE Linux instance:
sudo yum install -y nfs-utils
b. On an Ubuntu or Debian instance:
sudo apt-get install nfs-common

3. Create a new directory on the instance, such as "/nimCVSNFSol01":

sudo mkdir /nimCVSNFSol01

Wiburmiu=20. 0400

4. Mount the volume using the appropriate command. Example command from the lab is below:

sudo mount -t nfs -o rw,hard,rsize=65536,wsize=65536,vers=3, tcp
10.53.0.4:/nimCVSNFS0101 /nimCVSNFSol01
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Creating and Mounting SMB Share to VMs running on VMware Engine

For SMB volumes, make sure the Active Directory connections is configured prior to creating the SMB
volume.

Active Directory connections CREATE W DELETE C
Create & Windows Active Directony connection (o your exesting AD server. This is a prerequisite step before creating volumes with the SMEB protocol type. Leam more [
T Filter 7] n
0O @ vserume Demain DNS Sarvers NetBI0S Pref OU Path AD Server Name KDC 2 Reghen Status
O & osdminizras mEmpcvrval oo 208,016 nirmgamity N T piter in Uso

Once the AD connection is in place, create the volume with the desired service level. The steps are like
creating NFS volume except selecting the appropriate protocol.

1. In the Cloud Volumes Console, go to the Volumes page and click Create.

2. On the Create File System page, specify the volume name and billing labels as required for
chargeback mechanisms.

&  Create File System

Volume Name

- Name *
‘ nimCVSMBvol(1

A human readable name used for-display purposes.

Billing Label

Label your volumes for billing reports, queries
Supported with CVS-Parformance service type: can be set with CVS service type but not
available for billing at this time

+ ADD LABEL

3. Select the appropriate service. For GCVE, choose CVS-Performance and desired service level for
improved latency and higher performance based on the workload requirements.
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¢  Create File System

Service Type

Cloud Volumes Service is offered as two service types: CVS and CV5-Performance.
Select the service type that matches your workload needs. Hegion availability [ varies by
service type. Learn more [

() cvs

Offers volumes created with zonal high avallability,
(®) CVS-Performance

Offers 3-parformance levels and Improved latency o address higher performance
application requirements.

Volume Replication

[] Secondary
Select to-create volume as a destination target for volume replication. Applicable only to
CVS-performance volumes

4. Specify the Google Cloud region for the volume and volume path (The volume path must be unique
across all of cloud volumes in the project)

&  Create File System

Region

Reglon avallabllity varies by service type,

Region * :
‘ europe-west3 - @

Valume will be provisioned in the region you select

Volume Path *
[ nimCVSMBvol01|

Must be unigque to the project

5. Select the level of performance for the volume.



&  Create File System

Service Level

Select the performance level required for your workload.

(@ Standard

Up to 16 MiB/s per TiB
() Premium

Up to 64 MIB/S per TIE
O Extreme

Up 1o 128 MiB/s per TiB

‘ Snapshot -

The snapshot to create the volume from
6. Specify the size of the volume and the protocol type. In this testing, SMB is used.

&  Create File System

Volume Details

Allocated Capacity *
[ 1024 GiB

Allocated size must be between 1 TiB (1024 GiB) and 100 TiB (1024050 GiB)

Protocol Type *
[ SMB -

[] Make snapshot directory (.snapshot) visible
Makes snapshat directory visible to clients. For NFSv4.1 valumes (CVS-Performance only)
the directory itself will not be listed bt can be accessed 1o list contents; eic

[C] Enable SMB Encryption

Enable this aption only if you require encryption of your SMB data traffic

[C] Enable CA share support for SOL Server, FSLogix
Enable this option only for SQL Server-and F5Logl woarkloads that requlire continuous
avallability.

[] Hide SMB Share

Enable this option to make SMB shares non-browsable

7. In this step, select the VPC Network from which the volume will be accessible. Ensure VPC peering is
in place.

HINT: If VPC peering has not been done, a pop-up button will be displayed to guide you through the

peering commands. Open a Cloud Shell session and execute the appropriate commands to peer your
VPC with Cloud Volumes Service producer. In case you decide to prepare VPC peering in
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beforehand, refer to these instructions.

Network Details

[] Shared VPC configuration

Provide the host project name wnen deploying in a shared VPC service project

VPC Network Name *
[ cloud-volumes-vpe

-

Select the VPC Network from which the volume will be aceessible. This cannat be changed

later

[[] Use Custom Address Range

Reserved Address range

netapp-addresses

' SHOW SNAPSHOT POLICY

m CANCEL

8. Click Save to create the volume.

O © resssies MY SMBeiin I bepuiliglile 1 s CvE Prirmaery
TATE T 3! Performance
b i

Nl BOETTR

To mount the SMB volume, do the following:

1. In the Cloud Console, go to Cloud Volumes > Volumes.

2. Go to the Volumes page

3. Click the SMB volume for which you want to map an SMB share.

4. Scroll to the right, under Show More, click Mount Instructions.

Stanclard

SME | Viename: SE30 semgveval oo end Y S vl

To perform the mounting process from within the Windows guest OS of the VMware VM, follow the below

steps:

1. Click the Start button and then click on Computer.
2. Click Map Network Drive.
3. In the Drive list, click any available drive letter.

4. In the folder box, type:

\\nimsmb-3830.nimgcveval.com\nimCVSMBvol01l


https://cloud.google.com/architecture/partners/netapp-cloud-volumes/setting-up-private-services-access?hl=en

&L Map Network Drive

What network folder would you like to map?

Specify the dnve letter for the connection and the folder that you want to connect to:

Drove: i3 w
Folder: | ".".1C'.53.D«i'-.nimc'.-:.mh'.§:l_lﬂ-:l - Browse...
Example: \\serverishare

[+ Beconnect at sign-in
[] Connect using different credentials

Connect to g Web ste that vou can use to store vour decuments and pictures.

To connect every time you log on to your computer, select the Reconnect at sign-in check box.

5. Click Finish.

nimevsmbvoldl (1 10.53.04) (Z) _

i Shiare View
[ == s ThisPC » nimovsmbvold] (\1410,53.0.4) (Z:) w search nimovembyno
Mame . Date modified Type Size

[

” fool 11/1/2021 738 AM  File folder

fool 12021 T:38 AM File folder
" food /12021 T3BAM  File folder
‘ |E] nimgevevaltesting o 117172021 T30 AM  Test Document ) KB

Region Availability for Supplemental NFS datastores on
AWS, Azure, and GCP

Learn more about the the Global Region support for supplemental NFS datastores on
AWS, Azure and Google Cloud Platform (GCP).

AWS Region Availability

The availability of supplemental NFS datastores on AWS / VMC is defined by Amazon. First, you need to
determine if both VMC and FSxN are available in a specified region. Next, you need to determine if the FSxN
supplemental NFS datastore is supported in that region.

* Check the availability of VMC here.

* Amazon’s pricing guide offers information on where FSxN (FSx ONTAP) is available. You can find that
information here.

* Availability of the FSxN supplemental NFS datastore for VMC is coming soon.

While information is still being released, the following chart identifies the current support for VMC, FSxN and
FSxN as a supplemental NFS datastore.
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https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws.getting-started/GUID-19FB6A08-B1DA-4A6F-88A3-50ED445CFFCF.html
https://aws.amazon.com/fsx/netapp-ontap/pricing/
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Americas

AWS Region VMC Availability
US East (Northern Yes

Virginia)

US East (Ohio) Yes

US West (Northern Yes

California)

US West (Oregon) Yes

GovCloud (US West) Yes

Canada (Central) Yes
South America (Sao Yes
Paulo)

Last updated on: June 2, 2022.

EMEA

AWS Region VMC Availability
Europe (Ireland) Yes

Europe (London) Yes

Europe (Frankfurt) Yes

Europe (Paris) Yes

Europe (Milan) Yes

Europe (Stockholm) Yes

Last updated on: June 2, 2022.

Asia Pacific

AWS Region VMC Availability
Asia Pacific (Sydney) Yes

Asia Pacific (Tokyo) Yes

Asia Pacific (Osaka) Yes

Asia Pacific (Singapore) Yes

Asia Pacific (Seoul) Yes

Asia Pacific (Mumbai) Yes

Asia Pacific (Jakarta) No

Asia Pacific (Hong Kong) Yes

FSx ONTAP Availability

Yes

Yes

No

Yes
Yes
Yes

Yes

FSx ONTAP Availability

Yes
Yes
Yes
Yes
Yes

Yes

FSx ONTAP Availability

Yes
Yes
No

Yes
Yes
Yes
No

Yes

NFS Datastore
Availability

Yes

Yes

No

Yes
Yes
Yes

Yes

NFS Datastore
Availability

Yes
Yes
Yes
Yes
Yes

Yes

NFS Datastore
Availability

Yes
Yes
No

Yes
Yes
Yes
No

Yes



Last updated on: September 28, 2022.

Azure Region Availability
The availability of supplemental NFS datastores on Azure / AVS is defined by Microsoft. First, you need to
determine if both AVS and ANF are available in a specific region. Next, you need to determine if the ANF
supplemental NFS datastore is supported in that region.

* Check the availability of AVS and ANF here.

* Check the availability of the ANF supplemental NFS datastore here.
GCP Region Availability

GCP region availability will be released when GCP enters public availability.
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https://azure.microsoft.com/en-us/global-infrastructure/services/?products=netapp,azure-vmware&regions=all
https://docs.microsoft.com/en-us/azure/azure-vmware/attach-azure-netapp-files-to-azure-vmware-solution-hosts?tabs=azure-portal#supported-regions
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