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Overview

A proven disaster recovery (DR) environment and plan is critical for organizations to ensure that business-
critical applications can be rapidly restored in the event of a major outage. This solution focuses on
demonstrating DR use cases with a focus on VMware and NetApp technologies, both on-premises and with
VMware Cloud on AWS.

NetApp has a long history of integration with VMware as evidenced by the tens of thousands of customers that
have chosen NetApp as their storage partner for their virtualized environment. This integration continues with
guest-connected options in the cloud and recent integrations with NFS datastores as well. This solution
focuses on the use case commonly referred to as guest-connected storage.

In guest-connected storage, the guest VMDK is deployed on a VMware-provisioned datastore, and application
data is housed on iSCSI or NFS and mapped directly to the VM. Oracle and MS SQL applications are used to
demonstrate a DR scenario, as shown in the following figure.
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Assumptions, pre-requisites and component overview

Before deploying this solution, review the overview of the components, the required pre-requisites to deploy
the solution and assumptions made in documenting this solution.

DR Solution Requirements, Pre-requisities and Planning

Performing DR with SnapCenter

In this solution, SnapCenter provides application-consistent snapshots for SQL Server and Oracle application
data. This configuration, together with SnapMirror technology, provides high-speed data replication between
our on-premises AFF and FSx ONTAP cluster. Additionally, Veeam Backup & Replication provides backup and
restore capabilities for our virtual machines.


https://docs.netapp.com/us-en/netapp-solutions/ehc/aws-guest-dr-solution-prereqs.html

In this section, we cover the configuration of SnapCenter, SnapMirror, and Veeam for both backup and restore.
The following sections cover configuration and the steps needed to complete a failover at the secondary site:

Configure SnapMirror relationships and retention schedules

SnapCenter can update SnapMirror relationships within the primary storage system (primary > mirror) and to
secondary storage systems (primary > vault) for the purpose of long-term archiving and retention. To do so,
you must establish and initialize a data replication relationship between a destination volume and a source
volume using SnapMirror.

The source and destination ONTAP systems must be in networks that are peered using Amazon VPC peering,
a transit gateway, AWS Direct Connect, or an AWS VPN.

The following steps are required for setting up SnapMirror relationships between an on-premises ONTAP
system and FSx ONTAP:

@ Refer to the FSx for ONTAP — ONTAP User Guide for more information on creating SnapMirror
relationships with FSx.

Record the source and destination Intercluster logical interfaces

For the source ONTAP system residing on-premises, you can retrieve the inter-cluster LIF information
from System Manager or from the CLI.

1. In ONTAP System Manager, navigate to the Network Overview page and retrieve the IP addresses of
Type: Intercluster that are configured to communicate with the AWS VPC where FSx is installed.

Network Inteefaces
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PROTECTION
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2. To retrieve the Intercluster IP addresses for FSx, log into the CLI and run the following command:

FSx-Dest::> network interface show -role intercluster



https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/ONTAPGuide.pdf

Establish cluster peering between ONTAP and FSx

To establish cluster peering between ONTAP clusters, a unique passphrase entered at the initiating
ONTARP cluster must be confirmed in the other peer cluster.

1. Set up peering on the destination FSx cluster using the cluster peer create command. When
prompted, enter a unique passphrase that is used later on the source cluster to finalize the creation
process.

FSx-Dest::> cluster peer create -address-family ipv4 -peer-addrs
source intercluster 1, source intercluster 2

Enter the passphrase:

Confirm the passphrase:

2. At the source cluster, you can establish the cluster peer relationship using either ONTAP System
Manager or the CLI. From ONTAP System Manager, navigate to Protection > Overview and select
Peer Cluster.
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3. In the Peer Cluster dialog box, fill out the required information:

a. Enter the passphrase that was used to establish the peer cluster relationship on the destination

FSx cluster.



b. Select Yes to establish an encrypted relationship.
c. Enter the intercluster LIF IP address(es) of the destination FSx cluster.

d. Click Initiate Cluster Peering to finalize the process.

Peer Cluster %

Local W Remote

PASSPHRASE @

STORAGE VM PERMISSIONS o
eeeeccc0e ®©

All storage VMs (incl... X

It cannot be determined from the passphrase whether

Stor, created in the future also will be given this relationship was encrypted. Is the relationship

permissions. encrypted?

Yes | No

To generate pass;}hr'ase.| Launch Remote Cluster
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Intercluster Network Interfaces IP Addresses

172.30.15.42

172.30.14.28

Cancel

Initiate Cluster Peering Cancel

4. Verify the status of the cluster peer relationship from the FSx cluster with the following command:

FSx-Dest::> cluster peer show




Establish SVM peering relationship

The next step is to set up an SVM relationship between the destination and source storage virtual
machines that contain the volumes that will be in SnapMirror relationships.

1. From the source FSx cluster, use the following command from the CLI to create the SVM peer
relationship:

FSx-Dest::> vserver peer create -vserver DestSVM -peer-vserver
Backup -peer-cluster OnPremSourceSVM -applications snapmirror

2. From the source ONTAP cluster, accept the peering relationship with either ONTAP System Manager
or the CLI.

3. From ONTAP System Manager, go to Protection > Overview and select Peer Storage VMs under
Storage VM Peers.
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4. In the Peer Storage VM'’s dialog box, fill out the required fields:
o The source storage VM
o The destination cluster

o The destination storage VM

Peer Storage VMs X
Local | Remote
CLUSTER o CLUSTER
EASA08 e FsxldOae40e08accOdeas? v  |Refresh
STORAGE VM

STORAGE VM
Backup w
svim_HCApps w
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5. Click Peer Storage VMs to complete the SVM peering process.



Create a snapshot retention policy

SnapCenter manages retention schedules for backups that exist as snapshot copies on the primary
storage system. This is established when creating a policy in SnapCenter. SnapCenter does not manage
retention policies for backups that are retained on secondary storage systems. These policies are
managed separately through a SnapMirror policy created on the secondary FSx cluster and associated
with the destination volumes that are in a SnapMirror relationship with the source volume.

When creating a SnapCenter policy, you have the option to specify a secondary policy label that is added
to the SnapMirror label of each snapshot generated when a SnapCenter backup is taken.

@ On the secondary storage, these labels are matched to policy rules associated with the
destination volume for the purpose of enforcing retention of snapshots.

The following example shows a SnapMirror label that is present on all snapshots generated as part of a
policy used for daily backups of our SQL Server database and log volumes.

Select secondary replication options @

[[] update SnapMirror after creating a local Snapshot copy.

Update SnapVault after creating a local Snapshot copy.

Secondary policy label | Custom Label A ]
sql-daily
Error retry count 3 |3 (]

For more information on creating SnapCenter policies for a SQL Server database, see the SnapCenter
documentation.

You must first create a SnapMirror policy with rules that dictate the number of snapshot copies to retain.
1. Create the SnapMirror Policy on the FSx cluster.

FSx-Dest::> snapmirror policy create -vserver DestSVM -policy
PolicyName -type mirror-vault -restart always

2. Add rules to the policy with SnapMirror labels that match the secondary policy labels specified in the
SnapCenter policies.

FSx-Dest::> snapmirror policy add-rule -vserver DestSVM -policy
PolicyName -snapmirror-label SnapMirrorLabelName -keep
#ofSnapshotsToRetain

The following script provides an example of a rule that could be added to a policy:


https://docs.netapp.com/us-en/snapcenter/protect-scsql/task_create_backup_policies_for_sql_server_databases.html
https://docs.netapp.com/us-en/snapcenter/protect-scsql/task_create_backup_policies_for_sql_server_databases.html

FSx-Dest::> snapmirror policy add-rule -vserver sgl svm dest -policy
Async_SnapCenter SQL -snapmirror-label sgl-ondemand -keep 15

(D Create additional rules for each SnapMirror label and the number of snapshots to be
retained (retention period).
Create destination volumes

To create a destination volume on FSx that will be the recipient of snapshot copies from our source
volumes, run the following command on FSx ONTAP:

FSx-Dest::> volume create -vserver DestSVM -volume DestVolName
-aggregate DestAggrName -size VolSize -type DP

Create the SnapMirror relationships between source and destination volumes

To create a SnapMirror relationship between a source and destination volume, run the following command
on FSx ONTAP:

FSx-Dest::> snapmirror create -source-path
OnPremSourceSVM:OnPremSourceVol -destination-path DestSVM:DestVol -type
XDP -policy PolicyName

Initialize the SnapMirror relationships

Initialize the SnapMirror relationship. This process initiates a new snapshot generated from the source
volume and copies it to the destination volume.

FSx-Dest::> snapmirror initialize -destination-path DestSVM:DestVol

Deploy and configure Windows SnapCenter server on-premises.



Deploy Windows SnapCenter Server on premises
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This solution uses NetApp SnapCenter to take application-consistent backups of SQL Server and Oracle
databases. In conjunction with Veeam Backup & Replication for backing up virtual machine VMDKs, this
provides a comprehensive disaster recovery solution for on-premises and cloud-based datacenters.

SnapCenter software is available from the NetApp support site and can be installed on Microsoft
Windows systems that reside either in a domain or workgroup. A detailed planning guide and installation
instructions can be found at the NetApp Documentation Center.

The SnapCenter software can be obtained at this link.

After it is installed, you can access the SnapCenter console from a web browser using
https://Virtual _Cluster IP_or FQDN:8146.

After you log into the console, you must configure SnapCenter for backup SQL Server and Oracle
databases.


https://docs.netapp.com/us-en/snapcenter/install/install_workflow.html
https://mysupport.netapp.com

Add storage controllers to SnapCenter

To add storage controllers to SnapCenter, complete the following steps:

1. From the left menu, select Storage Systems and then click New to begin the process of adding your
storage controllers to SnapCenter.

M NetApp SnapCenter® ©- ALscadmin  SnapCenterAdmin  [#Sign Ou

ONTAP Storage

pasboard | 7 [ -

el ONTAP Storage Connections

Monitor [l Name 1Y P Cluster Name User Name Platform Controller License
Backup 172.16.13.17 172.16.13.17 AFF v

Reports
ESD2 172.16.13.17 172.16.13.17 AFF L

Hosts
ora_svm 172.16.13.17 172.16.13.17 AFF v
ofa_svim_dest 172.30.15.42 AFF Mot applicable
sql_svm 172.16.13.17 172.16.1317 AFF v
sal_svm_dest 172.30.15.42 AFF Mot applicable
svm HCApDs 172.30.15.42 AFF Not applicable

2. In the Add Storage System dialog box, add the management IP address for the local on-premises
ONTAP cluster and the username and password. Then click Submit to begin discovery of the storage
system.



Add Storage System

Add Storage System €

Storage System 10.61.181.180

Username admin

Password sesssenee

Event Management System (EMS) & AutoSupport Settings
Send AutoSupport notification to storage system

Log SnapCenter Server events to syslog

£+ More Options : Platform, Protocol, Preferred IP etc..

Cancel H Reset

3. Repeat this process to add the FSx ONTAP system to SnapCenter. In this case, select More Options
at the bottom of the Add Storage System window and click the check box for Secondary to designate
the FSx system as the secondary storage system updated with SnapMirror copies or our primary
backup snapshots.




More Options

Platform
Protocol

Port
Timeout

[ Preferred IP

Secondary @

FAS -

HTTPS s

443

60 seconds (1]

£

For more information related to adding storage systems to SnapCenter, see the documentation at this

link.
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https://docs.netapp.com/us-en/snapcenter/install/task_add_storage_systems.html
https://docs.netapp.com/us-en/snapcenter/install/task_add_storage_systems.html

Add hosts to SnapCenter

The next step is adding host application servers to SnapCenter. The process is similar for both SQL
Server and Oracle.

1. From the left menu, select Hosts and then click Add to begin the process of adding storage controllers
to SnapCenter.

2. In the Add Hosts window, add the Host Type, Hostname, and the host system Credentials. Select the
plug-in type. For SQL Server, select the Microsoft Windows and Microsoft SQL Server plug-in.

N NetApp SnapCenter®

Managed Hosts

Add Host

Host Type | Windows =

""" . Host Name | sqglsrv-01.sddc.netapp.com

rv_02.sddc netapp.com Credentials | sddc-jpowell | o
lesrv 02.sddc.netapp.com
oraclesry 04.sddc.netapp.com Select Plug-ins to Install SnapCenter Plug-ins Package 4.6 for Windows
rv_05.sddc.netapp.com B microsoft Windows

B microsoft SQL Server

Microsoft Exchange Server

06.5ddc.netapp.com

7.sddc.netapp.com

| SAP HANA

oraclesry 08.sddc.natappn.com

£} More Options : Port, gMSA, Install Path, Custom Plug-ins...

oraclesry 09.sddc.netapp.com
oraclesry 10.sddc.netapp.com m Cancel

3. For Oracle, fill out the required fields in the Add Host dialog box and select the check box for the
Oracle Database plug-in. Then click Submit to begin the discovery process and to add the host to
SnapCenter.

14



Add Host

Host Type
Host Name

Credentials

Linux

oraclesrv_11.sddc.netapp.com

root

Select Plug-ins to Install SnapCenter Plug-ins Package 4.6 for Linux

Oracle Database
[] sAP HANA

£+ More Options : Port, Install Path, Custom Plug-Ins...
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Create SnapCenter policies

Policies establish the specific rules to be followed for a backup job. They include, but are not limited to,
the backup schedule, replication type, and how SnapCenter handles backing up and truncating
transaction logs.

You can access policies in the Settings section of the SnapCenter web client.

M NetApp SnapCenter® . ] = ®- 1L scadmin

Global Settings Policies Users and Access Roles Credential Software

Microsoft SQL Server .

Search by Name I

Dashboard

Resources

Name 1 Backup Type Schedule Type Replication
Monitor Pyp s P

SQL-Daily Full and Log backup Daily SnapVault
Reports

SQL-Hourly Full and Log backup Hourly SnapVault
Hosts SQL-Hourly-Logs Log backup Hourly SnapVault
Storage Systems SQL-OnDemand Full and Log backup On demand SnapVault

SQL-Weekly Full and Log backup Weekly SnapVault

it

Settings

For complete information on creating policies for SQL Server backups, see the SnapCenter
documentation.

For complete information on creating policies for Oracle backups, see the SnapCenter documentation.
Notes:

* As you progress through the policy creation wizard, take special note of the Replication section. In
this section you stipulate the types of secondary SnapMirror copies that you want taken during the
backups process.

» The “Update SnapMirror after creating a local Snapshot copy” setting refers to updating a SnapMirror
relationship when that relationship exists between two storage virtual machines residing on the same
cluster.

* The “Update SnapVault after creating a local SnapShot copy” setting is used to update a SnapMirror
relationship that exists between two separate cluster and between an on-premises ONTAP system
and Cloud Volumes ONTAP or FSxN.

The following image shows the preceding options and how they look in the backup policy wizard.

16


https://docs.netapp.com/us-en/snapcenter/protect-scsql/task_create_backup_policies_for_sql_server_databases.html
https://docs.netapp.com/us-en/snapcenter/protect-scsql/task_create_backup_policies_for_sql_server_databases.html
https://docs.netapp.com/us-en/snapcenter/protect-sco/task_create_backup_policies_for_oracle_database.html

New SQL Server Backup Policy

o Name Select secondary replication options @
o Backup Type [J update SnapMirror after creating a local Snapshot copy.
e Retention [] Update SnapVault after creating a local Snapshot copy.
Secondary policy label i
4 Replication
Error retry count 3 i ]

5 Script

Create SnapCenter Resource Groups

Resource Groups allow you to select the database resources you want to include in your backups and the
policies followed for those resources.

1. Go to the Resources section in the left-hand menu.

2. At the top of the window, select the resource type to work with (In this case Microsoft SQL Server) and
then click New Resource Group.

M NetApp SnapCenter® ~ % scadmin SnapCenterAdmin [ Sign Out

Microsoft SQL Server . 1

LU=V Resource Group = search by name I

New Resource Group

= Name Resource Count  Tags Policies Last Backup Overall Status
Moni SQLSRV-01 1 SQL-Daily 05/11/2022 ... Completed
ki) sQL-Hourly
SQL-
Reports OnDemand
SQL-Weekly
Hosts
SQLSRV-02 1 SQL-Daily 03/28/2022 ... Failed
Storage Systems SQL-Hourly
sQL-
Settings OnDemand
SQL-Weekly
Alerts SQLSRV-03 1 SQL-Daily 05/1142022 ... Completed

CAl enehe

The SnapCenter documentation covers step-by-step details for creating Resource Groups for both SQL
Server and Oracle databases.

For backing up SQL resources, follow this link.

For Backing up Oracle resources, follow this link.

17


https://docs.netapp.com/us-en/snapcenter/protect-scsql/task_back_up_sql_resources.html
https://docs.netapp.com/us-en/snapcenter/protect-sco/task_back_up_oracle_resources.html

Deploy and configure Veeam Backup Server

Veeam Backup & Replication software is used in the solution to back up our application virtual machines and
archive a copy of the backups to an Amazon S3 bucket using a Veeam scale-out backup repository (SOBR).
Veeam is deployed on a Windows server in this solution. For specific guidance on deploying Veeam, see the
Veeam help Center Technical documentation.

18


https://www.veeam.com/documentation-guides-datasheets.html

Configure Veeam scale-out backup repository

After you deploy and license the software, you can create a scale-out backup repository (SOBR) as target

storage for backup jobs. You should also include an S3 bucket as a backup of VM data offsite for disaster
recovery.

See the following prerequisites before getting started.

1. Create an SMB file share on your on-premises ONTAP system as the target storage for backups.

2. Create an Amazon S3 bucket to include in the SOBR. This is a repository for the offsite backups.

19



Add ONTAP Storage to Veeam

First, add the ONTAP storage cluster and associated SMB/NFS filesystem as storage infrastructure
in Veeam.

1. Open the Veeam console and log in. Navigate to Storage Infrastructure and then select Add
Storage.

ication

Storage

Add
Storage St 3g

Manage Storage Actions

Storage Infrastructure

&=k Add Storage
=
== \eeam Backup & Replication integrates with the leading primary storage arrays to enable backup and restore of individual machines, file shares,

4 (& Storage Infrastructure
-~ guest files and application items from storage snapshots of VMFS, NFS and CIFS volumes. In addition to built-in integrations, Veeam provides the

5 ontap g
Universal Storage API that allows qualified storage vendors to create fully supported storage plug-in.
To start using this functionality, register your starage by clicking this text. If you don't see your starage in the list, please install the corresponding
plug-in first.
Take a Snapshot
Set up periodic storage-level snapshots of your VIVIFS or NFS datastores using the storage management console. The storage will automatically snap
your datastores, providing frequent restore points that enable short RPOs for the most common recovery scenarios, with little to no impact on your
production environment,
For evaluation purposes, you can create an "ad hoc” storage snapshot by selecting the desired LUN in the Storage Infrastructure tree, and clicking the
corresponding button in the ribban.
~ Restore
[E=0 7o perform a restore from a storage snapshot, browse to the desired snapshot on the Storage Infrastructure tab, and select the VM you want to
& i restore. You can restore the entire VM, individual guest files or individual Microseft Active Directory, Microsoft Exchange, Microscft SharePaint,
g Jlit=ls Microsoft SQL Server and Oracle items.

Please, keep in mind that storage snapshots are not real backups, as they would be lost along with production data in the event of a storage disaster.
Thus, you should never rely solely on storage-level snapshots for data protection. Ta ensure protection against all types of disasters, continue ta
perform proper backup of all VMs to non-production storage using eeam backup jobs or VeeamzIP.

5@ Inventory

(T Backup Infrastmucture

(¥5 storage Infrastructurs y  Backup
= E=1 Enterprise Plus edition enables backup of virtual machines, physical servers and file shares directly from primary storage snapshots. This functionality
T lefristiicte puts your storage array capabilities to work allowing for improved recovery point objectives (RPO) while greatly reducing impact from backup

activities on the production machines,

@ Files.

ay

2. In the Add Storage wizard, select NetApp as the storage vendor and then select Data ONTAP.
3. Enter the management IP address and check the NAS Filer box. Click Next.



MNew Netipp Data ONTAP Storage d

MName
“ Register NetApp Data ONTAP storage by specifying DNS name or IP address,

_ Management server DNS name or IP address:

|10.61.181.180
Credentials
Description:
MAS Filer Created by SDDC\jpowell at 5/17/2022 10:34 AM.
Apply
Summary Rales

[] Bleck or file storage for Viiware vSphere
[] Block storage for Microsoft Windows servers
MAS filer

< Previous Mext > Finich

4. Add your credentials to access the ONTAP cluster.

Mew Methpp Data ONTAP Storage >

Credentials
Specify account with storage administrator privileges.

Credentials:

HCIEUC\Admin (HCIEUC\Admin, last edited: 98 days ago) - | | Add...

MAS Filer Protocol: [HTTPS +

Apply Port: 443 E

MName

Summary

| < Previous || Mext = | Finish

5. On the NAS Filer page choose the desired protocols to scan and select Next.
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Mew MetApp Data ONTAP Storage

NAS Filer
Specify how this storage can be accessed by file backup jobs.

Protocol to use:
SMB
Credentials 1 wFs

_ Create required export rules automatically

Volumes to scan:
Apply |Allvolumes | Choose...

Mame

Backup proxies to use:

Summary
|Automatic selection | Choose...

< Previous Apply Finish Cancel

6. Complete the Apply and Summary pages of the wizard and click Finish to begin the storage
discovery process. After the scan completes, the ONTAP cluster is added along with the NAS

filers as available resources.

¥-~ x =
L3 L — ]
Add Edit Remowe Rescan

Storage Storage Storage

Manage Storage Actions

Storage Infrastructure

4 {'E;Sturagelnfrastmcture
4 F51ONTAP
E13A300
4 Z3 OTS-HC-Cluster

[ svm_nfs-A

4 swim{
5] iSCSI_Datastore
5 sqdb_vol2
5 sqldb_vell

=

[
[
[
3] svl_root

7. Create a backup repository using the newly discovered NAS shares. From Backup
Infrastructure, select Backup Repositories and click the Add Repository menu item.



'I::."+ =
=
Add EE

Repository Repository

Manage Eepository

Backup Infrastructure

E Backup Proxies
= Backup Repositories
t-:E" External Repositories
Ix Eﬁ Scale-out Repositories
£n WAN Accelerators
ﬂ Service Providers
F] &E SureBackup
& Application Groups
Zh Virtual Labs
4 fiEr'! Managed Servers
i fé‘i Yiiware viphere
E-_-_ Microscft Windows

ﬁ Home
Eg
@:J Inventory

‘?E'g Backup Infrastructurs

. Follow all steps in the New Backup Repository Wizard to create the repository. For detailed
information on creating Veeam Backup Repositories, see the Veeam documentation.
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https://www.veeam.com/documentation-guides-datasheets.html
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MNew Backup Repository d

— Share
1
t_::j Type in UNC path to share (mapped drives are not supported), specify share access credentials and how backup jobs should
t__:j write data to this share.
MName Shared folder:
[\1172.21162.187\VBRRepo] | Browse. |
_ Use \\server\folder format
Repository This share requires access credentials:
o S |ﬁ"& sddchadministrater (sddchadministrator, last edited: 85 days ago) ~ | | Add... |

Manage accounts

Review
Gateway server:
Apply (®) Automatic selection
() The following server:
Summary

veeam.sddc.netapp.com (Backup server) w

Use this option to improve performance and reliability of backup to a NAS located in a remote site.,

< Previous | | Mext = Finish




Add the Amazon S3 bucket as a backup repository
The next step is to add the Amazon S3 storage as a backup repository.
1. Navigate to Backup Infrastructure > Backup Repositories. Click Add Repository.
=
=

Add
Repository Repository

Manage Fepository

Backup Infrastructure

E Backup Proxies
= Backup Repositories o
':'_E'_‘. External Repositories
4 ?i.;: Scale-out Repositories
?E:i Scale-out Backup Repository
En WAN Accelerators
(-1 Service Providers
4 & SureBackup

&‘ Application Groups
dh Virtual Labs

4 {E‘! Managed Servers
f fé’! VMware vSphere

s Microsoft Windows

ﬁ Home
=]
@i Inventory

l'?E'g Backup Infrastructure

2. In the Add Backup Repository wizard, select Object Storage and then Amazon S3. This starts
the New Object Storage Repository wizard.
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Add Backup Repository

Select the type of backup repository you want to add,

== Direct attached storage

=  Microsoft Windows or Linux server with internal or direct attached storage. This configuration enables data
o movers to run directly on the server, allowing for fastest perfformance.

Metwork attached storage

I Metwaork share on a file server or a MAS device, When backing up to a remote share, we recommend that you
select a gateway server located in the same site with the share.

~|5= Deduplicating storage appliance
m Dell EMC Data Domain, ExaGrid, HPE StoreOnce or Quantum DXi. If you are unable to meet the requirements of
advanced integration via native appliance AP, use the network attached storage option instead.

2

Object storage

On-prem cbject storage system or a cloud object storage provider, Object storage can only be used as a Capacity
Tier of scale-out backup repositories, backing up directly to object storage is not currently supported,

P
Ly

3. Provide a name for your object storage repository and click Next.
4. In the next section, provide your credentials. You need an AWS Access Key and Secret Key.

Mew Object Storage Repository

Account
Specify AWS account to use for connecting to Amazen 53 storage bucket,

MName Credentials:

_ | & AKIAXAHA3ZTSSTHXQT2ZW (last edited: 107 days ago) V| | Add...

Manage cloud accounts

Bucket AWS region:

Global ~
Summary

(] Use the following gateway server:

veeam.sddc.netapp.com (Backup server)

< Previous Mext > Finich Cancel

5. After the Amazon configuration loads, choose your datacenter, bucket, and folder and click
Apply. Finally, click Finish to close out the wizard.




Create scale-out backup repository

Now that we have added our storage repositories to Veeam, we can create the SOBR to
automatically tier backup copies to our offsite Amazon S3 object storage for disaster recovery.

1. From Backup Infrastructure, select Scale-out Repositories and then click the Add Scale-out
Repository menu item.

Repository Repositor -
Manage Scale-out Repository Mana

Backup Infrastructure

= Backup Repositories

i External Repositories
i CE'E Scale-out Repositories o
£ WAN Accelerators
&; Service Providers
4 I'_IEI SureBackup
& Application Groups
l%l Virtual Labs
4 l.'E] Managed Servers
k -fg'! Vidware v5phers

Ta= Microsoft Windows

ﬁ Home
E'. rertong
@:‘ Ineentory

i'?E-'g Backup Infrastructure

2. In the New Scale-out Backup Repository provide a name for the SOBR and click Next.

3. For the Performance Tier, choose the backup repository that contains the SMB share residing on
your local ONTAP cluster.
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Mew Scale-out Backup Repository >

Performance Tier
Select backup repositories to use as the landing zone and for the short-term retention.

Mame Extents:

MName Add...
| PerformanceTier | = Jperepor

Remove

Placement Policy

4. For the Placement Policy, choose either Data Locality or Performance based your requirements.
Select next.

5. For Capacity Tier we extend the SOBR with Amazon S3 object storage. For the purposes of
disaster recovery, select Copy Backups to Object Storage as Soon as They are Created to
ensure timely delivery of our secondary backups.

Mew Scale-cut Backup Repository d

— Capacity Tier
. ] Specify object storage to copy backups te for redundancy and DR purposes. Older backups can be moved to object storage
completely to reduce long-term retention costs while preserving the ability to restore directly from offloaded backups.

Marne Extend scale-out backup repository capacity with object storage:

Performance Tier Amazen 53 Repo ~ Add...

Placement Policy Define time windows when uploading to capacity tier is allowed Window...

_ Copy backups to object storage as soon as they are created

Create additional copy of your backups for added redundancy by having all backups copied to

Archive Tier the capacity tier as soon as they are created on the performance tier.

Move backups to object storage as they age out of the operational restore window

Reduce your long-term retention costs by moving older backups to object storage completely
while preserving the ability to restore directly from offloaded backups.

Summary

Mowe backup files older than 14 2 days (your cperational restore window) Override...

-

[] Encrypt data uploaded to ohject storage

Manage passwords
< Previous Mext > Finish Cancel

6. Finally, select Apply and Finish to finalize creation of the SOBR.

Create the scale-out backup repository jobs

The final step to configuring Veeam is to create backup jobs using the newly created SOBR as the
backup destination. Creating backup jobs is a normal part of any storage administrator’s repertoire
and we do not cover the detailed steps here. For more complete information on creating backup jobs
in Veeam, see the Veeam Help Center Technical Documentation.


https://www.veeam.com/documentation-guides-datasheets.html

BlueXP backup and recovery tools and configuration

To conduct a failover of application VMs and database volumes to VMware Cloud Volume services running in
AWS, you must install and configure a running instance of both SnapCenter Server and Veeam Backup and
Replication Server. After the failover is complete, you must also configure these tools to resume normal backup
operations until a failback to the on-premises datacenter is planned and executed.

Deploy secondary Windows SnapCenter Server

SnapCenter Server is deployed in the VMware Cloud SDDC or installed on an EC2 instance residing in a
VPC with network connectivity to the VMware Cloud environment.

SnapCenter software is available from the NetApp support site and can be installed on Microsoft
Windows systems that reside either in a domain or workgroup. A detailed planning guide and installation
instructions can be found at the NetApp documentation center.

You can find the SnapCenter software at this link.

Configure secondary Windows SnapCenter Server

To perform a restore of application data mirrored to FSx ONTAP, you must first perform a full restore of
the on-premises SnapCenter database. After this process is complete, communication with the VMs is
reestablished and application backups can now resume using FSx ONTAP as the primary storage.

To achieve this, you must complete the following items on the SnapCenter Server:

1.

> w0 N

5.

Configure the computer name to be identical to the original on-premises SnapCenter Server.
Configure networking to communicate with VMware Cloud and the FSx ONTAP instance.
Complete the procedure to restore the SnapCenter database.

Confirm that SnapCenter is in Disaster Recovery mode to make sure that FSx is now the primary
storage for backups.

Confirm that communication is reestablished with the restored virtual machines.

For more information on completing these steps, see to section "SnapCenter database Restore Process".

Deploy secondary Veeam Backup & Replication server

You can install the Veeam Backup & Replication server on a Windows server in the VMware Cloud on
AWS or on an EC2 instance. For detailed implementation guidance, see the Veeam Help Center
Technical Documentation.
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Configure secondary Veeam Backup & Replication server

To perform a restore of virtual machines that have been backed up to Amazon S3 storage, you must
install the Veeam Server on a Windows server and configure it to communicate with VMware Cloud, FSx
ONTAP, and the S3 bucket that contains the original backup repository. It must also have a new backup
repository configured on FSx ONTAP to conduct new backups of the VMs after they are restored.

To perform this process, the following items must be completed:
1. Configure networking to communicate with VMware Cloud, FSx ONTAP, and the S3 bucket containing
the original backup repository.
2. Configure an SMB share on FSx ONTAP to be a new backup repository.
3. Mount the original S3 bucket that was used as part of the scale-out backup repository on premises.

4. After restoring the VM, establish new backup jobs to protect SQL and Oracle VMs.

For more information on restoring VMs using Veeam, see the section "Restore Application VMs with
Veeam Full Restore".

SnapCenter database backup for disaster recovery

SnapCenter allows for the backup and recovery of its underlying MySQL database and configuration data for
the purpose of recovering the SnapCenter server in the case of a disaster. For our solution, we recovered the
SnapCenter database and configuration on an AWS EC2 instance residing in our VPC. For more information
on this step, see this link.

SnapCenter backup prerequisites

The following prerequisites are required for SnapCenter backup:
» A volume and SMB share created on the on-premises ONTAP system to locate the backed-up
database and configuration files.

» A SnapMirror relationship between the on-premises ONTAP system and FSx or CVO in the AWS
account. This relationship is used for transporting the snapshot containing the backed-up SnapCenter
database and configuration files.

* Windows Server installed in the cloud account, either on an EC2 instance or on a VM in the VMware
Cloud SDDC.

» SnapCenter installed on the Windows EC2 instance or VM in VMware Cloud.
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SnapCenter backup and restore process summary

* Create a volume on the on-premises ONTAP system for hosting the backup db and config files.
» Set up a SnapMirror relationship between on-premises and FSx/CVO.
* Mount the SMB share.

» Retrieve the Swagger authorization token for performing API tasks.

Start the db restore process.

» Use the xcopy utility to copy the db and config file local directory to the SMB share.

* On FSx, create a clone of the ONTAP volume (copied via SnapMirror from on-premises).
Mount the SMB share from FSx to EC2/VMware Cloud.

» Copy the restore directory from the SMB share to a local directory.

Run the SQL Server restore process from Swagger.



Back up the SnapCenter database and configuration

SnapCenter provides a web client interface for executing REST APl commands. For information on
accessing the REST APIs through Swagger, see the SnapCenter documentation at this link.
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https://docs.netapp.com/us-en/snapcenter/sc-automation/overview_rest_apis.html

Log into Swagger and obtain authorization token

After you have navigated to the Swagger page, you must retrieve an authorization token to initiate
the database restore process.

1. Access the SnapCenter Swagger APl web page at https://<SnapCenter Server
1P>:8146/swagger’/.

t swagger

SnapCenter API~

[ Base URL: /fapi ]

hitps isnapcenter sddc netapp.com:8 146/Content/swagger/SnapCenteryaml

Manage your SnapCenter Server using the SnapCenter APl
To access the swagger documentation of "SnapCenter Plug-in for VMware vSphere" API's, please use
https//{SCV_hosiname} {SCV_hosi_port)/api/swagger-ui_himl

2. Expand the Auth section and click Try it Out.

Auth v

POST /4.6/auth/login Senice login

The login endpoint exposes the method required to log in to the SnapCenter service. The login method returns a token that is used to
authenticate subsegquent requests.

3. In the UserOperationContext area, fill in the SnapCenter credentials and role and click Execute.
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Name Description

TokenNeverExpires

Token never expires
boolean

(query)

o false ~ ]

UserOperationContext * ¢

object

User credenlials

(body)

Edit Value Model

{
"OserOperationContext”: {
"User”: {
"Hame": "localhost\\scadmin",
"Passphrase”: "NHetipp321",
"Rolename": "SnapCenterAdmin
b
}
}

V.

Cancel

Parameter content type

[ application/json v ]

In the Response body below, you can see the token. Copy the token text for authentication when
executing the backup process.

200 Response body
"PluginName": null,
"HostId": O,
"Roleld”: null,
"JobIds": null

Ve
"Oser™: |

Token":
"L YxOg==tsVEEOdt AABRATpe BqSSCAwcoGaSIWME 6 rity SCS Y 6 IHRDS5 Lk o Z LIESRNARDGI ] 0UUDy nENAg tVGD Znvx+1 / ZJZIn5M1NZ T3 6
CL{GTApg1GmcagT08bghSoNTx0TEcdril dzANUDb3GY LOKtWOGAwRZ SeUwi ] 3uVupnk 1E31 sSkKE PRBvSRSE j 0gHvo 4 vARLOKh ThhwFhV
9/23nFedVP/plEvAvEV/ ze ZVTUHFHUMO 6 9XRe ScuW9nwy J db0I5Y SEN3XDE Q=" ,

"Hame®: "SChAdmin®,

"TokenHashed": null,

"Type”: "*,

"TokenTime®: "2022-03-23T14:21:57.3665661-07:00
"XId®: FaT,

"FullHame": "SCAdmin",

"Host®": null,

"Author™: mull,

"Usertame™: "",

"Domain® :

"Passphrase” :



Perform a SnapCenter database backup

Next go to the Disaster Recovery area on the Swagger page to begin the SnapCenter backup
process.

1. Expand the Disaster Recovery area by clicking it.

Disaster Recovery v

‘ /4.6/disasterrecovery/server/backup Fetch all the existing SnapCenter Server DR Backups.

‘ m /4.6/disasterrecovery/server/backup Stars the SnapCenter Server DR backup.

I DELETE /4.6/disasterrecovery/server/backup Deletes the existing Snapcenter DR backup.

| /4.6/disasterrecovery/server/restore Starts SnapCenter Server Restore

| /4.6/disasterrecovery/storage Enable or disable the storage disaster recovery.

2. Expand the /4.6/disasterrecovery/server/backup section and click Try it Out.

/4.6/disasterrecovery/server/backup Stans the SnapCenter Server DR backup.

Starts and creates a new SnapCenter Server DR backup.

Parameters Try it out

3. In the SmDRBackupRequest section, add the correct local target path and select Execute to
start the backup of the SnapCenter database and configuration.

CD The backup process does not allow backing up directly to an NFS or CIFS file
share.
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Name

Description

'l‘oken = required

string
(header)

SmDRBackupRequest * ¢
object
(body)

User authorization token

TUHFHUMOE9XReScuWInwyj4b0ISYSFN3XDKQ==

Parameters to take Backup

Edit Value = Model

{
"TargetPath": "C:\\SnapCenter_Backups\\"
}

Cancel

Parameter content type

| application/json v |




Monitor the backup job from SnapCenter

Log into SnapCenter to review log files when starting the database restore process. Under the
Monitor section, you can view the details of the SnapCenter server disaster recovery backup.

Job Details

SnapCenter Server disaster recovery backup

+  SnapCenter Server disaster recovery backup

W

vi

«

>

>

Precheck validation

Disaster recovery backup of ‘oraclesrv_04,sddc.netapp.com’
Disaster recovery backup of SnapCenter Server ‘SnapCenter.sddc.netapp.com’
Disaster recovery backup of ‘'oraclesrv_02.sddc.netapp.com’
Disaster recovery backup of ‘oraclesrv_03.sddc.netapp.com’
Disaster recovery backup of ‘oraclesrv_05.sddc.netapp.com’
Disaster recovery backup of ‘oraclesrv_07.sddc.netapp.com’
Disaster recovery backup of 'sqlsrv-02.sddc.netapp.com’
Disaster recovery backup of 'sqlsrv-03.sddc.netapp.com’
Disaster recovery backup of ‘oraclesrv_10.sddc.netapp.com’
Disaster recovery backup of 'sglsrv-04.sddc.netapp.com’
Disaster recovery backup of 'sqlsrv-01.sddc.netapp.com’
Disaster recovery backup of 'sqlsrv-05.sddc.netapp.comy’
Disaster recovery backup of ‘oraclesrv_09.sddc.netapp.com’
Disaster recovery backup of 'sglsrv-06.sddc.netapp.com’

Disaster recovery backup of 'sqlsrv-07.sddc.netapp.com’

W

@ Task Name: SnapCenter Server disaster recovery backup Start Time: 03/23/2022 10:27:11 AM End Time: 03/23/2022
10:27:47 AM

View Logs

Close

L
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Use XCOPY utility to copy the database backup file to the SMB share

Next you must move the backup from the local drive on the SnapCenter server to the CIFS share
that is used to SnapMirror copy the data to the secondary location located on the FSx instance in
AWS. Use xcopy with specific options that retain the permissions of the files.

Open a command prompt as Administrator. From the command prompt, enter the following
commands:

xcopy <Source Path> \\<Destination Server IP>\<Folder Path> /0O /X
/E /H /K

xcopy c:\SC Backups\SnapCenter DR \\10.61.181.185\snapcenter dr /O
/X /E /H /K

Failover

Disaster occurs at primary site

For a disaster that occurs at the primary on-premises datacenter, our scenario includes failover to a
secondary site residing on Amazon Web Services infrastructure using VMware Cloud on AWS. We
assume that the virtual machines and our on-premises ONTAP cluster are no longer accessible. In
addition, both the SnapCenter and Veeam virtual machines are no longer accessible and must be rebuilt
at our secondary site.

This section address failover of our infrastructure to the cloud, and we cover the following topics:

» SnapCenter database restore. After a new SnapCenter server has been established, restore the
MySQL database and configuration files and toggle the database into disaster recovery mode in order
to allow the secondary FSx storage to become the primary storage device.

Restore the application virtual machines using Veeam Backup & Replication. Connect the S3 storage
that contains the VM backups, import the backups, and restore them to VMware Cloud on AWS.

Restore the SQL Server application data using SnapCenter.

Restore the Oracle application data using SnapCenter.
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SnapCenter database restore process

SnapCenter supports disaster recovery scenarios by allowing the backup and restore of its MySQL
database and configuration files. This allows an administrator to maintain regular backups of the
SnapCenter database at the on-premises datacenter and later restore that database to a secondary
SnapCenter database.

To access the SnapCenter backup files on the remote SnapCenter server, complete the following steps:

1. Break the SnapMirror relationship from the FSx cluster, which makes the volume read/write.

2. Create a CIFS server (if necessary) and create a CIFS share pointing to the junction path of the
cloned volume.

3. Use xcopy to copy the backup files to a local directory on the secondary SnapCenter system.
4. Install SnapCenter v4.6.
5. Ensure that SnapCenter server has the same FQDN as the original server. This is required for the db
restore to be successful.
To start the restore process, complete the following steps:
1. Navigate to the Swagger APl web page for the secondary SnapCenter server and follow the previous
instructions to obtain an authorization token.

2. Navigate to the Disaster Recovery section of the Swagger page, select
/4.6/disasterrecovery/server/restore, and click Try it Out.

i /4.6/disasterrecovery/server/restore Staris SnapCenter Server Restore

Starts SnapCenter Server Restore.

3. Paste in your authorization token and, in the SmDRResterRequest section, paste in the name of the
backup and the local directory on the secondary SnapCenter server.

Name Description

Token = reawr=
User authorization token

string

(header)

KIYXOg==rMXzS7EPIGRZTXjfton6Q+JoNGpueQL

SmDRRestoreRequest * ="
Parameters to take for Restore
object

(body) Edit Value = Mode!

{
“BackupName”: "SnapCenter.sddc.netapp.com_03-23-2022_12.38.00.6713",

"BackupPath”: "C:\\SnapCenteri\"

4. Select the Execute button to start the restore process.
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5. From SnapCenter, navigate to the Monitor section to view the progress of the restore job.

M NetApp SnapCenter®

‘ Jobs Schedules Events Logs

search by name a

Jobs - Filter

ID Status MName

20482 SnapCenter Server Disaster Recovery

20481 . SnapCenter Server disaster recavery backup

20480 x SnapCenter Server disaster recovery backup

20475 Backup of Resource Group 'SQLSRV-09' with policy 'SQL-Hourly'
20474 . Backup of Resource Group 'SQLSRV-05' with policy ‘SQL-Hourly'
20473 Backup of Resource Group 'OracleSrv_06' with policy 'Oracle-Hourly'
20472 x SnapCenter Server disaster recovery backup

Job Details

SnapCenter Server Disaster Recovery

v ¥ SnapCenter Server Disaster Recovery

v v Prepare for restore job

v ¥ Precheck validation

v v Saving original server state
v ¥ Schedule restore

v ¥ Repository restore

v ¥ Config restore

v Reset MySQL password

6. To enable SQL Server restores from secondary storage, you must toggle the SnapCenter database
into Disaster Recovery mode. This is performed as a separate operation and initiated on the Swagger
APl web page.

a. Navigate to the Disaster Recovery section and click /4.6/disasterrecovery/storage.
b. Paste in the user authorization token.

C. In the SmSetDisasterRecoverySettingsRequest section, change EnableDisasterRecover to
true.

d. Click Execute to enable disaster recovery mode for SQL Server.



Name Description

Token N required ; '
User authorization token
string

(header)
KIYxOg==rMXzSTEPIGRzTXjflon6Q+JoNGpueQt

SmSetDisasterRecoverySettingsRequest * o :
Parameters to enable or disable the DR mode

object

(body) Edit Value Model

“EnableDisasterRecovery": true

(D See comments regarding additional procedures.

Restore application VMs with Veeam full restore



Create a backup repository and import backups from S3

From the secondary Veeam server, import the backups from S3 storage and restore the SQL Server and
Oracle VMs to your VMware Cloud cluster.

To import the backups from the S3 object that was part of the on-premises scale-out backup repository,
complete the following steps:

1. Go to Backup Repositories and click Add Repository in the top menu to launch the Add Backup
Repository wizard. On the first page of the wizard, select Object Storage as the backup repository

type.

Add Backup Repository

Select the type of backup repository you want to add.

Direct attached storage
Microsoft Windows or Linux server with internal or direct attached storage. This configuration enables data
movers to run directly on the server, allowing for fastest perfformance.

Network attached storage
Network share on a file server or a NAS device, When backing up to a remote share, we recommend that you

select a gateway server located in the same site with the share,

s:yss  Deduplicating storage appliance

h. 4 Dell EMC Data Domain, ExaGrid, HPE StoreOnce or Quantum DXi. If you are unable to meet the requirements of
advanced integration via native appliance AP|, use the network attached storage option instead,

%~ Object storage

889  On-prem object storage system or a cloud object storage provider, Object storage can only be used as a Capacity

Tier of scale-out backup repositories, backing up directly to object storage is not currently supported.

2. Select Amazon S3 as the Object Storage type.
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©®

Eﬁé

aws

Object Storage

Select the type of object storage you want to use as a backup repository.

S3 Compatible
Adds an on-premises object storage system or a cloud object storage provider.

Amazon S3
Adds Amazon cloud object storage. Amazon 53, Amazon 53 Glacier (including Deep Archive) and Amazon
Snowball Edge are supportedh

Google Cloud Storage
Adds Google Cloud storage. Both Standard and MNearline storage classes are supported.

IBM Cloud Object Storage
Adds IBM Cloud cbject storage. 53 compatible versions of both on-premises and IBM Cloud storage offerings are
supported.

Microsoft Azure Storage
Adds Microsoft Azure cloud object storage. Microsoft Azure Blob Storage, Microsoft Azure Archive Storage and
Microsoft Azure Data Box are supported,

3. From the list of Amazon Cloud Storage Services, select Amazon S3.

©®

E % @

Amazon Cloud Storage Services

Select the type of Amazon storage you want to use as a backup repository.

Amazon 53
Adds Amazon 53 storage. Both Star&ard and Infrequent Access (lA) storage classes are supported.

Amazon S3 Glacier
Adds Amazen 53 Glacier storage. Both Amazen 53 Glacier and Glacier Deep Archive are supported.

AWS Snowball Edge
Adds AWS Snowball Edge appliance te enable seeding of backups inte Amazon 53 object storage.

4. Select your pre-entered credentials from the drop-down list or add a new credential for accessing the
cloud storage resource. Click Next to continue.
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New Object Storage Repository X

Account
Specify AWS account to use for connecting to Amazon 53 storage bucket.

Name Credentials:
137753) t Add...
_ Manage cloud accounts -
Bucket AWS region:
Global X~
Summary - )

[] Use the following gateway server:

EC2AMAZ-3POTKQV (Backup server) “

2 If no gateway server is specified, all scale-out

| < Previous |[ Nexts»’\J Finish | Cancel
» L bedietel |

5. On the Bucket page, enter the data center, bucket, folder, and any desired options. Click Apply.



Bucket
E Specify Amazon 53 bucket to use.

Thus is a soft limit to help control your ob]édlétorage spend.-!f the specified limit is exceeded,
already running backup offload tasks will be allowed to complete, but no new tasks will be started.

[ Make recent backups immutablefor. |30 - days

Protects backups from modification or deletion by ransomware, hackers or malicious insiders using
native object storage capabilities.

[[] Use infrequent access storage class (may result in higher costs)

With lower price per GB but higher retrieval and early deletion fees, this storage class is best suited
for long-term storage of GFS full backups. Avoid using it for short-term storage of recent backups.

tore backups in a single availability zone (even lower pnice per OB, reduced resilience)

New Object Storage Repository X

Name Data center:
| US East (N. Virginia) =
Account ;
Bucket:
I =
Sy Folder: __
IRTP l Browse...
[J Limit object storage consumption to: 10 el "

| < Previous qisly Finish | Cancel

6. Finally, select Finish to complete the process and add the repository.
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Import backups from S3 object storage

To import the backups from the S3 repository that was added in the previous section, complete the
following steps.

46

1. From the S3 backup repository, select Import Backups to launch the Import Backups wizard.

Backup Infrastructure Q Type in an object name to search for
B Backup Proxies MName T Type
1 Backup Repositories £« Default Backup Repository Windows
£a, External Repositories &' Cbject storage repository 2 Amazon 53
4 5% Scale-out Repositories &' 53 Backup Repositon Amazon 53
Fi1, Scale-out Backup Repositary 2 £l- Trial Perf Extend ¥2  Rescan i
£ WAN Acceleratars ¥ Remove
=+ Service Providers [ﬂ Import backyps... ]
4 ‘1 SureBackup : L™
2 B Maintenance mode
T Application Groups
45 Virtual Labs ¥ Location »
4 (Zi Managed Servers ] Properties..,
5 VMware vSphere

2. After the database records for the import have been created, select Next and then Finish at the

summary screen to start the import process.

Import Backups

ﬂ Import
p.l Please wait while we're preparing object storage repository.

Wimper M [ heceeoe

Summary

Duration

12 Starting infrastructure item update process 0:00:16

v Creating database records for repository (=00:04
< Previois MNext > Finish Cancel

3. After the import is complete, you can restore VMs into the VMware Cloud cluster.




System

Name: Configuration Database Resynchr...  Status: Success
Action type:  Configuration Resynchronize Starttime:  4/6/2022 3:01:30 PM
Initiated by: ECZAMAZ-3POTKQV\vadmin End time:  4/6/2022 3:04:57 PM
Log
Message Duration

() Starting backup repositories synchronization
) Enumerating repositories
) Found 1 repository

() Processing capacity tier extent of S3 Backup Repository 2 0:03:23
() 53 Backup Repository: added 2 unencrypted 0:03:20
) Importing backup 2 out of 2 0:03:15

() Backup repositories synchronization completed successfully

Close
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Restore application VMs with Veeam full restore to VMware Cloud

To restore SQL and Oracle virtual machines to the VMware Cloud on AWS workload domain/cluster,
complete the following steps.

1. From the Veeam Home page, select the object storage containing the imported backups, select the
VMs to restore, and then right click and select Restore Entire VM.

Backup
S I = R A A R QO X
E;P =0 S o | [ .
Instant Instant Disk Entiee Virtu M Guest Application Amazon Microsoft Google Eupo Delete
Recovery Fecovery VM ; € e tems = EC2 Azurelaas CE kup from Disk
Restore Restore to Cloud Actions
Home Q-
o s Jobe Job Name T Creation Time Rest
--‘_-_g Backup &2 Oracle Servers 3/27/2022 1:00 AM
=
4 L Backups 4 =4 500 Servers 3/27/2022 1:00 AM
£if Object Storage (Imported) LIE ARV E, Insﬁ;; recnu:ryl ) ‘!I
4[5 Last 24 Hours (1 SQLSRY=02 | ) I
it nstant disk recovery... 11
[4# Success :
& Restore entire YM... I !1
T Restore virtual disks... I
[5 SQLSRV-06 tore ViV files | 1
F
|;—1'i SOLSRV-07 Restore guest files y |
{1 SQLSRV-08 h
I SQLSRV-00 #  Restoreto Amazon EC2... |1
I:_];- SQLSRV-10 G4 Restore to Microsoft Azure... K]
2 Restore to Google CE...
Export backup...
Ey  Delete from disk

2. On the first page of the Full VM Restore wizard, modify the VMs to backup if desired and select Next.
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Full VM Restore
'_I Virtual Machines

Restore Mode
Secure Restore

Summary

Q Type in o VM name for instant lookup

Select virtual machines to be restored. You can add individual virtual machines from backup files, or containers from live
environment (containers will be automatically expanded into plain VM list).

MName
(515QLSRV-04

Size Restore point

62.7GB  less than a day age (1:03 AM ...

< Previous

Mext > H

Fimish

Add...

Pomt...

Remove

Cancel |

3. On the Restore Mode page, select Restore to a New Location, or with Different Settings.

49



50

Full VM Restore
Restore Mode

Virtual Machines

| RetoreMode
Host

Resource Pool

Datastore

Felder

Netwark

Secure Restore

Summary

x

ml Specify whether selected YMs should be restored back to the original location, or to a new location or with different settings.

(O Restore to the original location
Quickly initiate the restore of selected VM to its original location, with the original name and
settings. This option minimizes the chance of user input error.

® Restore to a new location, or with different settings
Customize the restored VM location, and change its settings. The wizard will automatically populate
all controls with the original VM settings as the defaults.

() Staged restore
Run the selected VM directly from backup files in the isolated Datalab to make changes to the
guest OS or applications prior to placing the VM into production environment.

Pick proxy to use

< Previous Finish | Cancel

4. On the host page, select the Target ESXi host or cluster to restore the VM to.




Full VM Restore

I"_-I Host
) By default, origin

ﬂ Host, Use multi-

Virtual Machines

Restore Mede
et
Resource Pool
Datastore
Folder
Network
Secure Restore

Summary

Select Host X
Select host:
v fgzl Hosts

v F& veenter.sddc-35-171-99-106.vmwarevme.com
v [Elg SDDC-Datacenter
B 172301614
> EE Cluster-1

E‘gq' Type in an object name to search for

q

| oK

| | cancet |

X

ting desired VM and clicking

¥st or cluster

| Cancel |

Finish

disk.

5. On the Datastores page, select the target datastore location for both the configuration files and hard
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Full VM Restore X
'_I Datastore
By default, original datastore and disk type are selected for each VM file, You can change them by selecting desired VM file, and
clicking Datastore or Disk Type. Use multi-select (Ctrl-click and Shift-click) to select multiple VMs at once.
Virtual Machines Files location:
File Size Datastore Disk type
Restore Mode G Ej SQLSRV-04
Host EJ Configuration files WorkloadDatastore (VM...
=IHard disk 1 (SQLSR... 100GB WorkloadDatastore (VM...  Same as source
Resource Pool
Folder
Network
Secure Restore
Summary
Select multiple VMs to apply settings in bulk. [_Datastore._.. I Disk Type... :
| = Previous ! Nt > Finish | Cancel |

6. On the Network page, map the original networks on the VM to the networks in the new target location.



Full VM Restore
Network

Virtual Machines

Restore Mode

Host

Resource Pool

Datastore

Folder
Nework
Secure Restore

Summary

: By default, we will connect the restored VM to the same virtual networks as the original VM. If you are restoring to a different
location, specify how networks map between original and new locations.

Network connections:
Source Target
4 [1SQLSRV-04
,g, Management 181 (DSwitch) Not connected
A Data - A - 3374 (DSwitch) Not connected
2 pata - B - 3375 (DSwitch) Net connected

Select multiple VMs to apply settings change in bulk.

 Metwork,.. | Disconnect |

| <Previous Nmi ] Finish | | Cancel |
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Select Network W

Select network: ]
v B 172.30.160.68 A

& vdrc-backplane-Is (vmc-hostswitch)

2 DB (vme-hostswitch)

gﬂ vdrp-backplane-is (vmc-hostswitch)

& VSAN (vmc-hostswitch)

& mgmt-Is (vme-hostswitch)

% vmk4-ls (vme-hostswitch)

3 VMOTION (vme-hostswitch)

&: vmed-backplane-ls (vmc-hostswitch)

J—fn trunk-Is (vme-hostswitch)

3 vmk0-dvportgroup (vme-hostswitch)

2 cross-vpc-ls (vme-hostswitch)

gj 51_LogicalSwitch_545dd5bc-6951-45a5-%ale-648c723dc852

2 direct-connect-Is (vmc-hostswitch)

3 o-vmk0-ls (vmec-hostswitch)

3 5| LogicalSwitch_9cb29ccc-fbca-48fd-979-6ccdf7fSaad (

2 SI_LogicalSwitch_99e2a7e1-0c7e-4373-2498-25cbd4bbelbb

3 sddc-cgw-network-1 (vmc-hostswitch) v
< >

n"m lype in an object name lo search [or Q

[ Ot I Cancel

7. Select whether to scan the restored VM for malware, review the summary page, and click Finish to
start the restore.

Restore SQL Server application data

The following process provides instructions on how to recover a SQL Server in VMware Cloud Services in
AWS in the event of a disaster that renders the on-premises site inoperable.

The following prerequisites are assumed to be complete in order to continue with the recovery steps:

1. The Windows Server VM has been restored to the VMware Cloud SDDC using Veeam Full Restore.

2. A secondary SnapCenter server has been established and SnapCenter database restore and configuration
has been completed using the steps outlined in the section "SnapCenter backup and restore process
summary."
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VM: Post restore configuration for SQL Server VM

After the restore of the VM is complete, you must configure networking and other items in preparation for
rediscovering the host VM within SnapCenter.

1. Assign new IP addresses for Management and iSCSI or NFS.
2. Join the host to the Windows domain.

3. Add the hostnames to DNS or to the hosts file on the SnapCenter server.

If the SnapCenter plug-in was deployed using domain credentials different than the current

@ domain, you must change the Log On account for the Plug-in for Windows Service on the
SQL Server VM. After changing the Log On account, restart the SnapCenter SMCore,
Plug-in for Windows, and Plug-in for SQL Server services.

(D To automatically rediscover the restored VMs in SnapCenter, the FQDN must be identical
to the VM that was originally added to the SnapCenter on premises.

Configure FSx storage for SQL Server restore
To accomplish the disaster recovery restore process for a SQL Server VM, you must break the existing

SnapMirror relationship from the FSx cluster and grant access to the volume. To do so, complete the
following steps.

1. To break the existing SnapMirror relationship for the SQL Server database and log volumes, run the

following command from the FSx CLI:

FSx-Dest::> snapmirror break -destination-path DestSVM:DestVolName

2. Grant access to the LUN by creating an initiator group containing the iSCSI IQN of the SQL Server
Windows VM:

FSx-Dest::> igroup create -vserver DestSVM -igroup igroupName
-protocol iSCSI -ostype windows —-initiator IQN

3. Finally, map the LUNSs to the initiator group that you just created:

FSx-Dest::> lun mapping create -vserver DestSVM -path LUNPath igroup

igroupName

4. To find the path name, run the 1un show command.
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Set up the Windows VM for iSCSI access and discover the file systems

1. From the SQL Server VM, set up your iSCSI network adapter to communicate on the VMware Port
Group that has been established with connectivity to the iISCSI target interfaces on your FSx instance.

2. Open the iSCSI Initiator Properties utility and clear out the old connectivity settings on the Discovery,
Favorite Targets, and Targets tabs.

3. Locate the IP address(es) for accessing the iISCSI logical interface on the FSx instance/cluster. This
can be found in the AWS console under Amazon FSx > ONTAP > Storage Virtual Machines.

Endpoints

Management DNS name Management IP address
svm-045c077375d3d 9799 fs-0aed0e08accOdeab 7. fsx.us-east-1.amazonaws.com  [J 198.19.25453

NFS DNS name NFS IP address
svm-045c077375d3d 9799 fs-0aed0e0BaccOdeab7 fsx.us-east-1.amazonaws.com 198.19.254.53

iSCSI DNS name iSCSI IP addresses
iscsi.svm-045c077375d3d9799.fs-0aed40e08accOdeab 7 fsx.us-east-1.amazonaws.com 172.30.15.101, 172.30.14.49

4. From the Discovery tab, click Discover Portal and enter the IP addresses for your FSx iSCSI targets.

iSCSI Initiator Properties X

Targets Discovery Favorite Targets Volumes and Devices RADIUS Configuration

Target portals
The system will look for Targets on folowing portals: Refresh
Address Port Adapter IF address
To add a target portal, dick Discover Portal, [ Discover Portal...
To remove a target portal, select the address above and S atnoe

then cick Remove.
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Discover Target Portal X

Enter the IP address or DNS name and port number of the portal you

want to add.

To change the default settings of the discovery of the target portal, dick
the Advanced button.

IP address or DNS name: Port: (Default is 3260.)
172.30.14.49) 3260

 Advanced... | OK | Cancel |

5. On the Target tab, click Connect, select Enable Multi-Path if appropriate for your configuration and
then click OK to connect to the target.
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1SCSI Initiator Properties

Targets Discovery Favorite Targets Volumes and Devices RADIUS Configuration

Quick Connect
To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then dick Quick Connect.

Target:  Quick Connect...
Discovered targets
Refresh
Name Status

ign. 1992-08.com.netapp:sn. 5918b03f%ef411ecb007495... Inactive

dick Connect.

To connect using advanced options, select a target and then [ =

Target name:
92-08.com.netapp:sn. 59 18b03f%ef411ecb0074956fb75f45¢:vs.6

gL R S5

] Add this connection to the list of Favorite Targets.

This will make the system automatically attempt to restore the
connection every time this computer restarts.

e mis ot | EY)

Connect To Target X

= -




6. Open the Computer Management utility and bring the disks online. Verify that they retain the same

drive letters that they previously held.

== Disk 1
Basic
579.98 GB

Online

*© Disk 2
Basic
09,93 GB
Offline o

= CD-ROM

MSSQL_DATA (E)
279,98 GB NTF5
Healthy (Primary Partition)

Online

Properties

Help
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Attach the SQL Server databases

1. From the SQL Server VM, open Microsoft SQL Server Management Studio and select Attach to start
the process of connecting to the database.

Al "5; Microsoft SOL Server Management Studio
File Edit View Tools Window Help

L0008 0-% E E| BNewQuey B §

1 | | Execute

Object Explorer * 3 X
Connect~ ¥ ¥ Ve
= @ SQLSRV-01 (SQL Server 15.0.2080.9 - sa)

Mew Database...

| Attach...

Restore Database...
Restore Files and Filegroups...

2. Click Add and navigate to the folder containing the SQL Server primary database file, select it, and
click OK.
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@ Locate Database Files - SQLSRV-01 O x
Database Data Filelocation:  |E:\MSSQL 2019\MSSQL15 MSSQLSERVEF| | & | | | Il
-1 C:
=8 E
| @-#4 SRECYCLEBIN
=9 MSSQL 2019
£ MSSQL15.MSSQLSERVER
- MSSGL
Bl 2l D-PtT-l‘l
| [E-E0 System Volume Information
@M F
File name: |SQLHCO1_01.mdf | | Database Data Fies(" mdf) v
| oK Cancel

3. If the transaction logs are on a separate drive, choose the folder that contains the transaction log.
4. When finished, click OK to attach the database.

Object Explorer
Connect~ ¥ ¥ 0 7 () &

= @ SQLSRV-01 (S0L Server 15.0.2080.9 - sa) & General
= B Databases & Files

# B System Databases # Fiegroups
# 1 Database Snapshots & Ogtions
& W SQLHCO1 : ?“’“"’, Trcking
I Security J Extended P
I Server Objects £ Minoring
I Replication F Transaction Log Shipping
I PolyBase & Guery Store

© Always On High Availability

I Management

I Integration Services Catalogs

3 SQL Server Agent (Agent APs disabled)
4l [E] XEvent Profiler

EEEEEES

* % X M @ Database Properties - SQLHCO1 =

IJ Seipt v @ Help
S
Last Database Backup None

| Last Database Log Backup Nane

~
SQLHCO
Novrral
Date Created 41372022 937,18 PM
! Size 514344 00 MB
| Space Avadable 501701.86 ME
Number of Lisers H

| Mamary Alocated To Memory Optimized Obse 0.00 MB
Memory Used By Memory Optimized Ubjects | 0.00 MB
Codation SQL_Latin1_General CP1_CI_AS
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Confirm SnapCenter communication with SQL Server Plug-in

With the SnapCenter database restored to its previous state, it automatically rediscovers the SQL Server
hosts. For this to work correctly, keep in mind the following prerequisites:

» SnapCenter must be placed in Disaster Recover mode. This can be accomplished through the
Swagger API or in Global Settings under Disaster Recovery.

* The FQDN of the SQL Server must be identical to the instance that was running in the on-premises
datacenter.

» The original SnapMirror relationship must be broken.
» The LUNs containing the database must be mounted to the SQL Server instance and the database
attached.

To confirm that SnapCenter is in Disaster Recovery mode, navigate to Settings from within the
SnapCenter web client. Go to the Global Settings tab and then click Disaster Recovery. Make sure that
the Enable Disaster Recovery checkbox is enabled.

M NetApp SnapCenter®

Global Settings Policies Users and Access

Global Settings

Hypervisor Settings @
Notification Server Settings @
Configuration Settings €
Purge Jobs Settings @
Domain Settings @

CA Certificate Settings @

Disaster Recovery
Enable Disaster Recovery [l
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Restore Oracle application data

The following process provides instructions on how to recover Oracle application data in VMware Cloud
Services in AWS in the event of a disaster that renders the on-premises site inoperable.

Complete the following prerequisites to continue with the recovery steps:

1. The Oracle Linux server VM has been restored to the VMware Cloud SDDC using Veeam Full Restore.

2. A secondary SnapCenter server has been established and the SnapCenter database and configuration
files have been restored using the steps outlined in this section "SnapCenter backup and restore process
summary."
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Configure FSx for Oracle restore — Break the SnapMirror relationship

To make the secondary storage volumes hosted on the FSxN instance accessible to the Oracle servers,
you must first break the existing SnapMirror relationship.

1. After logging into the FSx CLI, run the following command to view the volumes filtered by the correct
name.

FSx-Dest::> volume show -volume VolumeName*

2. Run the following command to break the existing SnapMirror relationships.

FSx-Dest::> snapmirror break -destination-path DestSVM:DestVolName

3. Update the junction-path in the Amazon FSx web client:
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FSx > Velumes > fsvol-01167370e9b7aefa0

oraclesrv_03_u01_dest (fsvol-01167370e9b7aefa0)

Summary
Volume ID Creation time
fsvol-01167370e9b7aefa0 ﬁ 2022-03-08T14:52:09-05:00

Lifecycle state
Volume name ecy!

@ Created
oraclesrv_03_u01_dest (3

Volume type
uuID ONTAP
3d7338ce-9f19-11ec-
b007-4956fb75f45¢ Size

100.00 GB

File system ID

fs-Oaed0e0B8accOdeab?

Resource ARN

arn:aws:fsx:us-
east-1:541696183547:volume/fs-
Oaed0e0BaccOdeab’/fsvol-

01167370e9b7aefa0

[ Attach H Actions & |

l Update volume |

Create backup

Delete volume
SVMID

svm-02b2ad25c6b2e5bc2

Junction path

- O

Tiering policy name

SNAPSHOT_ONLY

Tiering policy cooling period (days)
2

Storage efficiency enabled

Disabled

4. Add the junction path name and click Update. Specify this junction path when mounting the NFS

volume from the Oracle server.
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Update volume

Junction path

Joraclesrv_03_u01_dest

The location within your file system where your volume will be mounted.
Volume size

102400
Minimum 20 MiB; Maximum 104857600 MiB

Storage efficiency

L

Select whether you would like to enable ONTAP storage efficiencies on your volume: deduplication,

compression, and compaction.
' Enabled (recommended)
© Disabled

Capacity pool tiering policy

You can optionally enable automatic tiering of your data to lower-cost capacity pool storage.

Snapshot Only
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Mount NFS volumes on Oracle Server

In Cloud Manager, you can obtain the mount command with the correct NFS LIF IP address for mounting
the NFS volumes that contain the Oracle database files and logs.

1. In Cloud Manager, access the list of volumes for your FSx cluster.

HCApps Overview Volumes

50 Volumes

Volume Name + | State t| StorageVM *| DiskType

oraclesrv_02_

u02_dest ® Online ora_svm_dest SSD

oraclesrv_02_

u03_dest @ Online ora_svm_dest SSD

oraclesrv_03_

u01_dest @ Online ora_svm_dest SSD

2. From the action menu, select Mount Command to view and copy the mount command to be used on
our Oracle Linux server.

67



68

Account
NetApp Information

Clone

Restore from Snapshot copy

Create a Snapshot copy

Mount Command

Change Tiering Policy

0B Delete

Snanshot =

Mount Volume NFS
oraclesrv 03 u01 _dest

Go to your linux machine and enter this mount command

Mount Command

mount 198.19.254.180:/oraclesrv_03_u01_dest <dest_d... Copy

3. Mount the NFS file system to the Oracle Linux Server. The directories for mounting the NFS share
already exist on the Oracle Linux host.

4. From the Oracle Linux server, use the mount command to mount the NFS volumes.



FSx-Dest::> mount -t oracle server ip:/junction-path

Repeat this step for each volume associated with the Oracle databases.

@ To make the NFS mount persistent upon rebooting, edit the /etc/fstab file to include
the mount commands.

5. Reboot the Oracle server. The Oracle databases should start up normally and be available for use.

Failback

Upon successful completion of the failover process outlined in this solution, SnapCenter and Veeam resume
their backup functions running in AWS, and FSx for ONTAP is now designated as primary storage with no
existing SnapMirror relationships with the original on-premises datacenter. After normal function has resumed
on premises, you can use a process identical to the one outlined in this documentation to mirror data back to
the on-premises ONTAP storage system.

As is also outlined in this documentation, you can configure SnapCenter to mirror the application data volumes
from FSx for ONTAP to an ONTAP storage system residing on premises. Similarly, you can configure Veeam to
replicate backup copies to Amazon S3 using a scale-out backup repository so that those backups are
accessible to a Veeam backup server residing at the on-premises datacenter.

Failback is outside the scope of this documentation, but failback differs little from the detailed process outlined
here.

Conclusion

The use case presented in this documentation focuses on proven disaster recovery technologies that highlight
the integration between NetApp and VMware. NetApp ONTAP storage systems provide proven data-mirroring
technologies that allow organizations to design disaster recovery solutions that span on-premises and ONTAP
technologies residing with the leading cloud providers.

FSx for ONTAP on AWS is one such solution that allows for seamless integration with SnapCenter and
SyncMirror for replicating application data to the cloud. Veeam Backup & Replication is another well-known
technology that integrates well with NetApp ONTAP storage systems and can provide failover to vSphere-
native storage.

This solution presented a disaster recovery solution using guest connect storage from an ONTAP system
hosting SQL Server and Oracle application data. SnapCenter with SnapMirror provides an easy-to-manage

solution for protecting application volumes on ONTAP systems and replicating them to FSx or CVO residing in
the cloud. SnapCenter is a DR-enabled solution for failing over all application data to VMware Cloud on AWS.

Where to find additional information

To learn more about the information that is described in this document, review the following documents and/or
websites:

* Links to solution documentation

NetApp Hybrid Multicloud with VMware Solutions
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NetApp Solutions

Veeam Backup & Restore in VMware Cloud, with Amazon
FSx for ONTAP

Author: Josh Powell - NetApp Solutions Engineering

Overview

Veeam Backup & Replication is an effective and reliable solution for protecting data in VMware Cloud. This
solution demonstrates the proper setup and configuration for using Veeam Backup and Replication to backup
and restore application VMs residing on FSx for ONTAP NFS datastores in VMware Cloud.

VMware Cloud (in AWS) supports the use of NFS datastores as supplemental storage, and FSx for NetApp
ONTAP is a secure solution for customers who need to store large amounts of data for their cloud applications
that can scale independent of the number of ESXi hosts in the SDDC cluster. This integrated AWS storage
service offers highly efficient storage with all of the traditional NetApp ONTAP capabilities.

Use Cases

This solution addresses the following use cases:
» Backup and restore of Windows and Linux virtual machines hosted in VMC using FSx for NetApp ONTAP
as a backup repository.

» Backup and restore of Microsoft SQL Server application data using FSx for NetApp ONTAP as a backup
repository.

« Backup and restore of Oracle application data using FSx for Netapp ONTAP as a backup repository.

NFS Datastores Using Amazon FSx for ONTAP

All virtual machines in this solution reside on FSx for ONTAP supplemental NFS datastores. Using FSx for
ONTAP as a supplemental NFS datastore has several benefits. For example, it allows you to:

* Create a scalable and highly available file system in the cloud without the need for complex setup and
management.

* Integrate with your existing VMware environment, allowing you to use familiar tools and processes to
manage your cloud resources.

* Benefit from the advanced data management features provided by ONTAP, such as snapshots and
replication, to protect your data and ensure its availability.
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Solution Deployment Overview

This list provides the high level steps necessary to configure Veeam Backup & Replication, execute
backup and restore jobs using FSx for ONTAP as a backup repository, and perform restores of SQL
Server and Oracle VMs and databases:

1. Create the FSx for ONTAP file system to be used as iSCSI backup repository for Veeam Backup &
Replication.

2. Deploy Veeam Proxy to distribute backup workloads and mount iSCSI backup repositories hosted on
FSx for ONTAP.

3. Configure Veeam Backup Jobs to backup SQL Server, Oracle, Linux and Windows virtual machines.
4. Restore SQL Server virtual machines and individual databases.

5. Restore Oracle virtual machines and individual databases.

Prerequisites

The purpose of this solution is to demonstrate data protection of virtual machines running in VMware
Cloud and located on NFS Datastores hosted by FSx for NetApp ONTAP. This solution assumes the
following components are configured and ready for use:

1. FSx for ONTAP filesystem with one or more NFS datastores connected to VMware Cloud.

2. Microsoft Windows Server VM with Veeam Backup & Replication software installed.

o vCenter server has been discovered by the Veeam Backup & Replication server using their IP
address or fully qualified domain name.

3. Microsoft Windows Server VM to be installed with Veeam Backup Proxy components during the
solution deployment.

4. Microsoft SQL Server VMs with VMDKs and application data residing on FSx for ONTAP NFS
datastores. For this solution we had two SQL databases on two separate VMDKs.

> Note: As a best practice database and transaction log files are placed on separate drives as this
will improve performance and reliability. This is in part due to the fact that transaction logs are
written sequentially, whereas database files are written randomly.

5. Oracle Database VMs with VMDKSs and application data residing on FSx for ONTAP NFS datastores.
6. Linux and Windows file server VMs with VMDKs residing on FSx for ONTAP NFS datastores.

7. Veeam requires specific TCP ports for communication between servers and components in the
backup environment. On Veeam backup infrastructure components, the required firewall rules are
automatically created.

For a full listing of the network port requirements refer to the Ports section of the Veeam Backup and
Replication User Guide for VMware vSphere.

High Level Architecture

The testing / validation of this solution was performed in a lab that may or may not match the final deployment
environment. For more information, please refer to the following sections.
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Hardware / Software Components

The purpose of this solution is to demonstrate data protection of virtual machines running in VMware
Cloud and located on NFS Datastores hosted by FSx for NetApp ONTAP. This solution assumes the
following components are already configured and ready for use:

* Microsoft Windows VM'’s located on an FSx for ONTAP NFS Datastore

¢ Linux (CentOS) VM'’s located on an FSx for ONTAP NFS Datastore

* Microsoft SQL Server VM’s located on an FSx for ONTAP NFS Datastore

o Two databases hosted on separate VMDK’s
* Oracle VM’s located on an FSx for ONTAP NFS Datastore

Solution Deployment

In this solution we provide detailed instructions for deploying and validating a solution utilizing Veeam Backup
and Replication software to perform backup and recovery of SQL Server, Oracle, and Windows and Linux file
server virtual machines in a VMware Cloud SDDC on AWS. The Virtual Machines in this solution reside on a

supplemental NFS datastore hosted by FSx for ONTAP. In addition, a separate FSx for ONTAP file system is

used to host iISCSI volumes that will be used for Veeam backup repositories.

We will go over FSx for ONTAP file system creation, mounting iSCSI volumes to be used as backup
repositories, creating and running backup jobs, and performing VM and database restores.

For detailed information on FSx for NetApp ONTAP refer to the FSx for ONTAP User Guide.

For detailed information on Veeam Backup and Replication refer to the Veeam Help Center Technical
Documentation site.
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For considerations and limitations when using Veeam Backup and Replication with VMware Cloud on AWS,
refer to VMware Cloud on AWS and VMware Cloud on Dell EMC Support. Considerations and Limitations.

Deploy Veeam Proxy server

A Veeam proxy server is a component of the Veeam Backup & Replication software that acts as an
intermediary between the source and the backup or replication target. The proxy server helps to optimize and
accelerate data transfer during backup jobs by processing data locally and can use different Transport Modes
to access data using VMware vStorage APIs for Data Protection or through direct storage access.

When choosing a Veeam proxy server design it is important to consider the number of concurrent tasks and
the transport mode or type of storage access desired.

For sizing the number of proxy servers, and for their system requirements, refer to the Veeam VMware
vSphere Best Practice Guide.

The Veeam Data Mover is a component of the Veeam Proxy Server and utilizes a Transport Mode as a method
for obtaining VM data from the source and transferring it to the target. The transport mode is specified during
the configuration of the backup job. It is possible to increase the efficiency backups from NFS datastores by
using direct storage access.

For more information on Transport Modes refer to the Veeam Backup and Replication User Guide for VMware
vSphere.

In the following step we cover deployment of the Veeam Proxy Server on a Windows VM in the VMware Cloud
SDDC.
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Deploy Veeam Proxy to distribute backup workloads

In this step the Veeam Proxy is deployed to an existing Windows VM. This allows backup jobs to be
distributed between the primary Veeam Backup Server and the Veeam Proxy.

1. On the Veeam Backup and Replication server, open the administration console and select Backup
Infrastructure in the lower left menu.

2. Right click on Backup Proxies and click on Add VMware backup proxy... to open the wizard.

Veeam Backup and Replication

Backup Proxy

g =

Add
Proxy = Prox C P
Manage Proxy Upgrade

Backup Infrastructure Q Type in on object name to search for
E Backup Pre- " L Type Host T Description
= Add back
% Backup RE] UE‘ S LIP IR ware Backup Proxy Viware VeeamSrv Created by Veeam Backup & Replication
£ External B g ST ckup Proxy Agent VeezmSry Created by Veeam Backup & Replication

%3 Scale-out é"‘ Add Yiware CDP proxy...
WAN Acc E" Add Hyper-V off-host backup proxy...
1 Service Providers

Db

1 SureBackup
(i (‘E! Managed Servers

3. In the Add VMware Proxy wizard click the Add New... button to add a new proxy server.
Mew Vhware Proxy

Server
Choose a server for Viiware backup proxy. You can choose between any Microsoft Windows or Linux servers added to the
Managed Servers which are not assigned a ViMware backup proxy role already.

M Choose server:

VeearnSrv (Backup server) w i Add New...
Traffic Rules ) )

Proxy description:
Apply Created by VEEAMSRWWAdministrator at 12/22/2022 %11 PM.

Summary

Transport mode:

|Au‘tumat'rc selection | Choose...
Connected datastores:
|Automatic detection (recommended) | Choose...

Max concurrent tasks:

: Ee

Mesxt = Cancel

4. Select to add Microsoft Windows and follow the prompts to add the server:

o Fill out the DNS name or IP address
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> Select an account to use for Credentials on the new system or add new credentials

o Review the components to be installed and then click on Apply to begin the deployment

MNew Windows Server >
Apply
Please wait while required operations are being performed, this may take a few minutes.
=
Mame Message Duration
Cietlorhiats ) Starting infrastructure itern update process 0:00:03
@) Collecting hardware info
Review [v] Detecting operating system
(V] Detecting OS5 version
RAER N | © Creting tamporary folger
[v] Package VeeamTransport.msi has been uploaded 0:00:05
Summary

(] Package VeeamGuestAgent_x86.msi has been uploaded
(V] Package VeeamGuestAgent_x64.msi has been uploaded

%) Package VesamlLogBackupService x86.msi has been uploaded 0:00:01
[v] Package VeesamLogBackupService_xB4.msi has been uploaded
® Installing package Transport 0:00:19
Prvious Nes e anee

5. Back in the New VMware Proxy wizard, choose a Transport Mode. In our case we chose Automatic
Selection.
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i
L
T

Server
Choose a 54
Managed 5

Transport Mode X

Backup proxy transport mode:

2 Traffic Rules

® Automatic selection
Data retrieval mode is selected automatically by analyzing backup proxy
configuration and reachable VMFS and MFS datastores. Transport modes
allowing for direct storage access will be used whenever possible.

Apply

Summiary

() Direct storage access
Data is retrieved directly from shared storage, without impacting production
hosts. For block storage, backup proxy server must be connected into SAN
fabric via hardware or software HBA, and have VMFS volumes mounted.

() Virtual appliance
Data is retrieved directly from storage through hypervisor I/O stack by hot
adding backed up virtual disks to a backup proxy VM. Datastores containing
protected VMs must be connected to a host running backup proxy VM.

(C) Network
Data is retrieved from storage through hypervisor network stack using NBD
protocol over host management interface. This mode has no special setup
requirements. Recommended for 10 Gb Ethemet or faster.

Options
[] Failover to network mode if primary mode fails, or is unavailable
D Enable host to proxy traffic encryption in Metwork mode (MBDS5L)

ux servers added to the

2/20229 ~| | AddNew...

R o

Firsich

‘Cancel

6. Select the Connected datastores that you want the VMware Proxy to have direct access to.

MNew VMware Proxy

Managed Servers which are not assigned a VMware backup proxy rele already.

Server
Choose a server for VMware backup proxy. You can choose between any Microsoft Windows or Linux servers added to the

‘veeampmxy.dﬂ'nuzune.cum (Created by VEEAMSRV\Administrator at 12/22/2022 9 ~ | | Add New...

Traffic Rules

Apply

Summary

Proxy description:

Created by VEEAMSEV\Administrator at 12/22/2022 911 PM.

Transport mode:

|Di!ect storage access | | Choose... I
Connected datastores: g "
|Autumatic detection (recommended) | Choose... |




Select Objects *

pr Select objects: ] er

i R f:'é"] Hosts and Disks
( W E@ veenter.sdde-32-34-17-9%. vmwarevmc.com

| £ osoi !
= pso2

=1r'|"|-' b # e o cenrneh Fo Q
=] WEE I O ORFECT NOME LD SEGIRCA Jor |

Fine

7. Configure and apply any specific network traffic rules such as encryption or throttling that are desired.
When complete click on the Apply button to complete the deployment.



Mew VMware Proxy

Traffic Rules
Review network traffic encryption and throttling rules which apply to this backup proxy.

Metwork traffic rules control encryption and throttling of network traffic based on the destination.
Throttling is global, with set bandwidth split equally across all backup proxies falling into the rule.

— The following network traffic rules apply to this proxy:

MName Encryption Throttling Time pericd

Server

Apply
Internet Enabled Disabled

Summary

Manage network traffic rules

< Previous 1 Apply Finich | Cancel

Configure storage and Backup Repositories

The primary Veeam Backup server and Veeam Proxy server have access to a backup repository in the form of
direct connected storage. In this section we cover creating an FSx for ONTAP file system, mounting iSCSI

LUNSs to the Veeam servers and creating Backup Repositories.
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Create FSx for ONTAP file system

Create an FSx for ONTAP file system that will be used to host the iISCSI volumes for the Veeam Backup
Repositories.

1. In the AWS console, Go to FSx and then Create file system

Amazon F5x Get started

Launch and run feature-rich and highly performant
file systems with just a few clicks

Pricing
How it works
i
o 2
2. Select Amazon FSx for NetApp ONTAP and then Next to continue.
Select file system type
File system options
0 Amazon FSx for MetApp OHTAR Amazan F5x for Open?FS Amrazon Fox for Windows File Server Armazon FSx for Listre
FS¥e FS¥- FSxa FSXan
Amazon FSx Amazon FSx Amazon FSx Amazon FSx
for NetApp ONTAP for OpenZFs for Windows File Server for Lustre

Amazon FSx for NetApp ONTAP

R :l

3. Fill in the file system name, deployment type, SSD storage capacity and the VPC in which the FSx for
ONTARP cluster will reside. This must be a VPC configured to communicate with the virtual machine
network in VMware Cloud. Click on Next.

79



Create file system

Creation method

© Quick create
Use recommended best-practice configurations. Most
configuration options can be changed after the file
system is created.

Standard create

You set all of the configuration eptions, including
spccif-,f'mg perfarmance, networking, security, backups,
and maintenance

Quick configuration

File system name - optional Info o
BackupF5SxN

© single-AZ

S5D storage capacity Info

Deployment type Info
0 Multi-AZ e

4096 GiB

Mintmurm 1024 GIE, Maximum 192 TiB

Maximum of 256 Unicode letters, whitespace, and numbers, plus + -

H

Virtual Private Cloud (VPC) Info

Specify the VPC from which your file system is accessible.

Demo-FsxforONTAP-VPC | vpc-05596abe79ch653b7

Storage efficiency

Select whether you would like to enable ONTAP's storage efficiency features: deduplication, compressian, and compaction

Q Enabled (recommended)
Disabled

Cancel Back ﬂ Nex

4. Review the deployment steps and click on Create File System to begin the file system creation
process.



Configure and mount iSCSI LUNs

Create and configure the iISCSI LUNs on FSx for ONTAP and mount to the Veeam backup and proxy
servers. These LUNs will later be used to create Veeam backup repositories.

Creating an iSCSI LUN on FSx for ONTAP is a multi-step process. The first step of creating
(D the volumes can be accomplished in the Amazon FSx Console or with the NetApp ONTAP
CLL.

(D For more information on using FSx for ONTAP, see the FSx for ONTAP User Guide.

1. From the NetApp ONTAP CLI create the initial volumes using the following command:

FSx-Backup::> volume create -vserver svm name -volume vol name

-aggregate aggregate name -size vol size -type RW
2. Create LUNSs using the volumes created in the previous step:

FSx-Backup::> lun create -vserver svm name -path
/vol/vol name/lun name -size size -ostype windows -space-allocation
enabled

3. Grant access to the LUNs by creating an initiator group containing the iSCSI IQN of the Veeam
backup and proxy servers:

FSx-Backup::> igroup create -vserver svm name -igroup igroup name
-protocol iSCSI -ostype windows -initiator IQN

@ To complete the preceding step you will need to first retrieve the IQN from the iISCSI
initiator properties on the Windows servers.

4. Finally, map the LUNSs to the initiator group that you just created:

FSx-Backup::> lun mapping create -vserver svm name -path
/vol/vol name/lun name igroup igroup name

5. To mount the iISCSI LUNSs, log into the Veeam Backup & Replication Server and open iSCSI Initiator
Properties. Go to the Discover tab and enter the iSCSI target IP address.
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Discover Target Portal . \nfiguration
Enter the IP address or DS name and port number of the portal you
want to add. ~
resh
To change the default settings of the discovery of the target portal, dick
the Advanced button. ddress
IP address or DNS name: Part: (Default is 3250.)
10.49.0.154 | | 3260
T 1 I Portal...
Advanced... ] Cancel A
T T o T H'l-l- '-'\-'I I-I-Ilr o e e e e e e ST LT = ETT ] LI-
then dlick Remove. l\? B
iSMS servers >
The system is registered on the follawing iSMNS servers: I Refresh
Mame
To add an iSMS server, dick Add Server. [ Add Server. .,
To remove an iSNS server, select the server above and REmovE

then didk Remove,

6. On the Targets tab, highlight the inactive LUN and click on Connect. Check the Enable multi-path
box and click on OK to connect to the LUN.



i5C5! Initiator Properties ot

Targets  Discovery Favorite Targets  Volumes and Devices  RADIUS  Configuration
CQuick Connect

To discover and log on to a target using a basic connection, type the IP address or
DMS name of the target and then dick Quick Connect.

Target: Quick Cannect...

Discovered targets
Refresh

Mame Status

ign. 1992-08.com.netapp:sn.d9aad3cd8 180 1 1edbfcdi7a...  Inactive

To connect using advanced options, select a target and then Connect |
dick Connect. I

To completely disconnect a target, select the target and

Disconnect
then dick Disconnect. Reicniiind
For target properties, induding configuration of sessions, Pr e
select the target and didk Properties. =
For configuration of devices assodated with a target, select DA

the target and then dick Devices.

7. In the Disk Management utility initialize the new LUN and create a volume with the desired name and
drive letter. Check the Enable multi-path box and click on OK to connect to the LUN.
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:Q' Computer Mznagement

File

= 2R HE = 0=

Action  View Help

i Layau‘ti Type I File 5\t5tern| Status

g' Computer Management (Local | Yeolume
w ]ﬁ System Tools = | New Simple Volume Wizard ¢ pary Partition)
% @ Task Scheduler -
> [ Event Viewer — Format Patition
> @il Shared Folders - To store data on this partition, you must format i first.
> #¥ Local Users and Groups -
> @ Performance } ) )
n ) Chioose whether you want to format this volume, and if so, what settings you want to use
iy Device Manager
v B3 Storage )
> ¥ Windows Server Backug £ Doy fomct 910 Vokute
/= Disk Management (®) Format this volume with the following seftings
+ [y Services and Applications Eeiim: NTES =
Allocation unit size- Defaul w
Volume label: Backup_Target
i [+] Pesform a quick format
& | ] Enable fie and folder compression -
Baj =
83
On : - p, Pri
chock | Conce
= Disk 1 N
Basic | by e
¥ ; - ¥y - . i
1899.98 GB 11890.98 G A e / . A
Online | Unallocated ‘. A L
A IS AT IS I TS T BB IS T I IS A IS ST i s

8. Repeat these steps to mount the iSCSI volumes on the Veeam Proxy server.



Create Veeam Backup Repositories

In the Veeam Backup and Replication console, create backup repositories for the Veeam Backup and
Veeam Proxy servers. These repositories will be used as backup targets for the virtual machines
backups.

1. In the Veeam Backup and Replication console click on Backup Infrastructure in the lower left and
then select Add Repository

Backup Repository

= =

= ‘ =

Add Edit Rescan
Repository JRepasiton

Manage Repository Taals

Backup Infrastructure

E Backup Proxies
E Backup Repositories
;—.—‘ External Repositories
ﬁi Scale-out Repositories
&3 WAN Accelerators
,._ Service Providers
rr SureBackup

> {E‘j Managed Servers

ﬁ Home
E@ Inventony
lfé'g Backup Infrastructure

AE== Storage Infrastructure

= -
l& Tape Infrastructure

(& =

2. In the New Backup Repository wizard, enter a name for the repository and then select the server from
the drop-down list and click on the Populate button to choose the NTFS volume that will be used.
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Mew Backup Repository

Server

E=1 Choose repository server. You can select server from the list of managed servers added to the console.

=
==

MName
Repository
Mount Server
Review
Apply

Summany

Repository serven

;veeamprmc_\r.demuznne.cam (Created by VEEAMSRW\Administrator at 12/22/2022 9 ! | Add New... |

Path
@ o,
EE

e

Capacity Free
89.4 GB T4 GB
1.9TB 1978

| popuisie

< Previous | Meut = Hivich

Cancel

A

3. On the next page choose a Mount server that will be used to mount backups to when performing
advanced restores. By default this is the same server that has the repository storage connected.

4. Review your selections and click on Apply to start the backup repository creation.




Mew Backup Repository

Review
=== Please review the settings, and click Apply to continue.
=

==
Marme The following components will be processed on server veeamproxy.demozone.com:
Component name Status
Senver
Transport already exists
Repository vPower NFS will be installed
Mount Server will be installed
Mount Server

Apply

Summany

[] Search the repository for existing backups and import them automatically

Cancel

5. Repeat these steps for any additional proxy servers.

Configure Veeam backup jobs

Backup jobs should be created utilizing the the Backup Repositories in the previous section. Creating backup
jobs is a normal part of any storage administrator’s repertoire and we do not cover all of the steps here. For

more complete information on creating backup jobs in Veeam, see the Veeam Help Center Technical

Documentation.
In this solution separate backup jobs were created for:

* Microsoft Windows SQL Servers
* Oracle database servers
* Windows file servers

 Linux file servers
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General considerations when configuring Veeam backup jobs

1. Enable application-aware processing to create consistent backups and perform transaction log
processing.

2. After enabling application-aware processing add the correct credentials with admin privileges to the
application as this may be different than the guest OS credentials.

Processing Settings .

General SOL Oracle | Exclusions Scripts

Specify Oracle account with SYSDBA privileges: 0
| 4 Use guest 05 credentials ~ | Add...
Manage accounts

Archived logs:
() Do not delete archived logs
®) Delete logs older than: |24 : P

() Delete logs over: 10+ GB

"

[ ] Backup logs every: 15 minutes
Until the corresponding image-level backup is deleted

Keep onlylast |15 2| daysof log backups

Automatic =election Choose...

CI'K- : . Canc.el i

3. To manage the retention policy for the backup check the Keep certain full backups longer for
archival purposes and click the Configure... button to configure the policy.
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Backup proxy:
I A i et L
Choose...
Configure GFS > J
m Keep weekly full backupsfor, |15 |2 | weeks 10:3 ~
If multiple full backups exist, use the one from: Sunday w| backup
Keep monthly full backups for |12 (2 | months
Use weekly full backup from the following week of a month: | First | z
[] Keep yearly full backups for: I | years
Use monthly full backup from the following month: January
Ne recommend to make
d off-site.
| Save As Default | Cancel

Restore Application VMs with Veeam full restore

Performing a full restore with Veeam is the first step in performing an application restore. We validated that full
restores of our VMs powered on and all services were running normally.

Restoring servers is a normal part of any storage administrator’s repertoire and we do not cover all of the steps
here. For more complete information on performing full restores in Veeam, see the Veeam Help Center
Technical Documentation.

Restore SQL Server databases

Veeam Backup & Replication provides several options for restoring SQL Server databases. For this validation
we used the Veeam Explorer for SQL Server with Instant Recovery to execute restores of our SQL Server
databases. SQL Server Instant Recovery is a feature that allows you to quickly restore SQL Server databases
without having to wait for a full database restore. This rapid recovery process minimizes downtime and ensures
business continuity. Here’s how it works:

* VVeeam Explorer mounts the backup containing the SQL Server database to be restored.

* The software publishes the database directly from the mounted files, making it accessible as a temporary
database on the target SQL Server instance.

» While the temporary database is in use, Veeam Explorer redirects user queries to this database, ensuring
that users can continue to access and work with the data.

* In the background, Veeam performs a full database restore, transferring data from the temporary
database to the original database location.

* Once the full database restore is complete, Veeam Explorer switches user queries back to the original
database and removes the temporary database.
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Restore SQL Server database with Veeam Explorer Instant Recovery

1. In the Veeam Backup and Replication console, navigate to the list of SQL Server backups, right click
on a server and select Restore application items and then Microsoft SQL Server databases....

Vesam Backup and Raplication

2. In the Microsoft SQL Server Database Restore Wizard select a restore point from the list and click on
Next.

Microsoft SOL Server Database Restore *

Restore Point
Choose the restore point to restore from.,

VM name: sgl srv_wkld 1 Original host: vcentersddc-44-235-223-88.vm....

VM size: 43.9GB

Reason
() Restore from the latest available backup
Summary (®) Restore from this restore point;
p

Created Type Backup

Q‘-? less than a day ago (%44 PM Tuesday .. Increment SC0L Server Backups

Q—F‘ fess than a day ago (5:07 PM Tuesday .. Full S0L Server Backups

Mext > Cancel

3. Enter a Restore reason if desired and then, on the Summary page, click on the Browse button to
launch Veeam Explorer for Microsoft SQL Server.
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Microsoft SCOL Server Database Restore >

. Summary
_._;,'i.(‘ Review the restore settings, and click Browse to exit the wizard and open Veeam Explorer for SQL Server, where you will select
;.#L databaszes to restore.
L]

Restore Point Summary:

I‘U’M name: sql_srv_whid_1

Reason
Restore point:
Current: sgl_srv_wkld_1 less than a day ago (%:07 PM Tuesday 1/10/2023)

< Previous : B_-rc-u%e Cancel

2

4. In Veeam Explorer expand the list of database instances, right click and select Instant recovery and
then the specific restore point to recover to.

sql_snv_widd_1 as of less than a day ago (5:07 PM Tuesday 1/ - Veeam Explorer for Microsoft SQL Server

4 r A ax
Instant Publish Restore Restore Export  Export  Expont
Recovery * Database> Database> Schemaw  Backup > Files® Schema~w
Instant Recovery Publish Restore Export
Uatahases Database Info
4 oy cp Nanme: DaTA 01
4 E Default instance Backup created: 1/10/2023 307 PM
D
o

A server.,

p Instantrecovery » | b Instant recovery of thaestote of Tuesday 1/10/2023, 9:07 PM to SOLSEV-01...
Publish database » | Bip Instant recovery to ar!h

Restore database  »

IS Available Restore Period
4. Restoreschema  » Mot available
2 Export backup * "
; Database Files
2 Export files *
Primary database file
' Euport schema k

EMASSOL 2010 MSSOL 15 MSSOLSERVER MSSOUDATA\DATA. 01 mdf

Secondary database and log files

EAMSSOL 20T9MSSEL TS MSSTLSERVER\MSSQNLOGSNDATA_ log.Idf
EAMSSOL 2009 MSSCLT S MSSOLSERVERAMSSOL\DATA\DATA_D2.sedf
EAMBESOL 2015 MESOLTIMESOLSERVER\MSSQL\DATANDATA_02.ndf
EAMSROL 2009 MSS0L 15 MES0OL SERVER\MSSOLDATADATA_B ndf

5. In the Instant Recovery Wizard specify the switchover type. This can either be automatically with
minimal downtime, manually, or at a specified time. Then click the Recover button to begin the
restore process.
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Instant Recovery Wizard

Specify database switchover scheduling options

Specify switchover type:

® Auto

Switchower will be performed automatically with minirmal possible downtirne once the database is
ready,

Manual

Switchower can be performed manually at any point in time after the database is ready.

Scheduled at: 1/10/2023 1076 PM |:|

Back Recover Cancel

« | phtant Beosvery (1] o0 (o
pATE 1 SO Yo
o L

e,

R

For more detailed information on performing SQL Server restore operations with Veeam Explorer refer to the
Microsoft SQL Server section in the VVeeam Explorers User Guide.
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Restore Oracle databases with Veeam Explorer

Veeam Explorer for Oracle database provides the ability to perform a standard Oracle database restore or an
uninterrupted restore using Instant Recovery. It also supports publishing databases for fast access, recovery of
Data Guard databases and restores from RMAN backups.

For more detailed information on performing Oracle database restore operations with Veeam Explorer refer to
the Oracle section in the Veeam Explorers User Guide.
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Restore Oracle database with Veeam Explorer

In this section an Oracle database restore to a different server is covered using Veeam Explorer.

1. In the Veeam Backup and Replication console, navigate to the list of Oracle backups, right click on a
server and select Restore application items and then Oracle databases....

Veszm Backup and Replication

= fu A ThA A |
p By & L[ A W
ot Disk - Entire Virtual VM Guest Apphcation  Amaron Microsoft Google
fecoveny VM Diskx  Files Files = tems = EC2 CE

Resfore

Homie )
4
o
a
il 6:02 FM ]
= o023 6:01 PM -
Ingtant recoverny 10/2023 905 BM Beposthory - Veeamn Server

o Succens
B Instant disk tecovery,
B Warning

% Faded Restore entire VM.,

Restore virtual disks.
#1 Restore W files
P Rectore quedt files v

¥  Restoreto Amazon EC2

i _ Restore application temes + _i -4 EC‘H\ I chatabaces..

Restore to Micrasoft Azure...

4 Restoreto Google CE

Expoat backug...

Dedete from dsk

2. In the Oracle Database Restore Wizard select a restore point from the list and click on Next.
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Oracle Database Restore

ORACLE" Restore Point
i

@ Choose the restore point to restore from.

VM name: ora_srv_03 Original host; veentersddc-44-235-223-88.vm...

Vi size:  38.5GB

Reason
(@) Restore from the latest available backup

Summary () Restore from this restore point:

Created Type Backup

l:‘_g-lmﬂﬁln-a day ago (5:01 PM Friday 1/... Increment Oracle Backups

(:'5 less than a day ago (5:01 PM Friday 1/... Increment Oracle Backups

(:'-ﬁ less than a day ago (4:02 PM Friday 1/... Increment Oracle Backups

C‘_—ﬁ less than a day ago (3:47 PM Friday 1/... [ncrement Oracle Backups

l:"_-ﬁ less than a day ago (2:47 PM Friday 1/... Full Oracle Backups

< Preliou! Mext > Erowse Cancel

3. Enter a Restore reason if desired and then, on the Summary page, click on the Browse button to
launch Veeam Explorer for Oracle.



Oracle Datzbase Restore *

ORACLE Sym mary

@ Review the restore point settings, and click Browse to et the wizard and open Veeam Explorer for Gracle, where you will be able

to select databases to restore.

Festore Paint Summary:
VM name: ora_srv_03
Reason
Restore point:
'&ﬂi’tﬁﬂ? Current: ora_srv_03 less than a day ago (6:01 PM Friday 1/20/2023)

< Previous Browse Cancel

e

4. In Veeam Explorer expand the list of database instances, click on the database to be restored and
then from the Restore Database drop-down menu at the top select Restore to another server....

5. In the Restore Wizard specify the restore point to restore from and click Next.
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Restore Wizard

Specify restore point

Specify point in tirme you want to restore the database to:
® Restore to the point in time of the selected image-level backup

Restore to a specific peint in time (requires redo log backups)

5:01 PM £:01 PM
LI Ana 3 AnAna 3

Friday, lanuany 20, 2023 | PRA
Perform restore to the specific transaction
Enables you to review major database transactions around the selected time, and restore the
database to the moment in tirme right befare the unwanted change

1 To enable this functionality, specify the staging Oracle server under Menu > Options,

Bac Mext Cancel

6. Specify the target server the database will be restored to and the account credentials and click Next.

Restore Wizard

Specify target Linux server connection credentials

Server: ora_srv_01 w | 55H port: | 22

f T'T 1
Account: | oracle Advanced...

Password: | [Click hereto change the password)

Private key is required for this connection
Private key: Browse.

Passphrase:

Back . Mext | Cancel

7. Finally, specify the database files target location and click the Restore button to start the restore
process.



Restore Wizard

Specify database files target location

Control files
Joraclefapp/oradata/oradb0l/ controll.ctl

foraclefapp/recovery_area/oradb01/control02.ctl
Data files

Joraclefapp/oradata/oradb01/system(1.dbf
Joraclefapp/oradata/oradb0l/sysauxd], dbf
Joraclefapp/oradata/ oradb0l/undotbs0.dbf
foraclefapp/oradata/oradb(1/pdbseed/system(1.dbf
Joraclefapp/oradataloradb1/ pdbseed/sysauxll.dbf

Joraclefapp/oradata/oradb01/usersd1, dbf

Back Restare : Cancel

8. Once the database recovery is complete check that the Oracle database starts properly on the server.



Publish Oracle database to alternate server

In this section a database is published to an alternate server for fast access without launching a full
restore.

1. In the Veeam Backup and Replication console, navigate to the list of Oracle backups, right click on a
server and select Restore application items and then Oracle databases....

Veearn Backup and Replication

Hom: '.‘._.‘\
4
& eeam
4 M
142072023 703 PM 5
netant recovery., TR
4 [ Lect 24 Houre 2 Ireasae " 6
< Instant disk recovery... AT NIy SN
1"y Raenning (1) Ripogitary - Vieearm Serve

a Succes

Y- Restore entinge VML

Hestor

wirtual disks...

Restore Vi files.,

Restore guest (e 3

& Hestore to Am,

Hestore application derms Bl % E-,:L'u databuased..

pt Bestore to Micros
a  Restore to Google CE..

Export backup.

Delete fram dick

2. In the Oracle Database Restore Wizard select a restore point from the list and click on Next.
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COracle Datzbasze Restore *

ORACLE Restore Point
i

@ Choose the restore point to restore from.

VM name ora_srv_02 Original host: veentersddc-44-235-223-88.vm...

VM size: 381 GB

Reason
(®) Restore from the latest available backup

Sumrmary () Restore fram this restore point;

Created Type Backup

(-5 less than a day age (7:03 PM Friday 1/... Increment Oracle Backups

I.'l—f: less than a day ago (6:02 PM Friday 1/... Increment Oracle Backups

(}g less than a day ago (3:02 PM Friday 1/...  Increment Oracle Backups

(5 less than a day ago (4:03 PM Fnday 1/... Increment Oracle Backups

fj_L: less than a day ago (3:49 PM Fnday 1/..  Full Oracle Backups

Mext > : p | Cancel

3. Enter a Restore reason if desired and then, on the Summary page, click on the Browse button to
launch Veeam Explorer for Oracle.

4. In Veeam Explorer expand the list of database instances, click on the database to be restored and
then from the Publish Database drop-down menu at the top select Publish to another server....

.-b [ /h‘ lm: 5
Instant Publish Restore Export as Export
Recovery » Database* Database* RMAN backup > Database Files*

Instant Recovery ig Publish to another server... Export

Databases h Database Info

4 = ora_sre 02 Mame: oradb{]
4 [R5 O1=DE 8} e} Oracle SID: oradb01
i Log mode: ARCHIVELOG
Backup tirme: 1/20/2023 7:03 PM
Local listenen LISTEMER_ORADBM

5. In the Publish wizard, specify the restore point at which to publish the database from and click Next.

6. Finally, specify the target linux file system location and click on Publish to begin the restore process.
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Publish Wizard

Specify Oracle settings

@ Restore to the original location

Restore to a different location:

Cracle Home araclef/app/product/19c
Global Database Name:  oradb0l.demozone.com
Oracle SI10: oradbi]

Back

Publish

Cancel

7. Once the publish has completed log into the target server and run the following commands to ensure

the database is running:

oracle@ora srv 01> sqglplus / as sysdba

SQL> select name, open mode from vSdatabase;
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=] oracle@ora_srv_01:~

File Edit WView 5Search Terminal Help

[oracle@ora srv 81 ~1% sqlplus / sysdba

SQL*Plus: Release 19.8.0.0.0 - Production on Fri Jan 20 16:46:39 2823
Version 19.3.6.0.0

Copyright (c) 1982, 2813, Oracle. All rights reserved.

Connected to:

Oracle Database 19c Enterprise Edition Release 19.0.8.0.0 - Production
Version 19.3.0.0.0

50L> select name, open mode from vidatabase;

NAME OPEN MODE

ORADBG1 READ WRITE

Conclusion

VMware Cloud is a powerful platform for running business-critical applications and storing sensitive data. A
secure data protection solution is essential for businesses that rely on VMware Cloud to ensure business
continuity and help protect against cyber threats and data loss. By choosing a reliable and robust data
protection solution, businesses can be confident that their critical data is safe and secure, no matter what.

The use case presented in this documentation focuses on proven data protection technologies that highlight
the integration between NetApp, VMware, and Veeam. FSx for ONTAP is supported as supplemental NFS
datastores for VMware Cloud in AWS and is used for all virtual machine and application data. Veeam Backup &
Replication is a comprehensive data protection solution designed to help businesses improve, automate, and
streamline their backup and recovery processes. Veeam is used in conjunction with iISCSI backup target
volumes, hosted on FSx for ONTAP, to provide a secure and easy to manage data protection solution for
application data residing in VMware Cloud.

Additional Information
To learn more about the technologies presented in this solution refer to the following additional information.

* FSx for ONTAP User Guide
* Veeam Help Center Technical Documentation

* VMware Cloud on AWS Support. Considerations and Limitations

TR-4955: Disaster Recovery with FSx for ONTAP and VMC
(AWS VMware Cloud)

Niyaz Mohamed, NetApp
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https://www.veeam.com/kb2414

Overview

Disaster recovery to cloud is a resilient and cost-effective way of protecting the workloads against site outages
and data corruption events (for example, ransomware). With NetApp SnapMirror technology, on-premises
VMware workloads can be replicated to FSx for ONTAP running in AWS.

Disaster Recovery Orchestrator (DRO; a scripted solution with Ul) can be used to seamlessly recover
workloads replicated from on-premises to FSx for ONTAP. DRO automates the recovery from the SnapMirror
level, through VM registration to VMC, to network mappings directly on NSX-T. This feature is included with all
VMC environments.
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Getting started

Deploy and configure VMware Cloud on AWS

VMware Cloud on AWS provides a cloud-native experience for VMware-based workloads in the AWS
ecosystem. Each VMware Software-Defined Data Center (SDDC) runs in an Amazon Virtual Private Cloud
(VPC) and provides a full VMware stack (including vCenter Server), NSX-T software-defined networking, vSAN
software-defined storage, and one or more ESXi hosts that provide compute and storage resources to the
workloads. To configure a VMC environment on AWS, follow the steps at this link. A pilot-light cluster can also
be used for DR purposes.

@ In the initial release, DRO supports an existing pilot-light cluster. On-demand SDDC creation will
be available in an upcoming release.
Provision and configure FSx for ONTAP

Amazon FSx for NetApp ONTAP is a fully managed service that provides highly reliable, scalable, high-
performing, and feature-rich file storage built on the popular NetApp ONTAP file system. Follow the steps at
this link to provision and configure FSx for ONTAP.

103


https://www.vmware.com/products/vmc-on-aws.html
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Deploy and configure SnapMirror to FSx for ONTAP

The next step is to use NetApp BlueXP and discover the provisioned FSx for ONTAP on AWS instance and
replicate the desired datastore volumes from an on-premises environment to FSx for ONTAP with the
appropriate frequency and NetApp Snapshot copy retention:

P NetApp  BlueXp

= (2 31 Canvas My Weorking Enviranments My Opportunities m I:H G to Tabular View
] f—  ntaphei-a300e9u25 DIHG
4+ Ady Working Ervironmant | {"_"‘, Enanlo Sarvices I‘u.:.. ] =Qn
[ J -
nilerian ntaohei-a00ebul
2 / 0 DETAILS
o] 11N TE [ 121,27 T
ApCit aws A spcily = Dn-Fremises OHTAR
al 3
® SERVICES
v w Backun snd
ul it @ recayary Enable
DamaFSat oricr g
;., , q,.,m- .'.|:| e (1) Failed = ) Copy & dyhd 1.57Tm m
] =t f aln Cata Syroed
Tieting
SR

Aaiste Blsh Storage Amazon 53

o a
ot i " =g . aws - + Enter Working Ervironment o

Follow the steps in this link to configure BlueXP. You can also use the NetApp ONTAP CLI to schedule
replication following this link.

@ A SnapMirror relationship is a prerequisite and must be created beforehand.

DRO installation

To get started with DRO, use the Ubuntu operating system on a designated EC2 instance or virtual machine to
make sure you meet the prerequisites. Then install the package.

Prerequisites

» Make sure that connectivity to the source and destination vCenter and storage systems exists.

* DNS resolution should be in place if you are using DNS names. Otherwise, you should use IP addresses
for the vCenter and storage systems.

» Create a user with root permissions. You can also use sudo with an EC2 instance.

OS requirements

* Ubuntu 20.04 (LTS) with minimum of 2GB and 4 vCPUs
* The following packages must be installed on the designated agent VM:
> Docker

o Docker-compose
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qu

Change permissions on docker.sock: sudo chmod 666 /var/run/docker.sock

(D The deploy. sh script executes all the required prerequisites.

Install the package

1. Download the installation package on the designated virtual machine:

git clone https://github.com/NetApp/DRO-AWS.git

(D The agent can be installed on-premises or within an AWS VPC.

2. Unzip the package, run the deployment script, and enter the host IP (for example, 10.10.10.10).
tar xvf DRO-prereq.tar
3. Navigate to the directory and run the deploy script as follows:
sudo sh deploy.sh
4. Access the Ul using:
https://<host-ip-address>
with the following default credentials:

Username: admin
Password: admin

(D The password can be changed using the "Change Password" option.
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(] Disaster Recovery Orchestrator

M NetApp FS\(ﬁ
_ /N |

DRO configuration

After FSx for ONTAP and VMC have been configured properly, you can begin configuring DRO to automate the
recovery of on-premises workloads to VMC by using the read-only SnapMirror copies on FSx for ONTAP.

NetApp recommends deploying the DRO agent in AWS and also to the same VPC where FSx for ONTAP is
deployed (it can be peer connected too), so that the DRO agent can communicate through the network with
your on-premises components as well as with the FSx for ONTAP and VMC resources.

The first step is to discover and add the on-premises and cloud resources (both vCenter and storage) to DRO.
Open DRO in a supported browser and use the default username and password (admin/admin) and Add Sites.
Sites can also be added using the Discover option. Add the following platforms:
* On-premises
o On-premises vCenter
o ONTAP storage system
* Cloud
> VMC vCenter
o FSx for ONTAP
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M NetApp Disaster Recovery Orchestrator o Dashboard Discover Resource Groups Replication Plans Job Monitoring

Add New Site o Site Type @ Site Details @ vCenter Details @ Storage Details x

Site Type

am O

Source Destination

Continue

M NetApp Disaster Recovery Orchestrator 3% Dashboard Discover Resource Groups Replication Plans Job Monitoring

Site Type Site Location
2, @2. B32 = @: = @1
Sites vCenters Storages
Source Destination OnPrem Cloud

Site Name v Site Type = = | vCenter 3 Storage T~  VMList Discovery Status

Cloud Destination Cloud 1 1 « 4423522388 (%) Success

On Pram Source On Prem 1 1 View VM List = 172.21.253.60 () Success

Once added, DRO performs automatic discovery and displays the VMs that have corresponding SnapMirror
replicas from the source storage to FSx for ONTAP. DRO automatically detects the networks and portgroups
used by the VMs and populates them.
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The next step is to group the required VMs into functional groups to serve as resource groups.

Resource groupings

After the platforms have been added, you can group the VMs you want to recover into resource groups. DRO
resource groups allow you to group a set of dependent VMs into logical groups that contain their boot orders,
boot delays, and optional application validations that can be executed upon recovery.

To start creating resource groups, complete the following steps:

1. Access Resource Groups, and click Create New Resource Group.

2. Under New resource group, select the source site from the dropdown and click Create.

3. Provide Resource Group Details and click Continue.

4. Select the appropriate VMs using the search option.

5. Select the boot order and boot delay (secs) for the selected VMs. Set the order of the power-on sequence
by selecting each VM and setting up the priority for it. Three is the default value for all VMs.

Options are as follows:

1 — The first virtual machine to power on
3 — Default
5 — The last virtual machine to power on

6. Click Create Resource Group.
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M NetApp Disaster Recovery Orchestrator ho Dashboard Discover 5 Replication Plans Job Monitaring

ok A: 1 SE
Resource Group Site vCenter Virtual Machines

1 Resource Group Q o Create New Resource Group |

Resource Group Name

DemoRG1 On Prem 172.21.253.160 View VM List

Replication plans

You need a plan to recover applications in the event of a disaster. Select the source and destination vCenter
platforms from the drop down and pick the resource groups to be included in this plan, along with the grouping
of how applications should be restored and powered on (for example, domain controllers, then tier-1, then tier-
2, and so on). Such plans are sometimes also called blueprints. To define the recovery plan, navigate to the
Replication Plan tab and click New Replication Plan.

To start creating a replication plan, complete the following steps:

1. Access Replication Plans, and click Create New Replication Plan.

M NetApp Disaster Recovery Orchestrator oS Dashboard Discover Resource Groups Re; 5 Job Monitoring

Source Details Destination Details
1 Y | & @1 & @
Replication Plans Resource Groups Sites vCanters Sites Uchirare
1 Repiication Pian Q9 Create New Replication Plan I

s Active Site

(2 Source () Active (© Healthy On Prem Cloud Resource Groups

2. Under New Replication Plan, provide a name for the plan and add recovery mappings by selecting the
source site, associated vCenter, destination site, and associated vCenter.
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M NetApp Disaster Recovery Orchestrator s Dashboard Discover Resource Groups Replication Plans Job Monitoring

Create New Replication

Pl o Replication Plan and Site Details @ Select Resource Groups @ Set Execution Order @ Set VM Details x
an

Replication Plan Details

Plan Name
Recovery Mapping
Source Site Destination Site
Select Source Site v Select Destination Site
Source vCenter Destination vCenter
Select Source vCenter - Select Destination vCenter

create successful replication plan

I O Pre-requisite - You must configure SnapMirror relationships between the source site and target site to

Continue

3. After Recovery mapping is completed, select the cluster mapping.

M NetApp Disaster Recovery Orchestrator S Dashboard Discover Resource Groups Replication Plans Job Monitering

Create New Replication

Pl o Replication Plan and Site Details @ Select Resource Groups @ Set Execution Order @ Set VM Details x
an

Replication Plan Details

Plan Name
DemoRP
Recovery Mapping
Source Site Destination Site
On Prem - Cloud
Source vCenter Destination vCenter
172.21.253.160 - 44.235.223.88
Cluster Mapping
Source Site Resource Destination Site Resource
TempCluster - Cluster-1 - Add
Source Resource Destination Resource
A300-Cluster01 Cluster-1 Delete

Continue

4. Select Resource Group Details and click Continue.

5. Set the execution order for the resource group. This option enables you to select the sequence of
operations when multiple resource groups exist.

6. After you are done, select the network mapping to the appropriate segment. The segments should already
be provisioned within VMC, so select the appropriate segment to map the VM.

7. Based on the selection of VMs, datastore mappings are automatically selected.

110



SnapMirror is at the volume level. Therefore, all VMs are replicated to the replication
destination. Make sure to select all VMs that are part of the datastore. If they are not
selected, only the VMs that are part of the replication plan are processed.

i NetApp Disaster Recovery Orchestrator o, Dashboard (s e Ressuroe Groups A=g won Plans Job Monoring

Create Mew Replication ) i :
E + Rephcation Par and Site Datalis #! Seiect Resturce Orougs O set Buncution Order () Swt Wil Deetaila %
an

Replication Plan Details

Select Execution Order
Resaurce Group Hame Exogution Order @

DemohG1 3

Network Mapping

Mo mote SourceiDestination network resources sviilable for mapping

VLAN 3375 sddc-Cgw-network-1 Ciolite

DataStore Mapping

Source DotaGtore Destination Volume

DRO_Mini DRO_Mni_coay

-

8. Under the VM details, you can optionally resize the VM’s CPU and RAM parameters; this can be very
helpful when recovering large environments to smaller target clusters or for conducting DR tests without
having to provision a one-to-one physical VMware infrastructure. Also, you can modify the boot order and
boot delay (seconds) for all the selected VMs across the resource groups. There is an additional option to
modify the boot order if there are any changes required from those selected during the resource-group
boot-order selection. By default, the boot order selected during resource-group selection is used; however,
any modifications can be performed at this stage.

M NetApp Disaster Recovery Orchestrator o Dashboard Discover Resource Groups Replication Plans Job Monitoring

Create New Replication Plan(~) Replication Plan and Site Details ) Select Resource Groups ~) Set Execution Order © set M Details %
VM Details
3vms Q
Boot Order @

VM Name No. of CPUs Memory (MB) NIC/IP =

Resource Group : DemoRG1

Mini_Test01 1 2048 State 3
® Dynamic

Mini_Test02 1 2048 OSttle 2
® Dynamic

Mini_Test03 1 2008 stalic 1
® Dynamic

Previous Create Replication Plan |

1M



9. Click Create Replication Plan.

M NetApp Disaster Recovery Orchestrator S Dashboard Discover Resource Groups Ri Job Monitoring

Source Details Destination Details
B 1 B @ B @
i o Grou
Replication Plans Resource Groups Sites vCenters Sites veenters

2 Replication Plans a9 Create New Replication Plan

Plan Name +  Active Site

DemoRP ) source @) Active (i) Not Available On Prem Cloud Resource Groups
DamoRP ) Source @ Active () Heaithy On Prem Cloud Resource Groups

After the replication plan is created, the failover option, the test-failover option, or the migrate option can be
exercised depending on the requirements. During the failover and test-failover options, the most recent
SnapMirror Snapshot copy is used, or a specific Snapshot copy can be selected from a point-in-time Snapshot
copy (per the retention policy of SnapMirror). The point-in-time option can be very helpful if you are facing a
corruption event like ransomware, where the most recent replicas are already compromised or encrypted. DRO
shows all available points in time. To trigger failover or test failover with the configuration specified in the
replication plan, you can click Failover or Test failover.

M NetApp Disaster Recovery Orchestrator Dashboard Discover Resource Groups Replication Plans Job Manitoring

Source Details Destination Details
2 @] 1 of @ o @
Replication Plans Resource Groups Sites vCenters Sites vCenters

2 Replication Plans Q 0 Create New Replication Plan

Plan Name Compliance Source Site T Destination Site

DemoRP (© Seurce © Active (© Healthy On Prem Cloud Resouree Groups ()
Plan Details
DemoRP () Source (@ Active (® Healthy On Prem Cloud Resource
Edit Plan
Fallover
Test Fallover
Migrate

Run Compliance

Delete Plan

112



Failover Details

Volume Snapshot Detalls

O Use latest snapshot O
Select specific snapshot (O

Start Failover

The replication plan can be monitored in the task menu:

M NetApp Disaster Recovery Orchestrator s Dashboard Discover Resource Groups Replication Plans Job Monitoring

Back
Failover Steps
Replication Plan: DemoRP
v Breaking SnapMirror relationships (in parallel) @-Sucmss
v Mounting volumes and creating datastores (in parallel) asuccess
v Registering VMs (in parallel) @Success
v Powering on VMSs in protection group - DemoRG1 - in target @ Success
v Updating replication status (=) Success

11.3 Seconds (©

34.7 Seconds (D

13.2 Seconds (D)

95.8 Seconds (O

0.5 Seconds (O

After failover is triggered, the recovered items can be seen in the VMC vCenter (VMs, networks, datastores).

By default, the VMs are recovered to the Workload folder.
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Failback can be triggered at the replication-plan level. For a test failover, the tear-down option can be used to
roll back the changes and remove the FlexClone relationship. Failback related to failover is a two-step process.

Select the replication plan and select Reverse data sync.

I NetApp Dashboard Discover

Disaster Recovery Orchestrator

Resource Groups Replication Plans

Job Manitoring

Source Details

UK @ @1

Replication Plans Resource Groups
2 Replication Plans

Plan Nama Source Site

Compliance

Sites vCenters

Destination Details

B @1

Sites vCenters

Q O Create New Replication Plan

Destination Site

DemoRP () Destination (D) Running in Fallover . (2) Healthy On Prem

DemoRP (%) Source (&) Active (5 Healthy On Prem

M NetApp Dashboard Discover Resource Groups Replication Plans

Disaster Recovery Orchestrator

Cloud Resource Groups )

Plan Detalls
Cloud Resource

Reverse Data Sync

Job Monitoring

Back
Reverse Data Sync Steps
Replication Plan: DemoRP
~ Powering off VMs in protection group - DemaRG1 - in source U Inprogress -®
v Reversing SnapMirror relationships (in parallel) + Initialized -®

Once completed, you can trigger failback to move back to original production site.

114



M NetApp Disaster Recovery Orchestrator ( Dashboard Discover Resource Groups Replication Plans Job Monitoring

Source Details Destination Details
2 B -] & o 3"
Replication Plans Resource Groups Sites vCenters Sites G

2 Replication Plans Q O Create New Replication Plan

Plan Name =  Destination Site

DemoRP () Destination () Active (© Healthy On Prem Cloud Resource Groups [ED)]

Plan Detalls
DemoRP () Source () Active (2) Healthy On Prem Cloud Resource

M NetApp Disaster Recovery Orchestrator b Dashboard Discover Resource Groups Replication Plans Job Monitoring

Back
Failback Steps
Replication Plan: DemoRP
v Powering off VMs in protection group - DemoRG1 - in target ( Inprogress =@
v Unregistering VMs in target (in parallel) v Initialized -
v Unmounting volumes in target (in paraliel) + Initialized -0
~ Breaking reverse SnapMirror relationships (in parallel) v Initialized -
v Updating VM networks (in parallel) + Initialized -@
v Powering on VMs in protection group - DemoRG1 - in source + Initialized - @
v Deleting reverse SnapMirror relationships (in paraliel) + Initialized -
~ Resuming SnapMirror relationships to target (in parallel) + Initialized -@

From NetApp BlueXP, we can see that replication health has broken off for the appropriate volumes (those that
were mapped to VMC as read-write volumes). During test failover, DRO does not map the destination or
replica volume. Instead, it makes a FlexClone copy of the required SnapMirror (or Snapshot) instance and
exposes the FlexClone instance, which does not consume additional physical capacity for FSx for ONTAP. This
process makes sure that the volume is not modified and replica jobs can continue even during DR tests or
triage workflows. Additionally, this process makes sure that, if errors occur or corrupted data is recovered, the
recovery can be cleaned up without the risk of the replica being destroyed.
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Ransomware recovery

Recovering from ransomware can be a daunting task. Specifically, it can be hard for IT organizations to pin-
point where the safe point of return is and, once that is determined, to protect recovered workloads from
reoccurring attacks from, for example, sleeping malware or vulnerable applications.

DRO addresses these concerns by enabling you to recover your system from any available point in time. You
can also recover workloads to functional and yet isolated networks so that applications can function and
communicate with each other in a location where they are not exposed to north-south traffic. This gives your
security team a safe place to conduct forensics and make sure there is no hidden or sleeping malware.

Benefits

» Use of the efficient and resilient SnapMirror replication.
» Recovery to any available point in time with Snapshot copy retention.

* Full automation of all required steps to recover hundreds to thousands of VMs from the storage, compute,
network, and application validation steps.

« Workload recovery with ONTAP FlexClone technology using a method that doesn’t change the replicated
volume.

> Avoids risk of data corruption for volumes or Snapshot copies.
° Avoids replication interruptions during DR test workflows.

o Potential use of DR data with cloud computing resources for workflows beyond DR such as DevTest,
security testing, patch or upgrade testing, and remediation testing.

» CPU and RAM optimization to help lower cloud costs by allowing recovery to smaller compute clusters.
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Using Veeam Replication and FSx for ONTAP for Disaster
recovery to VMware Cloud on AWS

Author: Niyaz Mohamed - NetApp Solutions Engineering

Overview

Amazon FSx for NetApp ONTAP integration with VMware Cloud on AWS is an AWS-managed external NFS
datastore built on NetApp’s ONTAP file system that can be attached to a cluster in the SDDC. It provides
customers with flexible, high-performance virtualized storage infrastructure that scales independently of
compute resources.

For those customers looking to use VMware Cloud on AWS SDDC as the disaster recovery target, FSx for
ONTAP datastores can be used to replicate data from on-premises using any validated third-party solution that
provides VM replication capability. By adding FSx for ONTAP datastore, it will enable cost optimised
deployment than building VMware cloud on AWS SDDC with enormous amount of ESXi hosts just to
accommodate the storage.

This approach also helps customers to use pilot light cluster in VMC along with FSx for ONTAP datastores to
host the VM replicas. The same process can also be extended as a migration option to VMware Cloud on AWS
by gracefully failing over the replication plan.

Problem Statement

This document describes how to use FSx for ONTAP datastore and Veeam Backup and replication to set up
disaster recovery for on-premises VMware VMs to VMware Cloud on AWS using the VM replication
functionality.

Veeam Backup & Replication allows onsite and remote replication for disaster recovery (DR). When virtual
machines are replicated, Veeam Backup & Replication creates an exact copy of the VMs in the native VMware
vSphere format on the target VMware Cloud on AWS SDDC cluster and keeps the copy synchronized with the
original VM.

Replication provides the best recovery time objective (RTO) values as there is a copy of a VM in the ready-to-
start state. This replication mechanism ensures that the workloads can quickly start in VMware Cloud on AWS
SDDC in case of a disaster event. The Veeam Backup & Replication software also optimizes traffic
transmission for replication over WAN and slow connections. In addition, it also filters out duplicate data blocks,
zero data blocks, swap files and excluded VM guest OS files, and compresses the replica traffic.

To prevent replication jobs from consuming the entire network bandwidth, WAN accelerators and network
throttling rules can be put in place. The replication process in Veeam Backup & Replication is job driven which
means replication is performed by configuring replication jobs. In case of a disaster event, failover can be
triggered to recover the VMs by failing over to its replica copy.

When failover is performed, a replicated VM takes over the role of the original VM. Fail over can be performed
to the latest state of a replica or to any of its good known restore points. This enables ransomware recovery or
isolated testing as needed. In Veeam Backup & Replication, failover and failback are temporary intermediate
step that should be further finalized. Veeam Backup & Replication offers multiple options to handle different
disaster recovery scenarios.

[Diagram of DR scenario using Veeam Replication and FSx ONTAP for VMC]
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Solution Deployment

High level steps

1. Veeam Backup and Replication software is running in on-premises environment with appropriate network
connectivity.

2. Configure VMware Cloud on AWS, see the VMware Cloud Tech Zone article VMware Cloud on AWS
integration with Amazon FSx for NetApp ONTAP Deployment Guide to deploy, configure VMware Cloud on
AWS SDDC and FSx for ONTAP as NFS datastore. (A pilot-light environment set up with a minimal
configuration can be used for DR purposes. VMs will fail over to this cluster in the event of an incident, and
additional nodes can be added).

3. Set up replication jobs to create VM replicas using Veeam Backup and Replication.
4. Create failover plan and perform failover.

5. Switch back to production VMs once the disaster event is complete and primary site is Up.

Pre-requisites for Veeam VM Replication to VMC and FSx for ONTAP datastores

1. Ensure Veeam Backup & Replication backup VM is connected to the source vCenter as well as the target
VMware cloud on AWS SDDC clusters.

2. The backup server must be able to resolve short names and connect to source and target vCenters.

3. The target FSx for ONTAP datastore must have enough free space to store VMDKs of replicated VMs

For additional information, refer to "Considerations and Limitations” covered here.

Deployment Details
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Step 1: Replicate VMs

Veeam Backup & Replication leverages VMware vSphere snapshot capabilities and during replication,
Veeam Backup & Replication requests VMware vSphere to create a VM snapshot. The VM snapshot is
the point-in-time copy of a VM that includes virtual disks, system state, configuration and so on. Veeam
Backup & Replication uses the snapshot as a source of data for replication.

To replicate VMs, follow the below steps:

1. Open the Veeam Backup & Replication Console.
2. On the Home view, select Replication Job > Virtual machine > VMware vSphere.
3. Specify a job name and select the appropriate advanced control checkbox. Click Next.

o Select the Replica seeding check box if connectivity between on-premises and AWS has
restricted bandwidth.

o Select the Network remapping (for AWS VMC sites with different networks) check box if segments
on VMware Cloud on AWS SDDC do not match that of on-premises site networks.

o If the IP addressing scheme in on-premises production site differs from the scheme in the AWS
VMC site, select the Replica re-IP (for DR sites with different IP addressing scheme) check box.

[dr veeam fsx image?2] | dr-veeam-fsx-imageZ2.png
4. Select the VMs that needs to be replicated to FSx for ONTAP datastore attached to VMware Cloud on
AWS SDDC in the Virtual Machines step. The Virtual machines can be placed on vSAN to fill the
available vSAN datastore capacity. In a pilot light cluster, the usable capacity of a 3-node cluster will
be limited. The rest of the data can be replicated to FSx for ONTAP datastores. Click Add, then in the
Add Object window select the necessary VMs or VM containers and click Add. Click Next.

[dr veeam fsx image3] | dr-veeam-fsx-image3.png

5. After that, select the destination as VMware Cloud on AWS SDDC cluster / host and the appropriate
resource pool, VM folder and FSx for ONTAP datastore for VM replicas. Then Click Next.

[dr veeam fsx image4] | dr-veeam-fsx-image4.png
6. In the next step, create the mapping between source and destination virtual network as needed.

[dr veeam fsx image5] | dr-veeam-fsx-imageb.png

~

. In the Job Settings step, specify the backup repository that will store metadata for VM replicas,
retention policy and so on.

(o¢]

. Update the Source and Target proxy servers in the Data Transfer step and leave Automatic
selection (default) and keep Direct option selected and click Next.

9. At the Guest Processing step, select Enable application-aware processing option as needed.
Click Next.

[dr veeam fsx image6] | dr-veeam-fsx-image6.png

10. Choose the replication schedule to run the replication job to run on a regular basis.

11. At the Summary step of the wizard, review details of the replication job. To start the job right after the
wizard is closed, select the Run the job when | click Finish check box, otherwise leave the check
box unselected. Then click Finish to close the wizard.
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[dr veeam fsx image7] | dr-veeam-fsx-image7.png

Once the replication job starts, the VMs with the suffix specified will be populated on the destination VMC
SDDC cluster / host.

[dr veeam fsx image8] | dr-veeam-fsx-image8.png

For additional information for Veeam replication, refer to How Replication Works.

Step 2: Create a failover plan

When the initial replication or seeding is complete, create the failover plan. Failover plan helps in
performing failover for dependent VMs one by one or as a group automatically. Failover plan is the
blueprint for the order in which the VMs are processed including the boot delays. The failover plan also
helps to ensure that critical dependant VMs are already running.

To create the plan, navigate to the new sub section called Replicas and select Failover Plan. Choose the

appropriate VMs. Veeam Backup & Replication will look for the closest restore points to this point in time
and use them to start VM replicas.

@ The failover plan can only be added once the initial replication is complete and the VM
replicas are in Ready state.

@ The maximum number of VMs that can be started simultaneously when running a failover
planis 10.

@ During the failover process, the source VMs will not be powered off.

To create the Failover Plan, do the following:

1. On the Home view, select Failover Plan > VMware vSphere.

2. Next, provide a name and a description to the plan. Pre and Post-failover script can be added as
required. For instance, run a script to shutdown VMs before starting the replicated VMs.

[dr veeam fsx image9] | dr-veeam-fsx-image9.png

3. Add the VMs to the plan and modify the VM boot order and boot delays to meet the application
dependencies.

[dr veeam fsx image10] | dr-veeam-fsx-image10.png

For additional information for creating replication jobs, refer Creating Replication Jobs.
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Step 3: Run the failover plan

During failover, the source VM in the production site is switched over to its replica at the disaster recovery
site. As part of the failover process, Veeam Backup & Replication restores the VM replica to the required
restore point and moves all I/O activities from the source VM to its replica. Replicas can be used not only
in case of a disaster, but also to simulate DR drills. During failover simulation, the source VM remains
running. Once all the necessary tests have been conducted, you can undo the failover and return to
normal operations.

@ Make sure network segmentation is in place to avoid IP conflicts during DR drills.

To start the failover plan, simply click in Failover Plans tab and right click on the failover plan. Select
Start. This will failover using the latest restore points of VM replicas. To fail over to specific restore points
of VM replicas, select Start to.

[dr veeam fsx image11] | dr-veeam-fsx-image11.png

[dr veeam fsx image12] | dr-veeam-fsx-image12.png

The state of the VM replica changes from Ready to Failover and VMs will start on the destination VMware
Cloud on AWS SDDC cluster / host.

[dr veeam fsx image13] | dr-veeam-fsx-image13.png
Once the failover is complete, the status of the VMs will change to “Failover”.

[dr veeam fsx image14] | dr-veeam-fsx-image14.png

@ Veeam Backup & Replication stops all replication activities for the source VM until its
replica is returned to the Ready state.

For detailed information about failover plans, refer to Failover Plans.
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Step 4: Failback to the Production site

When the failover plan is running, it is considered as an intermediate step and needs to be finalized
based on the requirement. The options include the following:

* Failback to production - switch back to the original VM and transfer all changes that took place while
the VM replica was running to the original VM.

When you perform failback, changes are only transferred but not published. Choose
@ Commit failback (once the original VM is confirmed to work as expected) or Undo
failback to get back to the VM replica If the original VM is not working as expected.

» Undo failover - switch back to the original VM and discard all changes made to the VM replica while
it was running.

* Permanent Failover - permanently switch from the original VM to a VM replica and use this replica as
the original VM.

In this demo, Failback to production was chosen. Failback to the original VM was selected during the
Destination step of the wizard and “Power on VM after restoring” check box was enabled.

[dr veeam fsx image15] | dr-veeam-fsx-image15.png
[dr veeam fsx image16] | dr-veeam-fsx-image16.png
Failback commit is one of the ways to finalize failback operation. When failback is committed, it confirms
that the changes sent to the VM which is failed back (the production VM) are working as expected. After

the commit operation, Veeam Backup & Replication resumes replication activities for the production VM.

For detailed information about the failback process, refer Veeam documentation for Failover and Failback
for replication.

[dr veeam fsx image17] | dr-veeam-fsx-image17.png
[dr veeam fsx image18] | dr-veeam-fsx-image18.png
After failback to production is successful, the VMs are all restored back to the original production site.

[dr veeam fsx image19] | dr-veeam-fsx-image19.png

Conclusion

FSx for ONTAP datastore capability enables Veeam or any validated third-party tool to provide low-cost DR
solution using Pilot light cluster and without standing up large number of hosts in the cluster just to
accommodate the VM replica copy. This provides a powerful solution to handle a tailored, customized disaster
recovery plan and also allows to reuse existing backup products in house to meet the DR needs, thus enabling
cloud-based disaster recovery by exiting DR datacentres on-premises. Failover can be done as planned
failover or failover with a click of a button when disaster occurs, and decision is made to activate the DR site.

To learn more about this process, feel free to follow the detailed walkthrough video.

https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=15fed205-8614-4ef7-b2d0-b061015€925a
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