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Proxmox Virtualization

Overview of Proxmox Virtual Environment

Proxmox Virtual Environment is an open source Type-1 hypervisor (installed on bare

metal servers) based on Debian Linux. It can host virtual machines (VM) as well as linux

containers (LXC).

Overview

Proxmox Virtual Environment(VE) supports both full VM and container based virtualization on the same host.

Kernel-based Virtual Machine (KVM) and Quick Emulator (QEMU) is utilized for full VM virtualization. QEMU is

an open source machine emulator and virtualizer and it uses KVM Kernel module to execute guest code

directly on the host CPU. Linux Containers (LXC) allows containers to be managed like VMs with data

persistance across the reboots.

RESTful API is available for automation tasks. For info on API calls, check Proxmox VE api viewer

Cluster Management

The web based management portal is available on the Proxmox VE node at port 8006. A collection of nodes

can be joined together to form a cluster. The Proxmox VE configuration, /etc/pve, is shared among all nodes

of the cluster. Proxmox VE uses Corosync cluster engine to manage the cluster. The management portal can

be accessed from any node of the cluster.
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A cluster enables VMs and Containers to be monitored and restarted on other nodes if the hosting node fails.

VMs and container needs to be configured for High Availability (HA). VMs and Containers can be hosted on a

specific subset of hosts by creating groups. The VM or container is hosted on a host with the highest priority.

For more info, check HA manager

Authentication options include Linux PAM, Proxmox VE PAM, LDAP, Microsoft AD or OpenID. Permissions can

be assigned via Roles and the use of resource pools which are a collection of resources. For additional details,

check Proxmox User Management
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Connection credentials of LDAP/Microsoft AD might be stored in clear text, and in a file which

needs to be protected by the host filesystem.

Compute

The CPU options for a VM includes the number of CPU cores and sockets (to specify the number of vCPUs),

option to choose NUMA, defining affinity, setting the limits, and the CPU type.

For guidance on CPU types and how it affects live migration, check QEMU/KVM Virtual Machine section of

Proxmox VE documentation

The CPU options for LXC container image is shown in the following screenshot.
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The VM and LXC can specify the memory size. For VMs, the balooning feature is available for Linux VMs. For

more info, refer to QEMU/KVM Virtual Machine section of Proxmox VE documentation

Storage

A virtual machine consists of a configuration file, /etc/pve/qemu-server/<vm id>.conf, and virtual disk

components. Supported virtual disk formats are raw, qcow2 and VMDK. QCOW2 can provide thin provisioning

and snapshot capabilities on various storage types.

There is an option to present the iSCSI LUNs to a VM as raw devices.

LXC also has its own configuration file, /etc/pve/lxc/<container id>.conf, and container disk

components. The data volume can be mounted from the supported storage types.
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Supported storage types include local disk, NAS (SMB and NFS), and SAN (FC, iSCSI, NVMe-oF, etc.). For

more details, refer to Proxmox VE Storage

Every storage volume is configured with allowed content types. NAS volumes supports all content types while

SAN support is limited to VM and Container images.

Directory storage type also supports all content types. SMB connection credentials are stored in

clear text and are accessible only to root.
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To import VMs from a Broadcom vSphere environment, the vSphere host can also be included as a storage

device.

Network

Proxmox VE supports native Linux networking features like Linux bridge or Open vSwitch, to implement

Software Defined Networking (SDN). The Ethernet interfaces on the host can be bonded together to provide

redundancy and high availability. For other options, refer to Proxmox VE documentation

Guest networks can be configured at the cluster level and changes are pushed to member hosts. Separation is

managed with Zones, VNets and Subnets. Zone defines the network types such as Simple, VLAN, VLAN

Stacking, VXLAN, EVPN, etc.

Depending on the type of zone, the network behaves differently and offers specific features, advantages, and
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limitations.

Use cases for SDN range from an isolated private network on each individual node, to complex overlay

networks across multiple PVE clusters on different locations.

After configuring a VNet in the cluster-wide datacenter SDN administration interface, it is available as a

common Linux bridge, locally on each node, to be assigned to VMs and Containers.

When a VM is created, the user has capability to pick the Linux bridge to connect. Additional interfaces can be

included after the VM is created.

And here is the VNet information at the datacenter level.
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Monitoring

The summary page on most of the objects, such as Datacenter, host, VM, container, storage, etc. provides

details and includes some performance metrics. The following screenshot shows the summary page of a host

and includes information about the packages installed.

The stats about hosts, guests, storage, etc. can be pushed to an external Graphite or Influxdb database. For

details, refer to Proxmox VE documentation.

Data Protection

Proxmox VE includes options to backup and restore the VMs and Containers to storage configured for backup

content. Backups can be initiated from UI or CLI using the tool vzdump or it can be scheduled. For more

details, refer to Backup and Restore section of Proxmox VE documentation.
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The backup content needs to be stored offsite to protect from any diaster at source site.

Veeam added support for Proxmox VE with version 12.2. This allows restore of VM backups from vSphere to a

Proxmox VE host.

Proxmox VE with ONTAP

Shared storage in Proxmox Virtual Environment(VE) reduces the time for VM live

migration, and makes for a better target for backups and consistent templates across the

environment. ONTAP storage can serve the needs of Proxmox VE host environments as

well as for guest file, block and object storage demands.

Proxmox VE hosts need to have FC, Ethernet, or other supported interfaces cabled to switches and have

communication to ONTAP logical interfaces.

High-level ONTAP Features

Common features

• Scale out Cluster

• Secure Authentication and RBAC support

• Zero trust multi admin support

• Secure Multitenancy

• Replicate data with SnapMirror.

• Point in time copies with Snapshots.

• Space efficient clones.

• Storage efficiency features like dedupe, compression, etc.

• Trident CSI support for Kubernetes

• Snaplock

• Tamperproof Snapshot copy locking

• Encryption support

• FabricPool to tier cold data to object store.

• BlueXP and CloudInsights Integration.
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• Microsoft offloaded data transfer (ODX)

NAS

• FlexGroup volumes are a scale out NAS container, providing high performance along with load distribution

and scalability.

• FlexCache allows data to be distributed globally and still provides local read and write access to the data.

• Multiprotocol support enables the same data to be accessible via SMB, as well as NFS.

• NFS nConnect allows multiple TCP sessions per TCP connection increasing network throughput. This

increases utilization of high speed nics available on modern servers.

• NFS session trunking provides increased data transfer speeds, high availability and fault tolerance.

• SMB multichannel provides increased data transfer speed, high availability and fault tolerance.

• Integration with Active directory/LDAP for file permissions.

• Secure connection with NFS over TLS.

• NFS Kerberos support.

• NFS over RDMA.

• Name mapping between Windows and Unix identities.

• Autonomous ransomware protection.

• File System Analytics.

SAN

• Stretch cluster across fault domains with SnapMirror active sync.

• ASA models provide active/active multipathing and fast path failover.

• Support for FC, iSCSI, NVMe-oF protocols.

• Support for iSCSI CHAP mutual authentication.

• Selective LUN Map and Portset.

Proxmox VE storage types supported with ONTAP

NAS protocols (NFS/SMB) support all content types of Proxmox VE and are typically configured once at the

datacenter level. Guest VMs can use disks of type raw, qcow2, or VMDK on NAS storage.

ONTAP Snapshots can be made visible, to access point in time copies of data from the client.

Block storage with SAN protocols (FC/iSCSI/NVMe-oF) are typically configured on a per host basis and are

restricted to the VM Disk and Container Image content types supported by Proxmox VE. Guest VMs and

Containers consume block storage as raw devices.

Content Type NFS SMB/CIFS FC iSCSI NVMe-oF

Backups Yes Yes No1 No1 No1

VM Disks Yes Yes Yes2 Yes2 Yes2

CT Volumes Yes Yes Yes2 Yes2 Yes2
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Content Type NFS SMB/CIFS FC iSCSI NVMe-oF

ISO Images Yes Yes No1 No1 No1

CT Templates Yes Yes No1 No1 No1

Snippets Yes Yes No1 No1 No1

Notes:

1 - Requires cluster filesystem to create the shared folder and use Directory storage type.

2 - use LVM storage type.

SMB/CIFS Storage

To utilize SMB/CIFS file shares, there are certain tasks that needs to be carried out by the storage admin and

the virtualization admin can mount the share using Proxmox VE UI or from shell. SMB multichannel provides

fault tolerance and boosts performance. For more details, refer to TR4740 - SMB 3.0 Multichannel

Password will be saved in clear text file and accessible only to root user. Refer to Proxmox VE

documentation.
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Storage Admin Tasks

If new to ONTAP, use System Manager Interface to complete these tasks for a better experience.

1. Ensure SVM is enabled for SMB. Follow ONTAP 9 documentation for more information.

2. Have at least two lifs per controller. Follow the steps from the above link. For reference, here is a

screenshot of lifs used in this solution.

3. Use Active Directory or workgroup based authentication. Follow the steps from the above link.

4. Create a volume. Remember to check the option to distribute data across the cluster to use

FlexGroup.
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5. Create an SMB share and adjust permissions. Follow ONTAP 9 documentation for more information.
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6. Provide the SMB server, Share name and credential to the virtualization admin for them to complete

the task.
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Virtualization Admin Tasks

1. Collect the SMB server, share name and credentials to use for the share authentication.

2. Ensure at least two interface are configured in different VLANs (for fault tolerance) and NIC supports

RSS.

3. If using Management UI https:<proxmox-node>:8006, click on datacenter, select storage, click

Add and select SMB/CIFS.

4. Fill in the details and the share name should auto populate. Ensure all content is selected. Click Add.

5. To enable multichannel option, go to shell on any one of the nodes on the cluster and type pvesm set

pvesmb01 --options multichannel,max_channels=4

15



6. Here is the content in /etc/pve/storage.cfg for the above tasks.

NFS Storage

ONTAP supports all the NFS versions supported by Proxmox VE. To provide fault tolerance and performance

enhancements, ensure session trunking is utilized. To use session trunking, minimum NFS v4.1 is required.

If new to ONTAP, use System Manager Interface to complete these tasks for a better experience.
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Storage Admin Tasks

1. Ensure SVM is enabled for NFS. Refer to ONTAP 9 documentation

2. Have at least two lifs per controller. Follow the steps from the above link. For reference, here is the

screenshot of lifs that we use in our lab.

3. Create or update NFS export policy providing access to Proxmox VE host IP addresses or subnet.

Refer to Export policy creation and Add rule to an export policy.

4. Create a volume. Remember to check the option to distribute data across the cluster to use

FlexGroup.

5. Assign export policy to volume

17

https://docs.netapp.com/us-en/ontap/nfs-config/verify-protocol-enabled-svm-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-volume-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html


18



6. Notify virtualization admin that NFS volume is ready.
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Virtualization Admin Tasks

1. Ensure at least two interface is configured in different VLANs (for fault tolerance). Use NIC bonding.

2. If using Management UI https:<proxmox-node>:8006, click on datacenter, select storage, click

Add and select NFS.

3. Fill in the details, After providing the server info, the NFS exports should populate and pick from the

list. Remember to select the content options.

4. For session trunking, on every Proxmox VE hosts, update the /etc/fstab file to mount the same NFS

export using different lif address along with max_connect and NFS version option.
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5. Here is the content in /etc/pve/storage.cfg for NFS.

LVM with iSCSI

To configure Logical Volume Manager for shared storage across Proxmox hosts, complete for the following

tasks:

Virtualization Admin Tasks

1. Make sure two linux bridges each on its own ethernet nic is configured (ideally on different VLANs).

2. Ensure multipath-tools is installed on all Proxmox VE hosts. Ensure it starts on boot.

apt list | grep multipath-tools

# If need to install, execute the following line.

apt-get install multipath-tools

systemctl enable multipathd

3. Collect the iscsi host iqn for all Proxmox VE hosts and provide that to the Storage admin.

cat /etc/iscsi/initiator.name
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Storage Admin Tasks

If new to ONTAP, use System Manager for a better experience.

1. Ensure SVM is available with iSCSI protocol enabled. Follow ONTAP 9 documentation

2. Have two lifs per controller dedicated for iSCSI.

3. Create igroup and populate the host iscsi initiators.

4. Create the LUN with desired size on the SVM and present to igroup created in above step.
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5. Notify virtualization admin that lun is created.
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Virtualization Admin Tasks

1. Go to Management UI https:<proxmox node>:8006, click on datacenter, select storage, click

Add and select iSCSI.

2. Provide storage id name. The iSCSI lif address from ONTAP should be able to pick the target when

there is no communication issue. As our intention is to not directly provide LUN access to the guest

vm, uncheck that.

3. Now, click Add and select LVM.
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4. Provide storage id name, pick base storage that should match the iSCSI storage the we created in the

above step. Pick the LUN for the base volume. Provide the volume group name. Ensure shared is

selected.

5. Here is the sample storage configuration file for LVM using iSCSI volume.
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LVM with NVMe/TCP

To configure Logical Volume Manager for shared storage across Proxmox hosts, complete the following tasks:

Virtualization Admin Tasks

1. Make sure two linux bridges, each with own ethernet device are configured (ideally on different

VLANs).

2. On every Proxmox host on the cluster, execute the following command to collect the host initiator info.

nvme show-hostnqn

3. Provide collected host nqn info to storage admin and request an nvme namespace of required size.
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Storage Admin Tasks

If new to ONTAP, use System Manager for better experience.

1. Ensure SVM is available with NVMe protocol enabled. Refer NVMe tasks on ONTAP 9

documentation.

2. Create the NVMe namespace.

3. Create subsystem and assign host nqns (if using CLI). Follow the above reference link.

4. Notify virtualization admin that the nvme namespace is created.
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Virtualization Admin Tasks

1. Navigate to shell on each Proxmox VE hosts in the cluster and create /etc/nvme/discovery.conf file

and update the content specific to your environment.

root@pxmox01:~# cat /etc/nvme/discovery.conf

# Used for extracting default parameters for discovery

#

# Example:

# --transport=<trtype> --traddr=<traddr> --trsvcid=<trsvcid> --host

-traddr=<host-traddr> --host-iface=<host-iface>

-t tcp -l 1800 -a 172.21.118.153

-t tcp -l 1800 -a 172.21.118.154

-t tcp -l 1800 -a 172.21.119.153

-t tcp -l 1800 -a 172.21.119.154

2. Login to nvme subsystem

nvme connect-all

3. Inspect and collect device details.

nvme list

nvme netapp ontapdevices

nvme list-subsys

lsblk -l

4. Create volume group

vgcreate pvens02 /dev/mapper/<device id>

5. Go to Management UI https:<proxmox node>:8006, click on datacenter, select storage, click

Add and select LVM.

28



6. Provide storage id name, choose existing volume group and pick the volume group that just created

with cli. Remember to check the shared option.

7. Here is a sample storage configuration file for LVM using NVMe/TCP

29



Copyright information

Copyright © 2024 NetApp, Inc. All Rights Reserved. Printed in the U.S. No part of this document covered by

copyright may be reproduced in any form or by any means—graphic, electronic, or mechanical, including

photocopying, recording, taping, or storage in an electronic retrieval system—without prior written permission

of the copyright owner.

Software derived from copyrighted NetApp material is subject to the following license and disclaimer:

THIS SOFTWARE IS PROVIDED BY NETAPP “AS IS” AND WITHOUT ANY EXPRESS OR IMPLIED

WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY

AND FITNESS FOR A PARTICULAR PURPOSE, WHICH ARE HEREBY DISCLAIMED. IN NO EVENT SHALL

NETAPP BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR

CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE

GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER

CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT

(INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS

SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

NetApp reserves the right to change any products described herein at any time, and without notice. NetApp

assumes no responsibility or liability arising from the use of products described herein, except as expressly

agreed to in writing by NetApp. The use or purchase of this product does not convey a license under any

patent rights, trademark rights, or any other intellectual property rights of NetApp.

The product described in this manual may be protected by one or more U.S. patents, foreign patents, or

pending applications.

LIMITED RIGHTS LEGEND: Use, duplication, or disclosure by the government is subject to restrictions as set

forth in subparagraph (b)(3) of the Rights in Technical Data -Noncommercial Items at DFARS 252.227-7013

(FEB 2014) and FAR 52.227-19 (DEC 2007).

Data contained herein pertains to a commercial product and/or commercial service (as defined in FAR 2.101)

and is proprietary to NetApp, Inc. All NetApp technical data and computer software provided under this

Agreement is commercial in nature and developed solely at private expense. The U.S. Government has a non-

exclusive, non-transferrable, nonsublicensable, worldwide, limited irrevocable license to use the Data only in

connection with and in support of the U.S. Government contract under which the Data was delivered. Except

as provided herein, the Data may not be used, disclosed, reproduced, modified, performed, or displayed

without the prior written approval of NetApp, Inc. United States Government license rights for the Department

of Defense are limited to those rights identified in DFARS clause 252.227-7015(b) (FEB 2014).

Trademark information

NETAPP, the NETAPP logo, and the marks listed at http://www.netapp.com/TM are trademarks of NetApp, Inc.

Other company and product names may be trademarks of their respective owners.

30

http://www.netapp.com/TM

	Proxmox Virtualization : NetApp Solutions
	Table of Contents
	Proxmox Virtualization
	Overview of Proxmox Virtual Environment
	Proxmox VE with ONTAP


