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Analyzing your infrastructure

The procedures in this topic are ones that you might use to perform an analysis of parts
of the infrastructure in your environment. The steps, views, and data you gather in this
exercise use virtual computing objects as an example. Analysis of other assets in your
environment will follow similar steps using relevant counters for each specific asset. The
intent of this exercise is to familiarize you with the variety of options Insight offers to
monitor and understand the characteristics of the assets in your data center.

About this task

Some of the actions you can take to analyze the state of your infrastructure might include the following:

* Observe an objects’s behavior over time
« Compare an object’s metrics against the metrics of the top 10 like objects
» Compare numbers for objects
« Compare the top 10 objects against the average
« Compare metrics A vs. B for many objects to show categories and anomalies
« Compare a range of objects against other objects
* Use an expression to display metrics not available in the web Ul
You can create all of these views of objects in your infrastructure in a dashboard using widgets for each

analysis you perform. The dashboards can be saved to provide quick access to current data on your
infrastructure.

Observe an object’s behavior over time

You can observe the behavior of a single object to determine if the object is operating
within expected operational levels.

Steps

1. Use a query to identify the VM that will be the subject of analysis: Query > + New query > Virtual
machine > "name"

Leaving the name field blank returns all VMs. Select the VM that you want to use in this exercise. You can
select it by scrolling through the list of VMs.

2. Create a new dashboard for the information you want to collect. From the toolbar, click Dashboards >
+New Dashboard.

3. In the new Dashboard, select Variable > Text.

a. Add the VM name from your query as theSvar1 value.
b. Click the check box.

The variable is used to easily swap between different sets of objects you want to analyze. In other steps of
your analysis, you may reuse this variable for additional analysis against the single VM initially chosen.



Variables become more useful when identifying multiple objects.
4. Add a line chart widget to the new dashboard: Widget > Line chart.

a. Change the default asset type to virtual machine: Click Virtual machine > Latency-Total.
b. Click Filter by > Name > $var1.
c. Change the time period on the dashboard: Override dashboard time > On > 7 days.

You can change the duration of the display using any of the preset selections or by specifying a custom
time range.

+ The dashboard displays the VM’s IOPS-Total for the period of time you specify.

5. Assign a name to the widget and save the widget.

Results

Your widget should contain data similar to the following:
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The VM shows a period of abnormally high latency for a short period of time in the 7 days that are displayed.

Compare objects with the top 10 latency total to the average
latency for all like objects

You might want to compare the VMs with the top 10 latency total to the average latency
total to identify any that are extremely out of the average range. This information could
help in decisions to balance workloads on VMs.



Steps
1. Add a widget with a stacked area chart to the to the new dashboard: Widget > Stacked Area Chart
a. Change the default device to Virtual machine: Click Storage > Virtual machine > Latency total
The widget displays the Latency Total, for all VMs, for 24 hours in a stacked area chart.

b. Create a second display in this widget that shows Latency Total averaged for all VMs: Widget > Line
chart

c. Change the default device to Virtual machine: Click Virtual machine > Latency-total
The widget displays the Latency Total for the default 24 hour period of time using a line chart.

d. Click X on the Roll up bar and select Show > Top > 10
The system displays the Top 10 VMs based on Latency Total.

2. To compare the average Latency Total for all VMs to the Top 10 IOPS total use the following steps:

a. Click +Add
b. Change the default device to Virtual machine: Click Storage > Virtual machine > IOPS total
c. Click X on the Roll up bar and select Show > Top > 10

The system displays the 10 objects with high latency and shows the average latency in a line chart.
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+ The average latency is 1.6 ms, while in the top ten, the are VMs experiencing latency of over 200 ms.

Compare one object’s latency total to the latency total of the
top 10 objects

The following steps compare a single VM'’s Latency Total to the VMs reporting the Top 10
Latency Total in the entire virtual infrastructure.
Steps
1. Add a widget with a line chart to the to the new dashboard: Widget > Line Chart
a. Change the default device to Virtual machine: Click Storage > Virtual machine > Latency-total
The widget displays the total Latency, for all VMs, for the default 24 hours in an area chart.

b. Create a second display in this widget that shows Latency Total averaged for all VMs: Widget > Line
chart

c. Change the default device to Virtual machine: Click Storage > Virtual machine > Latency-Total
The widget displays the Latency total for the default 24 hour period of time using a line chart.

d. Click X on the Roll up bar and select Show > Top > 10
The system displays the Top 10 VMs based on Latency - Total.



Edit widget
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2. Add the VM that you want to compare to the Top 10:
a. Click +Add
b. Change the default device to Virtual machine: Click Storage > Virtual machine > Latency total
c. Click Filter by > Name > $var1

3. Click Show legend

Results

A legend identifies each of the VMs under analysis. You can easily identify VM_Exchange_1 and determine if it
is experiencing latency similar to the top ten VMs in the environment.

Compare metrics-A against metrics-B to show categories
and anomalies

You can use a scatter plot to show two sets of data for each object. For example, you can
specify IOPS Read and Latency Total to be displayed for each object. Using this chart
you can identify the object you consider troublesome based on both the IOPS and the
Latency combined.

Steps

1. Add a widget with a scatter plot chart to the to the new dashboard: Widget > Scatter Plot Chart

2. Change the default device to Virtual machine: Click Storage > Virtual machine > Latency total > IOPS
Read

The system displays a scatter plot similar to the following:



Edit widget
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Use an expression to identify alternate metrics

You can use expressions to view metrics not provided by the web Ul, such as the IOPS
that are system overhead generated.

About this task

You might want use an expression to show total IOPS generated by non-read or non-write operations, such as
overhead operations for an internal volume.

Steps
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Add a widget to the dashboard. Choose Area chart.

Change the default device to Internal volume: Click Storage > Internal volume > IOPS Write

Click the Convert to Expression button.

The IOPS - Write metric is now in the alphabetic variable field “a”.

In the “b” variable field, click Select and choose IOPS - Read.

In the Expression field, type a + b. In the Display section, chooseArea chart for the expression.

In the Filter by field, enter the name of the internal volume you are analyzing.

The Label field identifies the expression. Change the label to something meaningful like “R + W IOPS”.
Click +Addto add a line for total IOPS to the widget.

Change the default device to Internal volume: Click Storage > Internal volume > IOPS Total

. In the Filter by field, enter the name of the internal volume you analyzing.



Edit widget
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The chart displays the total IOPS as a line, with the chart showing the combination of read and write IOPS
in blue. The gap between 9:30 and 9:45 shows non-read and non-write IO (overhead) operations.
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