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Resolving performance events

You can use the suggested actions to try and resolve performance events on your own.

The first three suggestions are always displayed, and the actions under the fourth

suggestion are specific to the type of event displayed.

The Help me do this links provide additional information for each suggested action, including instructions for

performing a specific action. Some of the actions may involve using Unified Manager, OnCommand System

Manager, OnCommand Workflow Automation, ONTAP CLI commands, or a combination of these tools.

Confirming that the latency is within the expected range

When a cluster component is in contention, volume workloads that use it might have

decreased response time (latency). You can review the latency of each victim workload

on the component in contention to confirm that its actual latency is within its expected

range. You can also click a volume name to view the historical data for the volume.

If the performance event is in the obsolete state, the latency of each victim involved in the event might have

returned back within its expected range.

Review the impact of configuration changes on workload
performance

Configuration changes on the cluster, such as a failed disk, HA failover, or a moved

volume, could negatively impact volume performance and cause increased latency.

In Unified Manager, you can review the Performance/Volume Details page to see when a recent configuration

change occurred and compare it to the operations and latency (response time) to see whether there was a

change in activity for the selected volume workload.

The performance pages of Unified Manager can only detect a limited number of change events. The health

pages provide alerts for other events caused by configuration changes. You can search for the volume in

Unified Manager to see the event history.

Options for improving workload performance from the
client-side

You can check your client workloads, such as applications or databases, that are sending

I/O to volumes involved in a performance event to determine if a client-side change might

correct the event.

When the clients that are connected to volumes on a cluster increase their I/O requests, the cluster must work

harder to meet the demand. If you know which clients have a high number of I/O requests to a particular

volume on the cluster, you can improve cluster performance by adjusting the number of clients accessing the

volume or decreasing the amount of I/O to the volume. You can also apply or increase a limit on the QoS policy

group of which the volume is a member.

You can investigate clients and their applications to determine whether the clients are sending more I/O than
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usual, which might be causing contention on a cluster component. On the Event details page, the System

Diagnosis section displays the top volume workloads using the component in contention. If you know which

client is accessing a particular volume, you can go to the client to determine whether the client hardware or an

application is not operating as expected or is doing more work than usual.

In a MetroCluster configuration, write requests to a volume on a local cluster are mirrored to a volume on the

remote cluster. Keeping the source volume on the local cluster in sync with the destination volume on the

remote cluster can also increase the demand of both clusters in the MetroCluster configuration. By reducing

write requests to these mirrored volumes, the clusters can perform fewer sync operations, which reduces the

performance impact on other workloads.

Check for client or network issues

When the clients that are connected to volumes on a cluster increase their I/O requests,

the cluster must work harder to meet the demand. The increased demand on the cluster

can put a component in contention, increase the latency of workloads that use it, and

trigger an event in Unified Manager.

On the Event details page, the System Diagnosis section displays the top volume workloads using the

component in contention. If you know which client is accessing a particular volume, you can go to the client to

determine whether the client hardware or an application is not operating as expected or is doing more work

than usual. You might need to contact your client administrator or application vendor for assistance.

You can check your network infrastructure to determine whether there are hardware issues, bottlenecks, or

competing workloads that might have caused I/O requests between the cluster and connected clients to

perform slower than expected. You might need to contact your network administrator for assistance.

Verify whether other volumes in the QoS policy group have
unusually high activity

You can review the workloads in the Quality of Service (QoS) policy group with the

highest change in activity to determine whether more than one workload caused the

event. You can also see whether other workloads are still exceeding the set throughput

limit or whether they are back within their expected range of activity.

On the Event details page, in the System Diagnosis section, you can sort the workloads by peak deviation in

activity to display the workloads with the highest change in activity at the top of the table. These workloads

might be the “bullies” whose activity exceeded the set limit and might have caused the event.

You can navigate to the Performance/Volume Details page for each volume workload in the chart to review its

IOPS activity. If the workload has periods of very high operations activity, it might have contributed to the event.

You can change the policy group settings for the workload or move the workload to a different policy group.

You can use OnCommand System Manager or the ONTAP CLI commands to manage policy groups, as

follows:

• Create a policy group.

• Add or remove workloads in a policy group.

• Move a workload between policy groups.

• Change the throughput limit of a policy group.
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Move logical interfaces (LIFs)

Moving logical interfaces (LIFs) to a less busy port can help improve load balancing,

assist with maintenance operations and performance tuning, and reduce indirect access.

Indirect access can reduce system efficiency. It occurs when a volume workload is using different nodes for

network processing and data processing. To reduce indirect access, you can rearrange LIFs, which involves

moving LIFs to use the same node for network processing and data processing. You can configure load

balancing to have ONTAP automatically move busy LIFs to a different port or you can move a LIF manually.

Benefits

• Improve load balancing.

• Reduce indirect access.

Considerations

When moving a LIF connected to CIFS shares, clients accessing the CIFS shares are

disconnected. Any read or write requests to the CIFS shares are disrupted.

You use the ONTAP commands to configure load balancing. For more information, see the ONTAP networking

documentation.

You use OnCommand System Manager and the ONTAP CLI commands to move LIFs manually.

Moving LIFs manually

storage virtual machines (SVMs)contain data volumes and one or more logical interfaces

(LIFs) through which the SVM provides data to the clients. You can move data LIFs from

one physical port to another within the same SVM. You might want to do this to improve

load balancing or assist with maintenance operations and performance tuning.

About this task

The following types of LIFs exist:

• Data LIFs: Associated with a SVM and used for communicating with clients.

• Cluster Management LIFs: Used for managing nodes, SVMs, and the cluster itself.

• Cluster LIFs: Used for intracluster traffic.

• Intercluster LIFs: Used for communication between clusters.

• Intracluster LIFs: Used for communication between HA pairs.

• SVM Management LIFs: Data LIFs associated with a SVM and used for managing that SVM.
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This workflow describes how to move data LIFs. This applies to NAS (NFS and CIFS) LIFs, but not to SAN (FC

and iSCSI) LIFs.

When moving a LIF connected to CIFS shares, clients accessing the CIFS shares will be

disconnected. Any read or write requests to the CIFS shares will be disrupted.

For information about how to move other types of LIFs, including details about moving LIFS

connected CIFS shares, see the ONTAP networking documentation.

You can perform the following basic actions related to data LIFs:

• Display all the data LIFs.

• Identify the busiest LIFs.

• Identify the best node to accept a busy LIF.

• Modify the home port or node for a LIF to change its preferred location in the cluster.

You should move a LIF rather than migrate a LIF for a more lasting change. To return to the original home

port, you should revert the LIF.

• Migrate a data LIF to another port for a temporary change that might be used if the home port or node has

a problem or is undergoing scheduled maintenance.

• Revert a data LIF to its home port.

What LIFs are

A LIF (logical interface) is an IP address or WWPN with associated characteristics, such

as a role, a home port, a home node, a list of ports to fail over to, and a firewall policy.

You can configure LIFs on ports over which the cluster sends and receives

communications over the network.

LIFs can be hosted on the following ports:

4



• Physical ports that are not part of interface groups

• Interface groups

• VLANs

• Physical ports or interface groups that host VLANs

• Virtual IP (VIP) ports

Starting with ONTAP 9.5, VIP LIFs are supported and are hosted on VIP ports.

While configuring SAN protocols such as FC on a LIF, it will be associated with a WWPN.

ONTAP 9 SAN Administration Guide

The following figure illustrates the port hierarchy in an ONTAP system:

Displaying all LIFs in a SVM using the CLI

You can display information about all LIFs in a SVM. You might want to display all LIFs

before you determine which LIFs might be busy and should be moved.
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About this task

The operational status of a LIF is determined by whether it has been configured on a particular port and is

capable of serving data. When a SVM is stopped, the associated Data LIFs and SVM Management LIFs can

no longer serve data. The operational status of these LIFs changes to down.

Steps

1. To display information about all LIFs in a SVM, enter the following command: network interface show

-vserver vserver_name

The command displays the following information:

◦ Node or SVM associated with the LIF

◦ LIF name

◦ Administrative and operational status

◦ IP address

◦ Netmask

◦ Node and port on which the LIF is configured

A home server can be either a node or a SVM.

If data for a field is not available (for instance, the operational duplex and speed for an inactive port),

the field is listed as undef.

You can get all available information by specifying the -instance parameter.

The following example displays general information about all LIFs in a SVM:

vs1::> network interface show -vserver vs1

            Logical    Status     Network            Current

Current Is

Vserver     Interface  Admin/Oper Address/Mask       Node

Port    Home

----------- ---------- ---------- ------------------ -------------

------- ----

vs1

            lif1         up/up    192.0.2.253/24     node-01

e0b     false

            d2           up/up    192.0.2.252/21     node-01

e0d     true

            data3        up/up    192.0.2.251/20     node-02

e0c     true
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Identifying LIFs with the most connections using the CLI

You might want to migrate a data LIF if it exhibits a heavy load or throughput. To decide

whether to migrate a LIF, you can display the load on LIFs, number of connections on the

port, throughput, and CPU cycles on the node.

Steps

1. Access the CLI as a cluster administrator.

2. Set the privilege level to advanced by entering the following command: set -privilege advanced

For details about using the CLI in advanced mode, see the System Administration Reference.

3. To find the weight of each LIF, enter the following command: network interface lif-weights show

A busy LIF is one that has the lowest weight.

4. To find the active connections on a node, enter the following command: network connections active

show-clients

Note the highest client count by node.

cluster1::> network connections active show-clients

Node    Client IP Address     Count

------  -----------------     ------

node1   192.0.2.253               12

        192.0.2.252                9

        192.0.2.251               12

node2   192.0.2.250               12

        192.0.2.252                9

        192.0.2.253                9

node3   customer.example.com       2

        customer.example.net       2

        customer.example.org       2

5. To find the active connections by LIF on a node and SVM, enter the following command: network

connections active show-lifs

Note the highest client count per LIF.
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cluster1::> network connections active show-lifs

Node      Vserver Name  Interface Name  Count

--------  ------------  --------------- ------

node1

          vs1           clus1              30

node2

          vs2           clus1              30

node3

          vs3           lif1                2

          vs4           clus1              30

6. Check the LIFs that are sharing the same home port and home node to identify the LIFs with the most

connections.

7. To choose the best data port, enter the following: statistics show -object port

The statistics command provides throughput and bandwidth information for Ethernet ports. Each row

provides a separate counter of unique information. Value is the value for the type of object since the

counter was last cleared (since ONTAP was last started).

cluster1::> statistics show -object port

Object: port

Instance: e0a

Start-time: 10/11/2013 13:51:41

End-time: 10/11/2013 13:51:41

Node: node1

    Counter                                           Value

    -------------------------------------------------------

    recv-data                                            0B

    recv-packets                                         0

    recv-mcasts                                          0

    recv-errors                                          0

    recv-dropped                                         0

    sent-data                                            0B

    sent-packets                                         0

    sent-mcasts                                          0

    sent-errors                                          0

    collisions                                           0

Identifying the best node for a busy LIF using the CLI

You can display information about all the ports in a cluster. You can view information such
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as the network port role (cluster, data, or node-management), link status, maximum

transmission unit (MTU), speed setting and operational status, and the port’s interface

group, if applicable.

Steps

1. To display port information, enter the following command: network port show

The following example displays information about network ports that have a data role and are up in the

cluster:

cluster1::> network port show  -role data -link up

                                   Auto-Negot Duplex      Speed (Mbps)

Node Port Role         Link  MTU   Admin/Oper Admin/Oper  Admin/Oper

---- ---- -----        ----  ----  ---------- ----------  ----------

node1

     e0M  data         up    1500  true/true  full/full   auto/100

     e0b  data         up    1500  true/true  full/full   auto/1000

node2

     e0b  data         up    1500  true/true  full/full   auto/1000

2. Check for destination ports that are in the same network as the source home port and home node.

For example, the destination home port and home node should be on the same VLAN where applicable.

3. To identify the least busy port, choose a data port that has the least number of connections.

Identifying the best node for a busy LIF using OnCommand System Manager

You can display information about all the ports in a cluster. You can view information such

as the network port role (cluster, data, or node-management), link status, maximum

transmission unit (MTU), speed setting and operational status, and the port’s interface

group, if applicable.

Steps

1. Open OnCommand System Manager.

2. From the Home tab, double-click the storage system.

3. In the navigation pane, expand the Nodes hierarchy.

4. To find the active connections on a node, in the navigation pane, select the icon for a node.

5. Click the name link of a node and then click Configuration > Ports/Adapters.

6. Note the highest client count by node.
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Changing home port and nodes for a LIF using OnCommand System Manager

You can change the preferred location of a LIF by modifying its home port and home

node. This is a more lasting configuration than migrating a LIF, which is typically used to

temporarily relocate a LIF to a different node during scheduled maintenance.

About this task

The following image shows the original LIF home port and node and the home port and node after the change.

The original LIF1 home port was changed from e1a to e3a and LIF2 was changed from e4a to e2a.

Steps

1. Open OnCommand System Manager.
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2. From the Home tab, double-click the storage system.

3. In the navigation pane, expand the SVMs hierarchy.

4. In the navigation pane, select the SVMs and click Configuration > Network Interfaces.

5. Select the LIF and click Edit.

6. In theEdit Interface dialog box, enter the home port and network address of the target port.

In ONTAP 8.2.1, the Home Port field is disabled.

7. Click Save and Close.

Reverting a LIF to its home port using OnCommand System Manager

You can revert a LIF from its current port to its home port after it fails over or is migrated

to a different port either manually or automatically. You can do this using OnCommand

System Manager.

About this task

When creating a LIF, the administrator specifies a home port and home node to use as the preferred location of

the LIF. If the home node is unavailable or the home port experiences a physical link outage, the LIF is

automatically migrated to a new location. The new location is reported, in OnCommand System Manager for

example, as the current port for the LIF. Unless the automatic revert option is enabled, the LIF will remain at

this new location until it is reverted.

Steps

1. Open OnCommand System Manager.

2. From the Home tab, double-click the storage system.

3. In the navigation pane, expand the Storage Virtual Machines hierarchy.

4. In the navigation pane, select the SVM and click Configuration > Network Interfaces.
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5. Look for data LIFs that display a house icon with a red cross mark, in the Current Port column, as in the

following image.

6. Select the LIF and click Send to Home.

This option is enabled only when the selected interface is hosted on a non-home port and when the home

port is available.

How storage QoS can control workload throughput

You can create or edit a Quality of Service (QoS) policy group to control the I/O per

second (IOPS) or throughput (MBps) limit for the workloads it contains. If the workloads

are in a policy group with no set limit, such as the default policy group, or the set limit

does not meet your needs, you can increase the limit or move the workloads to a new or

existing policy group that has the desired limit.

“Standard” QoS policy groups can be assigned to individual workloads; for example, a single volume or LUN.

In this case the workload can use the full throughput limit. QoS policy groups also can be assigned to multiple

workloads; in which case the throughput limit is shared among the workloads. For example, a QoS limit of

9,000 IOPS assigned to three workloads would restrict the combined IOPS from exceeding 9,000 IOPS.

“Adaptive” QoS policy groups can also be assigned to individual workloads or multiple workloads. However,

even when assigned to multiple workloads, each workload gets the full throughput limit instead of sharing the

throughput value with other workloads. Additionally, adaptive QoS policies automatically adjust the throughput

setting based on the volume size, per workload, thereby maintaining the ratio of IOPS to terabytes as the size

of the volume changes. For example, if the peak is set to 5,000 IOPS/TB in the adaptive QoS policy, a 10 TB

volume will have a throughput ceiling of 50,000 IOPS. If the volume is resized later to 20 TB, adaptive QoS

adjusts the ceiling to 100,000 IOPS.

Starting with ONTAP 9.5 you can include the block size when defining an adaptive QoS policy. This effectively

converts the policy from an IOPS/TB threshold to a MBps threshold for cases when workloads are using very

large block sizes and ultimately using a large percentage of throughput.

For shared group QoS policies, when the IOPS or MBps of all workloads in a policy group exceeds the set

limit, the policy group throttles the workloads to restrict their activity, which can decrease the performance of all

workloads in the policy group. If a Dynamic performance event is generated by policy group throttling, the

event description displays the name of the policy group involved.

In the Performance/Volumes inventory page, you can sort the affected volumes by IOPS and MBps to see

which workloads have the highest usage that might have contributed to the event. In the Performance/Volumes

Explorer page, you can select other volumes or LUNs to compare to the affected workload IOPS or MBps

throughput usage.

By assigning the workloads that are overusing the node resources to a more restrictive policy group setting,
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the policy group throttles the workloads to restrict their activity, which can reduce the use of the resources on

that node. However, if you want the workload to be able to use more of the node resources, you can increase

the value of the policy group.

You can use System Manager or the ONTAP commands to manage policy groups, including the following

tasks:

• Creating a policy group

• Adding or removing workloads in a policy group

• Moving a workload between policy groups

• Changing the throughput limit of a policy group

• Moving a workload to a different aggregate and/or node

Run storage efficiency operations at less busy times

You can modify the policy or schedule that handles storage efficiency operations to run

when the impacted volume workloads are less busy.

Storage efficiency operations can use a high amount of cluster CPU resources and become a bully to the

volumes on which the operations are being run. If the victim volumes have high activity at the same time when

the storage efficiency operations are run, their latency can increase and trigger an event.

On the Event details page, the System Diagnosis section displays workloads in the QoS policy group by peak

deviation in activity to identify the bully workloads. If you see “storage efficiency” displayed near the top of the

table, these operations are bullying the victim workloads. By modifying the efficiency policy or schedule to run

when these workloads are less busy, you can prevent the storage efficiency operations from causing

contention on a cluster.

You can use OnCommand System Manager to manage efficiency policies. You can use the ONTAP commands

to manage efficiency policies and schedules.

What storage efficiency is

Storage efficiency enables you to store the maximum amount of data for the lowest cost

and accommodates rapid data growth while consuming less space. NetApp strategy for

storage efficiency is based on the built-in foundation of storage virtualization and unified

storage provided by its core ONTAP operating system and Write Anywhere File Layout

(WAFL) file system.

Storage efficiency includes using technologies such as thin provisioning, Snapshot copy, deduplication, data

compression, FlexClone, thin replication with SnapVault and volume SnapMirror, RAID-DP, Flash Cache, Flash

Pool aggregate, and FabricPool-enabled aggregates which help to increase storage utilization and decrease

storage costs.

The unified storage architecture allows you to efficiently consolidate a storage area network (SAN), network-

attached storage (NAS), and secondary storage on a single platform.

High-density disk drives, such as serial advanced technology attachment (SATA) drives configured within Flash

Pool aggregate or with Flash Cache and RAID-DP technology, increase efficiency without affecting

performance and resiliency.
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A FabricPool-enabled aggregate includes an all SSD aggregate as the performance tier and an object store

that you specify as the cloud tier. Configuring FabricPool helps you manage which storage tier (the local

performance tier or the cloud tier) data should be stored based on whether the data is frequently accessed.

Technologies such as thin provisioning, Snapshot copy, deduplication, data compression, thin replication with

SnapVault and volume SnapMirror, and FlexClone offer better savings. You can use these technologies

individually or together to achieve maximum storage efficiency.

Add disks and reallocate data

You can add disks to an aggregate to increase the storage capacity and the performance

of that aggregate. After adding the disks, you will see an improvement in read

performance only after reallocating the data across the disks you added.

You can use these instructions when Unified Manager has received aggregate events triggered by dynamic

thresholds or by system-defined performance thresholds:

• When you have received a dynamic threshold event, on the Event details page, the cluster component icon

that represents the aggregate in contention is highlighted red.

Beneath the icon, in parentheses, is the name of the aggregate, which identifies the aggregate to which

you can add disks.

• When you have received a system-defined threshold event, on the Event details page, the event

description text lists the name of the aggregate that is having the problem.

You can add disks and reallocate data on this aggregate.

The disks you add to the aggregate must already exist in the cluster. If the cluster does not have extra disks

available, you might need to contact your administrator or purchase more disks. You can use OnCommand

System Manager or the ONTAP commands to add disks to an aggregate.

You should reallocate data when using HDD and Flash Pool aggregates only. Do not reallocate

data on SSD or FabricPool aggregates.

How enabling Flash Cache on a node can improve workload
performance

You can improve workload performance by enabling Flash Cache™ intelligent data

caching on each node in the cluster.

A Flash Cache module, or Performance Acceleration Module PCIe-based memory module, optimizes the

performance of random read-intensive workloads by functioning as an intelligent external read cache. This

hardware works in tandem with the WAFL External Cache software component of ONTAP.

In Unified Manager, on the Event details page, the cluster component icon that represents the aggregate in

contention is highlighted red. Beneath the icon, in parentheses, is the name of the aggregate, which identifies

the aggregate. You can enable Flash Cache on the node on which the aggregate resides.

You can use OnCommand System Manager or the ONTAP commands to see whether Flash Cache is installed

or enabled, and to enable it if not already enabled. The following command indicates whether Flash Cache is
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enabled on a specific node: cluster::> run local options flexscale.enable

For more information about Flash Cache and the requirements for using it, see the following technical report:

Technical Report 3832: Flash Cache Best Practices Guide

How enabling Flash Pool on a storage aggregate can
improve workload performance

You can improve workload performance by enabling the Flash Pool feature on an

aggregate. A Flash Pool is an aggregate that incorporates both HDDs and SSDs. The

HDDs are used for primary storage and the SSDs provide a high-performance read and

write cache to boost aggregate performance.

In Unified Manager, the Event details page displays the name of the aggregate in contention. You can use

OnCommand System Manager or the ONTAP commands to see whether Flash Pool is enabled for an

aggregate. If you have SSDs installed, you can use the command-line interface to enable it. If you have SSDs

installed, you can run the following command on the aggregate to see whether Flash Pool is enabled:

cluster::> storage aggregate show -aggregate aggr_name -field hybrid-enabled

In this command, aggr_name is the name of the aggregate, such as the aggregate in contention.

For more information about Flash Pool and the requirements for using it, see the Clustered Data ONTAP

Physical Storage Management Guide.

MetroCluster configuration health check

You can use Unified Manager to review the health of the clusters in a MetroCluster

configuration. The health status and events help you determine whether there are

hardware or software issues that might be impacting the performance of your workloads.

If you configure Unified Manager to send email alerts, you can check your email for any health issues on the

local or remote cluster that might have contributed to a performance event. In the Unified Manager GUI, you

can select Events to see a list current events and then use the filters to display MetroCluster configuration

events only.

MetroCluster configuration verification

You can prevent performance issues for mirrored workloads in a MetroCluster

configuration by ensuring that the MetroCluster configuration is set up correctly. You can

also improve workload performance by changing the configuration or upgrading software

or hardware components.

The MetroCluster Installation and Configuration Guide provides instructions for setting up the clusters in the

MetroCluster configuration, including the Fibre Channel (FC) switches, cables, and inter-switch links (ISLs). It

also helps you configure the MetroCluster software so that the local and remote clusters can communicate with

mirror volume data.

You can compare your MetroCluster configuration to the requirements in the MetroCluster Installation and

Configuration Guide to determine whether changing or upgrading components in your MetroCluster
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configuration might improve workload performance. This comparison can help you answer the following

questions:

• Are the controllers appropriate for your workloads?

• Do you need to upgrade your ISL bundles to a larger bandwidth to handle more throughput?

• Can you adjust the buffer-to-buffer credits (BBC) on your switches to increase the bandwidth?

• If your workloads have high write throughput to solid state drive (SSD) storage, do you need to upgrade

your FC-to-SAS bridges to accommodate the throughput?

For information about replacing or upgrading MetroCluster components, see the MetroCluster Service Guide.

Moving workloads to a different aggregate

You can use Unified Manager to help identify an aggregate that is less busy than the

aggregate where your workloads currently reside, and then you can move selected

volumes or LUNs to that aggregate. Moving high performing workloads to a less busy

aggregate, or an aggregate with flash storage enabled, allows the workload to perform

more efficiently.

Before you begin

• You must have the Operator, OnCommand Administrator, or Storage Administrator role.

• You must have recorded the name of the aggregate that is currently having a performance issue.

• You must have recorded the date and time at which the aggregate received the event.

• You must have recorded the event ID, for example,"` p-sdt-clus1-ag-2542`".

• Unified Manager must have collected and analyzed a month or more of performance data.

About this task

These steps help you identify the following resources so that you can move high-performing workloads to a

lower utilized aggregate:

• The aggregates on the same cluster that are less utilized

• The highest-performing volumes on the current aggregate

Steps

1. Identify the aggregate in the cluster that is the least utilized:

a. From the Event details page, click the name of the cluster on which the aggregate resides.

The cluster details are displayed in the Performance/Cluster Landing page.

b. On the Summary page, click Aggregates from the Managed Objects pane.

The list of aggregates on this cluster are displayed.

c. Click the Utilization column to sort the aggregates by least utilized.
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You can also identify those aggregates that have the greatest Free Capacity. This provides a list of

potential aggregates to which you might want to move workloads.

d. Write down the name of the aggregate to which you want to move the workloads.

2. Identify the high-performing volumes from the aggregate that received the event:

a. Click the aggregate that is having the performance issue.

The aggregate details are displayed in the Performance/Aggregate Explorer page.

b. From the Time Range selector, select Last 30 Days, and then click Apply Range.

This enables you to view a longer performance history period than the default 72 hours. You want to

move a volume that is using a lot of resources on a consistent basis, not just over the past 72 hours.

c. From the View and Compare control, select Volumes on this Aggregate.

A list of FlexVol volumes and FlexGroup constituent volumes on this aggregate are displayed.

d. Sort the volumes by highest MBps, and then by highest IOPS, to see the highest performing volumes.

e. Write down the names of the volumes that you want to move to a different aggregate.

3. Move the high-performing volumes to the aggregate you identified as having low utilization.

You can perform the move operation by using OnCommand System Manager, OnCommand Workflow

Automation, ONTAP commands, or a combination of these tools.

After you finish

After a few days, check to see whether you are receiving the same type of events from this node or aggregate.

Moving workloads to a different node

You can use Unified Manager to help identify an aggregate on a different node that is less

busy than the node on which your workloads are currently running, and then you can

move selected volumes to that aggregate. Moving high-performing workloads to an

aggregate on a less busy node allows the workloads on both nodes to perform more

efficiently.

Before you begin

• You must have the Operator, OnCommand Administrator, or Storage Administrator role.

• You must have recorded the name of the node that is currently having a performance issue.

• You must have recorded the date and time at which the node received the performance event.

• You must have recorded the event ID—for example, “p-sdt-clus1-nod-6982”.

• Unified Manager must have collected and analyzed performance data for a month or longer.

About this task

This procedure help you to identify the following resources so that you can move high-performing workloads to
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a lower utilized node:

• The nodes on the same cluster that have the greatest free performance capacity

• The aggregates on the new node that have the greatest free performance capacity

• The highest-performing volumes on the current node

Steps

1. Identify a node in the cluster that has the greatest free performance capacity:

a. On the Event Details page, click the name of the cluster on which the node resides.

The cluster details are displayed in the Performance/Cluster Landing page.

b. On the Summary tab, click Nodes from the Managed Objects pane.

The list of nodes on this cluster are displayed.

c. Click the Performance Capacity Used column to sort the nodes by least percentage used.

This provides a list of potential nodes to which you might want to move workloads.

d. Write down the name of the node to which you want to move the workloads.

2. Identify an aggregate on the new node that is the least utilized:

a. In the left navigation pane, click Performance > Aggregates.

The Performance/Aggregates page is displayed.

b. Click Filtering, select Node from the left drop-down menu, type the name of the node in the text field,

and then click Apply Filter.

The Performance/Aggregates page is redisplayed with the list of aggregates that are available on this

node.

c. Click the Performance Capacity Used column to sort the aggregates by least used.

This provides a list of potential aggregates to which you might want to move workloads.

d. Write down the name of the aggregate to which you want to move the workloads.

3. Identify the high-performing workloads from the node that received the event:

a. Return to the Event Details page for the event.

b. In the Affected Volumes field, click the link for the number of volumes.

The Performance/Volumes page is displayed with a filtered list of the volumes on that node.

c. Click the Total Capacity column to sort the volumes by the largest allocated space.

This provides a list of potential volumes that you may want to move.

d. Write down the names of the volumes that you want to move, and the names of the current aggregates

on which they reside.

4. Move the volumes to the aggregates that you identified as having greatest free performance capacity on
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the new node.

You can perform the move operation by using OnCommand System Manager, OnCommand Workflow

Automation, ONTAP commands, or a combination of these tools.

After you finish

After a few days, you can check whether you are receiving the same type of events from this node or

aggregate.

Moving workloads to an aggregate on a different node

You can use Unified Manager to help identify an aggregate on a different node that is less

busy than the node where your workloads are currently running, and then you can move

selected volumes to that aggregate. Moving high-performing workloads to an aggregate

on a less busy node allows workloads on both nodes to perform more efficiently.

Before you begin

• You must have the Operator, OnCommand Administrator, or Storage Administrator role.

• You must have recorded the name of the node that is currently having a performance issue.

• You must have recorded the date and time at which the node received the performance event.

• You must have recorded the event ID, for example, “p-sdt-clus1-nod-6982”.

• Unified Manager must have collected and analyzed a month or more of performance data.

About this task

These steps help you identify the following resources so that you can move high-performing workloads to a

lower utilized node:

• The nodes on the same cluster that are less utilized

• The aggregates on the new node that are the least utilized

• The highest-performing volumes on the current node

Steps

1. Identify a node in the cluster that is the least utilized:

a. From the Event details page, click the name of the cluster on which the node resides.

The cluster details are displayed in the Performance/Cluster Landing page.

b. On the Summary page, click Nodes from the Managed Objects pane.

The list of nodes on this cluster are displayed.

c. Click the Utilization column to sort the nodes by least utilized.

You can also identify those nodes that have the greatest Free Capacity. This provides a list of potential

nodes to which you might want to move workloads.
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d. Write down the name of the node to which you want to move the workloads.

2. Identify an aggregate on the new node that is the least utilized:

a. In the left navigation pane, click Performance > Aggregates.

The Performance/Aggregates page is displayed.

b. Click Filtering, select Node from the left drop-down menu, type the name of the node in the text field,

and then click Apply Filter.

The Performance/Aggregates is redisplayed with the list of aggregates that are available on this node.

c. Click the Utilization column to sort the aggregates by least utilized.

You can also identify those aggregates that have the greatest Free Capacity. This provides a list of

potential aggregates to which you might want to move workloads.

d. Write down the name of the aggregate to which you want to move the workloads.

3. Identify the high-performing workloads from the node that received the event:

a. Return to the Event details page for the event.

b. In the Affected Volumes field, click the link for the number of volumes.

The Performance/Volumes page is displayed with a filtered list of the volumes on that node.

c. Click the Total Capacity column to sort the volumes by the largest allocated space.

This provides a list of potential volumes that you may want to move.

d. Write down the names of the volumes that you want to move, and the names of the current aggregates

on which they reside.

4. Move the volumes to the aggregates you identified as having low utilization on the new node.

You can perform the move operation by using OnCommand System Manager, OnCommand Workflow

Automation, ONTAP commands, or a combination of these tools.

After you finish

After a few days, check to see whether you are receiving the same type of events from this node or aggregate.

Moving workloads to a node in a different HA pair

You can use Unified Manager to help identify an aggregate on a node in a different high-

availability (HA) pair that has more free performance capacity than the HA pair where

your workloads are currently running. Then you can move selected volumes to

aggregates on the new HA pair.

Before you begin

• You must have the Operator, OnCommand Administrator, or Storage Administrator role.

• Your cluster must consist of a minimum of two HA pairs
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You cannot use this remediation process if you have only one HA pair in your cluster.

• You must have recorded the names of the two nodes in the HA pair that are currently having a

performance issue.

• You must have recorded the date and time at which the nodes received the performance event.

• You must have recorded the event ID—for example, “p-sdt-clus1-nod-6982”.

• Unified Manager must have collected and analyzed performance data for a month or longer.

About this task

Moving high-performing workloads to an aggregate on a node with more free performance capacity allows

workloads on both nodes to perform more efficiently. This procedure help you to identify the following

resources so that you can move high-performing workloads to a node that has more free performance capacity

on a different HA pair:

• The nodes in a different HA pair on the same cluster that have the greatest free performance capacity

• The aggregates on the new nodes that have the greatest free performance capacity

• The highest-performing volumes on the current nodes

Steps

1. Identify the nodes that are part of a different HA pair on the same cluster:

a. On the Event Details page, click the name of the cluster on which the nodes reside.

The cluster details are displayed in the Performance/Cluster Landing page.

b. On the Summary page, click Nodes from the Managed Objects pane.

The list of nodes on this cluster is displayed in the Performance/Nodes page.

c. Write down the names of the nodes that are in different HA pairs from the HA pair that is currently

having a performance issue.

2. Identify a node in the new HA pair that has the greatest free performance capacity:

a. On the Performance/Nodes page, click the Performance Capacity Used column to sort the nodes by

least percentage used.

This provides a list of potential nodes to which you might want to move workloads.

b. Write down the name of the node on a different HA pair to which you want to move the workloads.

3. Identify an aggregate on the new node that has the greatest free performance capacity:

a. On the Performance/Nodes page, click the node.

The node details are displayed in the Performance/Node Explorer page.

b. In the View and Compare menu, select Aggregates on this Node.

The aggregates on this node are displayed in the grid.

c. Click the Performance Capacity Used column to sort the aggregates by least used.
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This provides a list of potential aggregates to which you might want to move workloads.

d. Write down the name of the aggregate to which you want to move the workloads.

4. Identify the high-performing workloads from the nodes that received the event:

a. Return to the Event details page for the event.

b. In the Affected Volumes field, click the link for the number of volumes for the first node.

The Performance/Volumes page is displayed with a filtered list of the volumes on that node.

c. Click the Total Capacity column to sort the volumes by the largest allocated space.

This provides a list of potential volumes that you might want to move.

d. Write down the names of the volumes that you want to move, and the names of the current aggregates

on which they reside.

e. Perform steps 4c and 4d for the second node that was part of this event to identify possible volumes

that you want to move from that node as well.

5. Move the volumes to the aggregates that you identified as having greatest free performance capacity on

the new node.

You can perform the move operation by using OnCommand System Manager, OnCommand Workflow

Automation, ONTAP commands, or a combination of these tools.

After you finish

After a few days, you can check whether you are receiving the same type of events from this node or

aggregate.

Moving workloads to another node in a different HA pair

You can use Unified Manager to help identify an aggregate on a node in a different HA

pair that is less busy than the HA pair where your workloads are currently running. Then

you can move selected volumes to aggregates on the new HA pair. Moving high-

performing workloads to an aggregate on a less busy node allows workloads on both

nodes to perform more efficiently.

Before you begin

• You must have the Operator, OnCommand Administrator, or Storage Administrator role.

• Your cluster must consist of a minimum of two HA pairs; you cannot use this remediation process if you

have only one HA pair in your cluster.

• You must have recorded the names of the two nodes in the HA pair that are currently having the

performance issue.

• You must have recorded the date and time at which the nodes received the performance event.

• You must have recorded the event ID, for example, “p-sdt-clus1-nod-6982”.

• Unified Manager must have collected and analyzed a month or more of performance data.
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About this task

These steps help you identify the following resources so that you can move high-performing workloads to a

lower utilized node on a different HA pair:

• The nodes in a different HA pair on the same cluster that are less utilized

• The aggregates on the new nodes that are the least utilized

• The highest-performing volumes on the current nodes

Steps

1. Identify the nodes that are part of a different HA pair on the same cluster:

a. In the left navigation pane, click Performance > Clusters.

The Performance/Clusters page is displayed.

b. Click the number in the Node Count field for the current cluster.

The Performance/Nodes page is displayed.

c. Write down the names of the nodes that are in different HA pairs from the HA pair that is currently

having the performance issue.

2. Identify a node in the new HA pair that is the least utilized:

a. Click the Utilization column to sort the nodes by least utilized.

You can also identify those nodes that have the greatest Free Capacity. This provides a list of potential

nodes to which you might want to move workloads.

b. Write down the name of the node to which you want to move the workloads.

3. Identify an aggregate on the new node that is the least utilized:

a. In the left navigation pane, click Performance > Aggregates.

The Performance/Aggregates page is displayed.

b. Click Filtering, select Node from the left drop-down menu, type the name of the node in the text field,

and then click Apply Filter.

The Performance/Aggregates page is redisplayed with the list of aggregates that are available on this

node.

c. Click the Utilization column to sort the aggregates by least utilized.

You can also identify those aggregates that have the greatest Free Capacity. This provides a list of

potential aggregates to which you might want to move workloads.

d. Write down the name of the aggregate to which you want to move the workloads.

4. Identify the high-performing workloads from the nodes that received the event:

a. Return to the Event details page for the event.

b. In the Affected Volumes field, click the link for the number of volumes for the first node.

The Performance/Volumes page is displayed with a filtered list of the volumes on that node.
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c. Click the Total Capacity column to sort the volumes by the largest allocated space.

This provides a list of potential volumes that you might want to move.

d. Write down the names of the volumes that you want to move, and the names of the current aggregates

on which they reside.

e. Perform steps 4c and 4d for the second node that was part of this event to identify possible volumes

that you want to move from that node as well.

5. Move the volumes to the aggregates you identified as having low utilization on the new node.

You can perform the move operation by using OnCommand System Manager, OnCommand Workflow

Automation, ONTAP commands, or a combination of these tools.

After you finish

After a few days, check to see whether you are receiving the same type of events from this node or aggregate.

Use QoS policy settings to prioritize the work on this node

You can set a limit on a QoS policy group to control the I/O per second (IOPS) or MBps

throughput limit for the workloads it contains. If workloads are in a policy group with no

set limit, such as the default policy group, or the set limit does not meet your needs, you

can increase the set limit or move the workloads to a new or existing policy group that

has the desired limit.

If a performance event on a node is caused by workloads overusing the node resources, the event description

on the Event details page displays a link to the list of volumes involved. In the Performance/Volumes page, you

can sort the affected volumes by IOPS and MBps to see which workloads have the highest usage that might

have contributed to the event.

By assigning the volumes that are overusing the node resources to a more restrictive policy group setting, the

policy group throttles the workloads to restrict their activity, which can reduce the use of the resources on that

node.

You can use OnCommand System Manager or the ONTAP commands to manage policy groups, including the

following tasks:

• Creating a policy group

• Adding or removing workloads in a policy group

• Moving a workload between policy groups

• Changing the throughput limit of a policy group

Remove inactive volumes and LUNs

When aggregate free space has been identified as an issue, you can search for unused

volumes and LUNs and delete them from the aggregate. This can help to alleviate the low

disk space issue.

If a performance event on an aggregate is caused by low disk space, there are a few ways you can determine
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which volumes and LUNs are no longer being used.

To identify unused volumes:

• On the Event details page, the Affected Objects Count field provides a link that displays the list of

affected volumes.

Click the link to display the volumes on the Performance/Volumes page. From there you can sort the

affected volumes by IOPS to see which volumes have not been active.

To identify unused LUNs:

1. From the Event details page, write down the name of the aggregate on which the event occurred.

2. In the left navigation pane, click Performance > LUNs.

3. Click Filtering, select Aggregate from the left drop-down menu, type the name of the aggregate in the text

field, and then click Apply Filter.

4. Sort the resulting list of affected LUNs by IOPS to view the LUNs that are not active.

After you have identified the unused volumes and LUNs, you can use OnCommand System Manager or the

ONTAP commands to delete those objects.

Add disks and perform aggregate layout reconstruction

You can add disks to an aggregate to increase the storage capacity and the performance

of that aggregate. After adding the disks, you only see an improvement in performance

after reconstructing the aggregate.

When you receive a system-defined threshold event on the Event details page, the event description text lists

the name of the aggregate that is having the problem. You can add disks and reconstruct data on this

aggregate.

The disks you add to the aggregate must already exist in the cluster. If the cluster does not have extra disks

available, you might need to contact your administrator or purchase more disks. You can use OnCommand

System Manager or the ONTAP commands to add disks to an aggregate.

Technical Report 3838: Storage Subsystem Configuration Guide
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