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Setting up Unified Manager for high availability

You can create a high-availability setup by using the Veritas Cluster Server (VCS). The
high-availability setup provides failover capability and helps in disaster recovery.

In a high-availability setup, only one node remains active at a time. When one node fails, VCS service
recognizes this event and immediately transfers control to the other node. The second node in the setup
becomes active and starts providing services. The failover process is automatic.

A VCS cluster configured with the Unified Manager server consists of two nodes, with each node running the
same version of the Unified Manager. All of the Unified Manager server data must be configured for access
from a shared data disk.

After you install Unified Manager in VCS, you must configure Unified Manager to work in the VCS environment.
You can use configuration scripts to set up Unified Manager to work in VCS environments.

Requirements for Unified Manager in VCS

Before installing Unified Manager in a Veritas Cluster Server (VCS) environment, you
must ensure that the cluster nodes are properly configured to support Unified Manager.

You must ensure that the VCS configuration meets the following requirements:

* Both the cluster nodes must be running a supported operating system version.

» The same version of Unified Manager must be installed using the same path on both the cluster nodes.
* The MySQL user on both the nodes must have the same user ID and group ID.

* Native ext3, ext4 file systems, and Logical Volume Manager (LVM) must be used.

+ Unified Manager must be connected to the storage system through Fibre Channel (FC) or iSCSI.

You must also ensure that the FC link is active and that the LUNs created on the storage systems are
accessible to both the cluster nodes.

The shared data disk must have enough space (minimum 80 GB) for the Unified Manager database,
reports, certificates, and script plug-in folders.

* A minimum of two network interfaces must be set up on each system: one for node-to-node communication
and the other for node-to-client communication.

The name of the network interface used for node-to-client communication must be the same on both the
systems.

A separate heartbeat link must be established between the cluster nodes; otherwise, the network interface
is used to communicate between the cluster nodes.

Optional: SnapDrive for UNIX should be used to create a shared location that is accessible to both the
nodes in a high availability setup.

See the SnapDrive for UNIX Installation and Administration Guide for information about installing and
creating a shared location. You can also manage LUNs using SnapDrive or the storage system command-
line interface. See the SnapDrive for UNIX compatibility matrix for more information.

» Additional RAM must be available for the SnapDrive and VCS applications.



Installing Unified Manager on VCS

For configuring high availability, you must install Unified Manager on both the cluster
nodes of VCS.
Before you begin

* VCS must be installed and configured on both the nodes of the cluster.

See the instructions provided in the Veritas Cluster Server 6.2.1 Installation Guide for more information
about installing VCS.

* You must have clear root privileges to log in to the Unified Manager server console.

About this task

You must configure both the instances of Unified Manager to use the same database and to monitor the same
set of nodes.

Steps
1. Log in to the first node of the cluster.
2. Install Unified Manager on the first node.
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3. Repeat Steps 1 and 2 on the second node of the cluster.

4. On the second instance of Unified Manager, log in as the root user to the Red Hat Enterprise Linux or
CentOS server and enter the same umadmin password as you defined on the first instance of Unified
Manager.passwd umadmin

Configuring Unified Manager with VCS using configuration
scripts

You can configure Unified Manager with Veritas Cluster Server (VCS) using configuration
scripts.

Before you begin

+ Unified Manager must be installed on both the nodes in the VCS setup.
* The XML:: LibXML module must be bundled with Perl for VCS scripts to work.

* You must have created a shared LUN with sufficient size to accommodate the source Unified Manager
data.

* You must have specified the absolute mount path for the script to work.
The script will not work if you create a folder inside the mount path.

* You must have downloaded the ha setup.pl scriptat /opt/netapp/ocum/scripts.
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About this task

In the VCS setup, the node for which the virtual IP interface and mount point are active is the first node. The
other node is the second node.

Steps

1.

10.
1.

12.

Log in to the first node of the cluster.

You must have stopped all the Unified Manager services on the second node in the high availability setup.

. Add the VCS installation directory /opt/VRTSvcs/bin to the PATH environmental variable.

. If you are configuring an existing Unified Manager setup, create a Unified Manager backup and generate

the support bundle.

- Runthe ha setup.pl script: perl ha setup.pl --first -t vcs -g group name -e

eth name -i cluster ip -m net mask -n fully qualified cluster name -f
mount path -v volume group -d disk group -1 install dir -u user name -p
password

perl \ha setup.pl --first -t vcs -g umgroup -e eth0O -i 10.11.12.13 -m
255.255.255.0 -n cluster.eng.company.com -f /mnt/ocumdb -v ocumdb SdHv -d
ocumdb SdDg -1 /opt/netapp/ -u admin -p wxl7yz

. Use the Veritas Operation Manager web console or VCS Cluster Manager to verify that a failover group is

created, and that the Unified Manager server services, mount point, virtual IP, network interface card (NIC),
and volume group are added to the cluster group.

. Manually move the Unified Manager service group to the secondary node and verify that cluster failover is

working.

. Verify that VCS has switched over to the second node of the cluster.

You must verify that the data mount, virtual IP, volume group, and NIC are online on the second node of the
cluster.

. Stop Unified Manager using Veritas Operation Manager.

Run the perl ha setup.pl --join -t vecs -f' ‘mount path command on the second node of the
cluster so that the Unified Manager server data points to the LUN.

Verify that the Unified Manager server services are starting properly on the second node of the cluster.
Regenerate the Unified Manager certificate after running the configuration scripts to obtain the global IP
address.

a. In the toolbar, click E} and then click HTTPS Certificate from the Setup menu.

b. Click Regenerate HTTPS Certificate.
The regenerated certificate provides only the cluster IP address, not the fully qualified domain name

(FQDN). You must use the global IP address to set up Unified Manager for high-availability.

Access the Unified Manager Ul using the following: https://<FQDN of Global IP>



After you finish

You must create a shared backup location after high availability is configured. The shared location is required
for containing the backups that you create before and after failover. Both the nodes in the high-availability
setup must be able to access the shared location.

Unified Manager service resources for VCS configuration

You must add the cluster service resources of Unified Manager to Veritas Cluster Server
(VCS). These cluster service resources are used for various purposes, such as
monitoring storage systems, scheduling jobs, processing events, and monitoring all the
other Unified Manager services.

The following table lists the category of all the Unified Manager services:

Category Services
Storage resource * vol

* mount
Database resource * mysqgld
Network resource * nic

* vip
Unified Manager resource * ocie

®* ocieau

Updating an existing Unified Manager setup for high
availability

You can update your existing Unified Manager installation and configure your setup
environment for high availability.

Before you begin

* You must have created a backup and support bundle of your existing data.

* You must have the OnCommand Administrator or Storage Administrator role.

* You must have added a second node to your cluster and installed Veritas Cluster Server (VCS) on the
second node.

See the Veritas Cluster Server 6.2.1 Installation Guide.

* The newly added node must be configured to access the same shared location as that of the existing node
in the high-availability setup.



Steps

—_

. Log in to the new node of the cluster.

N

. Install Unified Manager on the node.
Installing Unified Manager on Red Hat Enterprise Linux or CentOS

3. Configure the Unified Manager server using configuration scripts on the existing node with data.

4. Initiate manual fail over to the second node.

5. Runthe perl ha setup.pl --join -t vcs -f  ‘mount path command on the second node of the
cluster so that the Unified Manager server data points to the shared LUN.

6. If OnCommand Workflow Automation (WFA) is configured for Unified Manager, disable and then
reconfigure the WFA connection.

7. If SnapProtect is configured with Unified Manager, reconfigure SnapProtect with a new cluster IP address
and the existing storage policies.

8. Regenerate the custom reports and add these reports to Unified Manager with the new cluster IP address.
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