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Transitioning of SAN boot LUNs

You must reboot SAN boot LUNs before you transition from Data ONTAP operating in 7-
Mode to clustered Data ONTAP using the 7-Mode Transition Tool (7MTT). You must
perform specific steps to prepare for the cutover phase, and after transition you must
discover your LUNSs.

Related information
Preparing for transition of FC or FCoE SAN boot LUNs on RHEL hosts
Preparing for transition of iSCSI SAN boot LUNs

Discovering SAN boot LUNSs after transition

Types of SAN boot LUNs supported for transition

Only certain types of SAN boot LUNs are supported for transition from Data ONTAP
operating in 7-Mode to clustered Data ONTAP.

The following SAN boot LUNs are supported for transition:

* FC or FCoE SAN boot LUNs
+ iISCSI SAN boot LUNs for Red Hat Enterprise Linux (RHEL) 6

Transition of iISCSI SAN boot LUNs for RHEL 5.x is not supported.

Preparing for transition of FC or FCoE SAN boot LUNs on
RHEL hosts

Before you transition an FC or FCoE SAN boot LUN, you must perform specific steps on
your Red Hat Enterprise Linux (RHEL) host.

You must have the following information from the Inventory Assessment Workbook:

» 7-Mode LUN name on which RHEL 5 or RHEL 6 is installed
» SCSI device name for the transition LUN

* DMMP device name for the transition LUN

* Mount directory

* File system configured on the DMMP device

» UUID number of the /boot partition

* Name of the initridimage
This procedure applies to copy-based transitions and copy-free transitions.

1. Verify that the DMMP device exists in the /dev/imapper directory:



ls /dev/mapper/ DMMP_device name

If you cannot locate the DMMP device, then it might be using an alias or user-friendly name.

N

. ldentify the DMMP devices and Logical Volume Manager (LVM) names on which the RHEL 5 or RHEL 6
operating system /boot and root (/) directories are installed:

df - h

By default, RHEL 5 and RHEL 6 are installed on the root (/) partition on the logical volume. If the root
partition is installed on the logical volume, then no pretransition changes to the configuration are required.

w

. If the /boot partition is installed on the DMMP device, confirm how the /boot partition is referenced to mount
in /etc/fstab at boot time.

N

. If the /boot partition is referenced in /etc/fstab by its DMMP device name, replace the DMMP device
name with the file system UUID name.

5. Make a backup of the /etc/fstab file:

cp /etc/fstab /etc/fstab pre transition file name

(o2}

. Editthe /etc/fstab file to replace the DMMP device name with its respective file system UUID number.

~

. Make a backup of the initrdimage file:
cp /boot/initrd image file nameinitrd image file name.bak

8. For RHEL 5 only:

a. Inthe /etc/mutipath.conf file, identify the SWAP partition device.
In the following example, /dev/VolGroup00/LogVol01 is the SWAP partition device:
/dev/VolGroup00/LogVol0l swap swap defaults 0 0O

b. Create a label for mounting the swap partition:
swapoff swap-partition device

mkswap -L label-for-swapswap-partition-device
swapon swap-partition_device
C. Replace the SWAP partition device name in the /etc/fstab file with THE SWAP label.

The updated line in the /etc/fstab file should be as follows:

LABEL=SwapPartition swap swap defaults 00

9. Re-create the initrd image.

° For RHELS5:
mkinitrd -f/boot/ initrd-"'uname-r'".img 'uname-r' --with multipath



° For RHEL 6:
dracut --force --add multipath --verbose

10. Restart the host to boot from the new initrd image.
Related information

Gathering pretransition information from the Inventory Assessment Workbook

Preparing for transition of iISCSI SAN boot LUNs

Before you transition an iSCSI SAN boot LUN, you must perform specific steps on the
host. Transition of Red Hat Enterprise Linux (RHEL) 5.x is not supported. Transition of
RHEL 6 is supported.

You must have the following information from the Inventory Assessment Workbook:

* Name of the LUN that RHEL 6 is installed on
+ DMMP device name for the transition LUN

* Logical volume (LV) name

* Volume group (VG) name

* Physical volume (PV) devices

* Logical Volume Manager (LVM) names and mount directories on which RHEL 6 /boot and root (/) partitions
are installed

* File system configured on DMMP

* iSCSI sessions for 7-Mode controllers

* Grub information

* IQN number of the storage virtual machine (SVM) where the iSCSI SAN boot LUN will be created
 LIF IP address of the clustered Data ONTAP SVM where the iSCSI SAN boot LUN will be created

This procedure applies to copy-based transitions and copy-free transitions.

Steps
1. Verify that the DMMP device exists in the /dev/mapper directory:

ls /dev/mapper/DMMP device name

If the DMMP device is not displayed, the device might be using an alias or a user-friendly name.
2. Determine whether the DMMP device is part of an LVM:

blkid

If the DMMP device TYPE value is LVM2 member, the DMMP is part of an LVM.

3. Obtain the mount point details of the / and /boot partitions from the /etc/fstab file:

° If the /boot partition is installed on a DMMP device, check how it is referenced to mount in the
/etc/fstab file at boot time.
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° If the /boot partition is mounted using the file system UUID that you obtained using the b1kid
command output, then no pretransition change are required.

4. If the /boot partition is referenced in /etc/fstab file by its DMMP device name, replace the DMMP device
name with the file system UUID name.

5. For iSCSI SAN booted hosts, edit the /boot/grub/grub.conf file to create a new kernel command-line
entry that includes the clustered Data ONTAP controller’'s IQN number and iSCSI session information.

This example shows the /boot/grub/grub. conf file before editing. The kernel command line has the 7-
Mode controller’s IQN number and iSCSI session information.

title Red Hat Enterprise Linux Server (2.6.32-431.el6.x86 64)
root (hd0,0)

kernel /vmlinuz-2.6.32-431.e16.x86 64 ro
root=/dev/mapper/vg ibmx3550m3229-LogVol00 ifname=eth0:5c:£f3:fc:ba:46:d8
rd NO LUKS netroot=iscsi:@10.226.228.241::3260::ign.1992-
08.com.netapp:sn.1574168453 LANG=en US.UTF-8
rd LVM LV=vg ibmx3550m3229/LogVol0l rd LVM LV=vg ibmx3550m3229/LogVol00
rd NO MD netroot=iscsi:@10.226.228.155::3260::ign.1992-
08.com.netapp:sn.1574168453 iscsi initiator= ign.1994-
08.com.redhat:229.167 crashkernel=auto ip=ethO0:dhcp

initrd /initramfs-2.6.32-431.el16.x86 64.img

This example shows the /boot/grub/grub.conf file after adding a new title with the cDOT suffix, and
the new kernel command line with the clustered Data ONTAP controller’s IQN number and iSCSI session
information:

title Red Hat Enterprise Linux Server (2.6.32-431.el6.x86 64) - cDOT
root (hdo0,0)

kernel /vmlinuz-2.6.32-431.e16.x86 64 ro
root=/dev/mapper/vg ibmx3550m3229-LogVol00 ifname=eth0:5c:£f3:fc:ba:46:d8
rd NO LUKS netroot=iscsi:@10.226.228.99::3260:: ::ign.1992-
08.com.netapp:sn.8lc4f5cc4aatclled5blad00a0985d4dbe:vs.15 LANG=en US.UTF-8
rd LVM LV=vg ibmx3550m3229/LogVol0l rd LVM LV=vg ibmx3550m3229/LogVol00
rd NO MD netroot=iscsi:@10.226.228.98::3260:: ::ign.1992-
08.com.netapp:sn.8lc4f5ccd4aabllebblad00a0985d4dbe:vs.15
netroot=iscsi:@10.226.228.97::3260:: ::ign.1992-
08.com.netapp:sn.8lcd4f5ccd4aabllebblad00a0985d4dbe:vs.15
netroot=iscsi:@10.226.228.96::3260:: ::ign.1992-
08.com.netapp:sn.8lc4f5ccdaablle5blad00a0985d4dbe:vs.15 iscsi initiator=
ign.1994-08.com.redhat:229.167 crashkernel=auto ip=ethO:dhcp

initrd /initramfs-2.6.32-431.e16.x86 64.img

6. Back up the existing initramfs file.



# cd /boot
# cp initramfs-2.6.32-71.e16.x86 64.img initramfs-2.6.32-
71.el6.x86 64.img.img bak

7. Update the 7-Mode kernel line in the /boot/grub/grub.conf file with the backup initrd image name.

For RHEL 6.4 and later, verify that the clustered Data ONTAP kernel line is appended with
“rdloaddriver=scsi_dh_alua” in the /boot/grub/grub. conf file.

8. If the /boot/grub/grub.conf file is updated, then update the kernel initial RAM disk (initramfs).

The initramfs file must be re-created so that the new clustered Data ONTAP IQN number and iSCSI
sessions are referenced, and so that the host establishes an iISCSI connection with clustered Data ONTAP
controllers at boot time.

9. Re-create the initrd image by using the dracut -force --add multipath --verbose command.
Related information

Gathering pretransition information from the Inventory Assessment Workbook

Testing SAN boot LUNs on RHEL hosts before the cutover
phase of copy-based transitions

If you are using the 7-Mode Transition Tool (7MTT) 2.2 or later, and Data ONTAP 8.3.2 or
later to perform a copy-based transition your Red Hat Enterprise Linux (RHEL) host, you

can test your transitioned ONTAP SAN boot LUNs before the cutover phase. Your source
host can continue to run 1/O to your source 7-Mode LUNs during testing.

Your new ONTAP LUNs must be mapped to your test host and your LUNs must ready for transition.
You should maintain hardware parity between the test host and the source host.
* For copy-based transitions, you must perform these steps after completing the Storage Cutover operation
in the 7-Mode Transition Tool.
» For copy-free transitions, you must perform these steps after the Import Data and Configuration operation

in the 7-Mode Transition Tool.

Steps
1. For FC and FCoE configurations only:

a. Enter the HBA BIOS settings mode.

b. Choose Rescan to discover the ONTAP SAN boot LUNs on the host.
c. Remove the 7-Mode boot LUN ID.

d. Add the ONTAP boot LUN ID in the HBA BIOS.

e. Exit the HBA BIOS settings mode, and then reboot the host.

2. After the host reboots, change the IP address and host name on the test host.
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3. Verify that your new ONTAP LUNs have been discovered:
sanlun lun show

4. Configure DMMP devices for your ONTAP LUNSs:
multipath -11

5. Perform your testing as needed.
6. Shut down the test host:

shutdown -h -t0 now
7. In the 7-Mode Transition Tool user interface (Ul), click Finish Testing.

If your ONTAP LUNs are to be remapped to your source host, you must prepare your source host for the
cutover phase. If your ONTAP LUNSs are to remain mapped to your test host, no further steps are required on
the test host.

Related information
Gathering pretransition information from the Inventory Assessment Workbook

Preparing for the cutover phase when transitioning SAN boot LUNs

Preparing for the cutover phase when transitioning SAN
boot LUNs

If you are transitioning SAN boot LUNs from Data ONTAP operating in 7-Mode to
clustered Data ONTAP, there are certain prerequisites you must be aware of before
entering the cutover phase.

You must have fabric connectivity and zoning to your clustered Data ONTAP controllers for FC configurations.
For iSCSI configurations, your iSCSI sessions must be discovered and logged in to your clustered Data
ONTAP controllers. You must also shut down your host.

* For copy-based transitions, you should shut down your host before initiating the Storage Cutover operation
in the 7-Mode Transition Tool (7MTT). Copy-free transitions are not supported on HP-UX hosts.

 For copy-free transitions, you should shut down your host before initiating the Export & Halt 7-Mode
operation in the 7MTT.

Discovering SAN boot LUNs after transition

After transition of your SAN boot LUNs from Data ONTAP operating in 7-Mode to
clustered Data ONTAP, you must discover the SAN boot LUNs on your host. This is
necessary for copy-based transitions (CBTs) and copy-free transitions (CFTs). This
applies to FC, FCoE, and iSCSI configurations.

If you are doing a CFT, procedures for vol rehost must be complete. See the 7-Mode Transition Tool Copy-
Free Transition Guide for details.
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. Boot the host.

. For FC and FCoE configurations only:

a. Enter the HBA BIOS settings mode.

b. Choose Rescan to discover the clustered Data ONTAP SAN boot LUNs on the host.
c. Remove the 7-Mode boot LUN ID.

d. Add the clustered Data ONTAP boot LUN ID in the HBA BIOS.

e. Exit the HBA BIOS settings mode, and then reboot the host.

. After the reboot is complete, verify the clustered Data ONTAP LUNs:

sanlun lun show
. Verify the DMMP device:

multipath -11
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