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Learn about your AFX system

Learn about AFX storage systems

The NetApp AFX storage system is based on a next-generation storage architecture that
evolves the ONTAP storage model into a disaggregated high-performance NAS solution.
AFX supports both file and object workloads with advanced technologies and processing
techniques that provide extremely high performance.

Typical application workloads

The NetApp AFX storage system meets the unique demands of NAS and S3 object workloads that require high
performance and independent scale. These applications benefit from an advanced design built on high
concurrency and parallel I/0. AFX is ideal for organizations deploying and managing several different types of
application workloads including:

 Training and iterative model refinement associated with deep learning where continuous high bandwidth
and access to massive datasets is required.

* Processing diverse data types including text, images, and video.
* Real-time inference applications with low latency where strict response time windows are needed.

* Data science and machine learning pipelines that can benefit from self-service data management by data
engineers and data scientists.

System design characteristics

The AFX system has several design characteristics that enable it to operate as a high-performance NAS
platform.

Decouple storage and compute capabilities

Unlike other NetApp ONTAP storage systems, the compute and storage elements of an AFX cluster are
decoupled and joined through a switched network. Disk ownership is no longer tied to specific nodes which
provides several benefits. For example, the compute and storage components of an AFX cluster can be
expanded independently.

Automated storage management

The physical aggregates are no longer available to the AFX storage administrator. Instead, AFX
automatically manages the virtual capacity allocations for the nodes, as well as the RAID group
configuration, when new storage shelves are added to the cluster. This design simplifies administration and
provides an opportunity for nonspecialists to manage their data.

Single storage pool for the cluster

Because the storage nodes and shelves are decoupled with NetApp AFX, all storage capacity for the
cluster is collected in a single pool known as a Storage Availability Zone (SAZ). The disks and shelves in a
SAZ are available to all the storage nodes in an AFX cluster for read and write operations. In addition, all
the cluster nodes can participate in disk rebuilds in the event of a failure. Refer to FAQ for AFX storage
systems for more details.
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High performance
NetApp AFX provides high and sustained bandwidth with ultra-low latency and so is designed for high
performance NAS and object workloads. AFX uses the latest modern hardware as well as storage shelves
capable of handling a high ratio of nodes to disks through its unique architecture. Scaling storage nodes
beyond the typical 1:1 (node:shelf) ratio maximizes the possible performance profile of the disks to their
edge limits. This design provides efficiency and storage density for your most critical applications.

Independent and massive scale
Based on the decoupled storage nodes and shelves, an AFX cluster can be independently and
nondisruptively expanded based on your application needs. You can add storage nodes to get more CPU
and throughput or add shelves to get more storage capacity and disk performance. The NetApp AFX
architecture brings new possibilities for the maximum size of your cluster. For the latest limits for the AFX
cluster based on your ONTAP release, refer to the NetApp Hardware Universe.

Zero copy data mobility
NAS and object clients access volumes at the ONTAP cluster. You can relocate volumes across the nodes
nondisruptively to achieve your capacity and performance balancing goals. With Unified ONTAP, a volume
move is performed using SnapMirror technology which can take time and additional temporary capacity. But
with AFX, a data copy operation is no longer needed within the shared Storage Availability Zone (SAZ).
Instead, only the volume metadata is moved which dramatically improves performance. Refer to FAQ for
AFX storage systems for more details.

Enhanced HA functionality

NetApp AFX offers a number of enhancements for high availability (HA) configuration and processing. AFX
removes the need to directly connect HA partner nodes and instead allows HA pairs to communicate over
the internal cluster network. This design gives administrators the option of deploying HA pairs in separate
racks or rows in a datacenter for added fault tolerance. In addition, the AFX zero copy mobility extends to
HA failover scenarios. When a node fails, its volumes will failover to the HA partner to commit any
remaining writes to disk. Then ONTAP balances the volumes evenly across all surviving nodes in the
cluster. This means you no longer need to consider storage failover performance in the initial design of your
data placement.

Hardware infrastructure

The NetApp AFX storage system delivers a unified hardware and software solution that creates a simplified
experience specific to the needs of high-performance NAS customers.

You should review the FAQ for AFX storage systems for more information about hardware
interoperability and upgrade options.

The following hardware components are used with AFX clusters:

 AFX 1K controllers
*« NX224 shelves
» Cisco Nexus 9332D-GX2B or Nexus 9364D-GX2A switches

Related information

* NetApp Hardware Universe
* NetApp AFX
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Details of the AFX storage system architecture

The AFX architecture is composed of several hardware and software components. These
system components are organized in different categories.

Physical components

When first getting started with AFX, it's helpful to begin with a high-level view of the physical components as
they’re installed in your data center.

Controller nodes

AFX controller nodes run a specialized personality of the ONTAP software designed to support the
requirements of the AFX environment. Clients access the nodes through multiple protocols, including NFS,
SMB, and S3. Each node has a complete view of the storage, which it can access based on the client
requests. The nodes are stateful with non-volatile memory to persist critical state information and include
additional enhancements specific to the target workloads.

Storage shelves and disks

AFX storage shelves use Non-volatile Memory Express over Fabrics (NVMe-oF) to connect high-density
SSDs. The disks communicate over an ultra-low latency fabric using RDMA over Converged Ethernet (RoCE).
The storage shelves, including the I/0O modules, NICs, fans, and power supplies, are fully redundant with no
single point of failure. Self-managed technology is used to administer and control all aspects of the RAID
configuration and disk layout.

Cluster storage switch network

Redundant and high-performance switches connect the AFX controller nodes with the storage shelves.
Advanced protocols are used to optimize performance. The design is based on VLAN tagging with multiple
network paths, as well as tech-refresh configurations, to ensure continuous operation and ease of upgrade.

Client training environment

The client training environment is a lab environment with customer-provided hardware, such as GPU clusters
and Al workstations. It’s typically designed to support model training, inference, and other Al/ML related work.
Clients access AFX using industry standard protocols such as NFS, SMB, and S3.

Client network

This internal network connects the client training environment to the AFX storage cluster. The network is
provided and managed by the customer although NetApp expects to offer field recommendations for
requirements and design.

Logical components

There are several logical components included with AFX. They are implemented in software along with the
physical components of the cluster. The logical components enforce a structure that determines the use and
configuration of the AFX systems.



Common storage pool

The Storage Availability Zone (SAZ) is a common pool of storage for the entire cluster. It's a collection of disks
in the storage shelves that all the controller nodes have read and write access to. The SAZ offers a
provisioning model with no fixed restrictions regarding which storage shelves can be used by the nodes;
volume placement across the nodes is automatically handled by ONTAP. Customers can view free space and
storage usage as properties of the entire AFX cluster.

FlexVolumes, FlexGroups, and buckets

FlexVolumes, FlexGroups, and S3 buckets are the data containers exposed to the AFX administrators based
on the client access protocols. They operate identically to Unified ONTAP. These scalable containers are
designed to abstract away many of the complex internal storage details, such as data placement and capacity
balancing.

Data layout and access

The data layout and access is tuned for seamless access and efficient utilization of the GPUs. This plays a
critical role in eliminating bottlenecks and maintaining consistent performance.

SVMs and multi-tenancy

AFX provides a tenant model that builds on the SVM model available with AFF and FAS systems. The AFX
tenant model is the same as Unified ONTAP but has been streamlined for simplified administration in a NAS
and S3 object environment. For example, configuration options for SAN as well as aggregates and RAID
groups have been removed.

AFX cluster deployment

The following figure illustrates a typical AFX cluster deployment. The AFX cluster includes controller nodes
which are decoupled from the storage shelves and connected through a shared internal network. Outside the
AFX cluster boundary, clients access the cluster through a separate client network.
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Compare AFX storage system to AFF and FAS systems

NetApp AFX systems run a customized personality of ONTAP that differs from the
ONTAP personality (referred to as Unified ONTAP) that runs on AFF and FAS storage.
You should be aware of how AFX systems are similar to and different than FAS and AFF
systems. This provides a valuable perspective and can be helpful when deploying AFX in
your environment.

The AFX documentation includes links to various topics at the Unified ONTAP doc site for

details about features that behave in the same way regardless of the ONTAP personality. The
additional content provides more depth that can be helpful as you administer your AFX storage
system.

Configuration differences

There are a few areas where the AFX configuration differs from AFF and FAS systems.

Advanced Capacity Balancing

The advanced capacity balancing feature, controlled using the —gdd CLI parameter, is enabled by default
for all FlexGroup volumes.



Unsupported or restricted Unified ONTAP capabilities

NetApp AFX is optimized for high-performance NAS and object workloads. Because of this, there are
differences with AFF and FAS storage systems. The following features are not available with the NetApp AFX;
the list is organized by major feature or functional area. You should also review the updates and changes for
AFXin What's new based on your ONTAP release.

Block and SAN

« SAN administration and client access
* LUNs and NVMe namespaces

 Thick provisioning of volumes

Aggregates and physical storage

» MetroCluster

* Physical node-owned aggregates

* RAID management

* NetApp Aggregate Encryption (NAE)
« Aggregate-level deduplication

» SyncMirror (aggregate mirroring)
 FabricPool tiering

* Load-sharing mirrors

Data replication (SnapMirror)

All data replication is supported in both directions between Unified ONTAP and AFX with the
same versioning restrictions described in Compatible ONTAP versions for SnapMirror
relationships (with a few minor exceptions).

* No replication of a volume from an AFF or FAS system that contains a LUN or NVMe namespace

* FlexGroup volumes can only be replicated from AFX to Unified ONTAP version 9.16.1 or later (because of
the need for Advanced Capacity Balancing)

Manageability

« ONTAPI API (ZAPI)

* REST APIs for unsupported features (such as MetroCluster)

» Some initial limitations on REST APlIs for performance statistics
» AIQ Unified Manager support

» Grafana Harvest version 25.08.1 and later

* NetApp Trident version 25.10 and later

Changes to the command line interface

The ONTAP CLI available with AFX generally mirrors the CLI available with AFF and FAS systems. But there
are several differences, including:
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* New AFX commands related to:
o Displaying the capacity of the storage availability zone
o Boot media

* No SAN-related commands

» Aggregate management commands are no longer required

« Aggregate show now displays the entire Storage Availability Zone (SAZ)

Related information

* AFX system characteristics

* Details of the AFX architecture

* FAQ for AFX storage systems

+ Additional AFX cluster administration
+ Additional AFX SVM administration
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