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Network topology

Uniform access

Uniform access networking means hosts are able to access paths on both sites (or failure
domains within the same site).

An important feature of SM-as is the ability to configure the storage systems to know where the hosts are
located. When you map the LUNs to a given host, you can indicate whether or not they are proximal to a given
storage system.

Proximity settings

Proximity refers to a per-cluster configuration that indicates a particular host WWN or iSCSI initiator ID belongs
to a local host. It is a second, optional step for configuring LUN access.

The first step is the usual igroup configuration. Each LUN must be mapped to an igroup that contains the
WWN/iSCSi IDs of the hosts that need access to that LUN. This controls which host has access to a LUN.

The second, optional step is to configure host proximity. This does not control access, it controls priority.

For example, a host at site A might be configured to access a LUN that is protected by SnapMirror active sync,
and since the SAN is extended across sites, paths are available to that LUN using storage on site A or storage
on site B.

Without proximity settings, that host will use both storage systems equally because both storage systems will
advertise active/optimized paths. If the SAN latency and/or bandwidth between sites is limited, this may not be
desireable, and you may wish to ensure that during normal operation each host preferentially uses paths to the
local storage system. This is configured by adding the host WWN/iSCSI ID to the local cluster as a proximal
host. This can be done at the CLI or SystemManager.

AFF

With an AFF system, the paths would appear as shown below when host proximity has been configured.
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In normal operation, all IO is local 0. Reads and writes are serviced from the local storage array. Write 10 will,
of course, also need to be replicated by the local controller to the remote system before being acknowledged,
but all read 10 will be serviced locally and will not incur extra latency by traversing the SAN link between sites.

The only time the nonoptimized paths will be used is when all active/optimized paths are lost. For example, if
the entire array on site A lost power, the hosts at site A would still be able to access paths to the array on site B
and therefore remain operational, although they would be experiencing higher latency.

There are redundant paths through the local cluster that are not shown on these diagrams for the sake of
simplicity. ONTAP storage systems are HA themselves, so a controller failure should not result in site failure. It
should merely result in a change in which local paths are used on the affected site.

ASA

NetApp ASA systems offer active-active multipathing across all paths on a cluster. This also applies to SM-as
configurations.



V)

host2

e e
:::.% A &«w«»“»«»‘».

AIOVNS

34%34%%

O

host1

O

Cluster2
LUNA1
Site B

A/A replication

Cluster1
LUNA1
Site A

access, |0 would be crossing the WAN. This may or may not be desirable.

An ASA configuration with non-uniform access would work largely the same as it would with AFF. With uniform



If the two sites were 100 meters apart with fiber connectivity there should be no detectable additional latency
crossing the WAN, but if the sites were a long distance apart then read performance would suffer on both sites.
In contrast, with AFF those WAN-crossing paths would only be used if there were no local paths available and
day-to-day performance would be better because all IO would be local 0. ASA with nonuniform access
network would be an option to gain the cost and feature benefits of ASA without incurring a cross-site latency
access penalty.

ASA with SM-as in a low-latency configuration offers two interesting benefits. First, it essentially doubles the
performance for any single host because 10 can be serviced by twice as many controllers using twice as many
paths. Second, in a single-site environment it offers extreme availability because an entire storage system
could be lost without interrupting host access.

Nonuniform access

Nonuniform access networking means each host only has access to ports on the local
storage system. The SAN is not extended across sites (or failure domains within the
same site).
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The primary benefit to this approach is SAN simplicity - you remove the need to stretch a SAN over the

network. Some customers don’t have sufficiently low-latency connectivity between sites or lack the



infrastructure to tunnel FC SAN traffic over an intersite network.

The disadvantage to nonuniform access is that certain failure scenarios, including loss of the replication link,
will result some hosts losing access to storage. Applications that run as single instances, such as a non-
clustered database that is inherently only running on a single host at any given mount would fail if local storage
connectivity was lost. The data would still be protected, but the database server would no longer have access.
It would need to be restarted on a remote site, preferably through an automated process. For example,
VMware HA can detect an all-paths-down situation on one server and restart a VM on another server where
paths are available.

In contrast, a clustered application such as Oracle RAC can deliver a service that is simultaneously available at
two different sites. Losing a site doesn’t mean loss of the application service as a whole. Instances are still
available and running at the surviving site.

In many cases, the additional latency overhead of an application accessing storage across a site-to-site link
would be unacceptable. This means that the improved availability of uniform networking is minimal, since loss
of storage on a site would lead to the need to shut down services on that failed site anyway.

There are redundant paths through the local cluster that are not shown on these diagrams for

@ the sake of simplicity. ONTAP storage systems are HA themselves, so a controller failure should
not result in site failure. It should merely result in a change in which local paths are used on the
affected site.
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