Oracle database migration

Enterprise applications

NetApp
April 25, 2024

This PDF was generated from https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-migration-
overview.html on April 25, 2024. Always check docs.netapp.com for the latest.



Table of Contents

Oracle database migration
Migration of Oracle databases to ONTAP storage systems
Oracle database migration planning
Procedures

N a a A

Oracle migration procedure sample scripts 105



Oracle database migration

Migration of Oracle databases to ONTAP storage systems

Leveraging the capabilities of a new storage platform has one unavoidable requirement;
data must be placed on the new storage system. ONTAP makes the migration process
simple, including both ONTAP to ONTAP migrations and upgrades, foreign LUN imports,
and procedures for using the host operating system or Oracle database software directly.

@ This documentation replaces previously published technical report TR-4534: Migration of Oracle
Databases to NetApp Storage Systems

In the case of a new database project, this is not a concern because the database and application
environments are constructed in place. Migration, however, poses special challenges regarding business
disruption, the time required for the completion of migration, needed skill sets, and risk minimization.

Scripts

Sample scripts are provided in this documentation. These scripts provide sample methods of automating
various aspects of migration to reduce the chance of user errors. The scripts can reduce the overall demands
on the IT staff responsible for a migration and they can speed up the overall process. These scripts are all
drawn from actual migration projects performed by NetApp Professional Services and NetApp partners.
Examples of their use are shown throughout this documentation.

Oracle database migration planning

Oracle data migration can occur at one of three levels: the database, the host, or the
storage array.

The differences lie in which component of the overall solution is responsible for moving data: the database, the
host operating system, or the storage system.

The figure below shows an example of the migration levels and the flow of data. In the case of database-level
migration, the data is moved from the original storage system through the host and database layers into the
new environment. Host-level migration is similar, but data does not pass through the application layer and is
instead written to the new location by using host processes. Finally, with storage-level migration, an array such
as a NetApp FAS system is responsible for data movement.
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A database-level migration generally refers to the use of Oracle log shipping through a standby database to
complete a migration at the Oracle layer. Host-level migrations are performed by using the native capability of
the host operating system configuration. This configuration includes file copy operations using commands such
as cp, tar, and Oracle Recovery Manager (RMAN) or using a logical volume manager (LVM) to relocate the
underlying bytes of a file system. Oracle Automatic Storage Management (ASM) is categorized as a host- level
capability because it runs below the level of the database application. ASM takes the place of the usual logical
volume manager on a host. Finally, data can be migrated at the storage- array level, which means beneath the
level of the operating system.

Planning considerations

The best option for migration depends on a combination of factors, including the scale of the environment to be
migrated, the need to avoid downtime, and the overall effort required to perform the migration. Large
databases obviously require more time and effort for migration, but the complexity of such a migration is
minimal. Small databases can be migrated quickly, but, if there are thousands to be migrated, the scale of the
effort can create complications. Finally, the larger the database, the more likely it is to be business-critical,
which gives rise to a need to minimize downtime while preserving a back- out path.

Some of the considerations for planning a migration strategy are discussed here.

Data size

The sizes of the databases to be migrated obviously affect migration planning, although size does not
necessarily affect the cutover time. When a large amount of data must be migrated, the primary consideration
is bandwidth. Copy operations are usually performed with efficient sequential I/O. As a conservative estimate,
assume 50% utilization of the available network bandwidth for copy operations. For example, an 8GB FC port
can transfer about 800MBps in theory. Assuming 50% utilization, a database can be copied at a rate of about
400MBps. Therefore, a 10TB database can be copied in about seven hours at this rate.



Migration over longer distances usually requires a more creative approach, such as the log shipping process
explained in Online datafile move. Long-distance IP networks rarely have bandwidth anywhere close to LAN or
SAN speeds. In one case, NetApp assisted with the long-distance migration of a 220TB database with very
high archive- log generation rates. The chosen approach for data transfer was daily shipment of tapes,
because this method offered the maximum possible bandwidth.

Database count

In many cases, the problem with moving a large amount of data is not the data size, but rather it is the
complexity of the configuration that supports the database. Simply knowing that 50TB of databases must be
migrated is not sufficient information. It could be a single 50TB mission-critical database, a collection of 4, 000
legacy databases, or a mix of production and nonproduction data. In some cases, much of the data consists of
clones of a source database. These clones do not need to be migrated at all because they can be easily
recreated, especially when the new architecture is designed to leverage NetApp FlexClone volumes.

For migration planning, you must understand how many databases are in scope and how they must be
prioritized. As the number of databases increases, the preferred migration option tends to be lower and lower
in the stack. For example, copying a single database might be easily performed with RMAN and a short
outage. This is host-level replication.

If there are 50 databases, it might be easier to avoid setting up a new file system structure to receive an RMAN
copy and instead move the data in place. This process can be done by leveraging host-based LVM migration to
relocate data from old LUNs to new LUNs. Doing so moves responsibility from the database administrator
(DBA) team to the OS team, and, as a result, data is migrated transparently with respect to the database. The
file system configuration is unchanged.

Finally, if 500 databases across 200 servers must be migrated, storage-based options such as the ONTAP
Foreign LUN Import (FLI) capability can be used to perform a direct migration of the LUNSs.

Rearchitecture requirements

Typically, a database file layout must be altered to leverage the features of the new storage array; however,
this is not always the case. For example, the features of EF-Series all-flash arrays are directed primarily at
SAN performance and SAN reliability. In most cases, databases can be migrated to an EF-Series array with no
special considerations for data layout. The only requirements are high IOPS, low latency, and robust reliability.
Although there are best practices relating to such factors as RAID configuration or Dynamic Disk Pools, EF-
Series projects rarely require any significant changes to the overall storage architecture to leverage such
features.

In contrast, migration to ONTAP generally requires more consideration of the database layout to make sure
that the final configuration delivers maximum value. By itself, ONTAP offers many features for a database
environment, even without any specific architecture effort. Most importantly, it delivers the ability to
nondisruptively migrate to new hardware when the current hardware reaches its end of life. Generally
speaking, a migration to ONTAP is the last migration that you would need to perform. Subsequent hardware is
upgraded in place and data is nondisruptively migrated to new media.

With some planning, even more benefits are available. The most important considerations surround the use of
snapshots. Snapshots are the basis for performing near-instantaneous backups, restores, and cloning
operations. As an example of the power of snapshots, the largest known use is with a single database of
996TB running on about 250 LUNs on 6 controllers. This database can be backed up in 2 minutes, restored in
2 minutes, and cloned in 15 minutes. Additional benefits include the ability to move data around the cluster in
response to changes in workload and the application of quality of service (QoS) controls to provide good,
consistent performance in a multidatabase environment.

Technologies such as QoS controls, data relocation, snapshots, and cloning work in nearly any configuration.



However, some thought is generally required to maximize benefits. In some cases, database storage layouts
can require design changes to maximize the investment in the new storage array. Such design changes can
affect the migration strategy because host-based or storage-based migrations replicate the original data layout.
Additional steps might be required to complete the migration and deliver a data layout optimized for ONTAP.
The procedures shown in Oracle migration procedures overview and later demonstrate some of the methods to
not just migrate a database, but to migrate it into the optimal final layout with minimal effort.

Cutover time

The maximum allowable service outage during cutover should be determined. It is a common mistake to
assume that the entire migration process causes disruption. Many tasks can be completed before any service
interruption begins, and many options enable the completion of migration without disruption or outage. Even
when disruption is unavoidable, you must still define the maximum allowable service outage because the
duration of the cutover time varies from procedure to procedure.

For example, copying a 10TB database typically requires approximately seven hours to complete. If business
needs allow a seven- hour outage, file copying is an easy and safe option for migration. If five hours is
unacceptable, a simple log- shipping process (see Oracle log shipping) can be set up with minimal effort to
reduce the cutover time to approximately 15 minutes. During this time, a database administrator can complete
the process. If 15 minutes is unacceptable, the final cutover process can be automated through scripting to
reduce the cutover time to just a few minutes. You can always speed up a migration, but doing so comes at the
cost of time and effort. The cutover time targets should be based on what is acceptable to the business.

Back-out path

No migration is completely risk free. Even if technology operates perfectly, there is always a possibility of user
error. The risk associated with a chosen migration path must be considered alongside the consequences of a
failed migration. For example, the transparent online storage migration capability of Oracle ASM is one of its
key features, and this method is one of the most reliable known. However, data is being irreversibly copied with
this method. In the highly unlikely event that a problem occurs with ASM, there is no easy back- out path. The
only option is to either restore the original environment or use ASM to reverse the migration back to the original
LUNSs. The risk can be minimized, but not eliminated, by performing a snapshot-type backup on the original
storage system, assuming the system is capable of performing such an operation.

Rehearsal

Some migration procedures must be fully verified before execution. A need for migration and rehearsal of the
cutover process is a common request with mission-critical databases for which migration must be successful
and downtime must be minimized. In addition, user- acceptance tests are frequently included as part of the

postmigration work, and the overall system can be returned to production only after these tests are complete.

If there is a need for rehearsal, several ONTAP capabilities can make the process much easier. In particular,

snapshots can reset a test environment and quickly create multiple space-efficient copies of a database
environment.

Procedures

Oracle migration procedures overview

Many procedures are available for Oracle migration database. The right one depends on
your business needs.

In many cases, system administrators and DBAs have their own preferred methods of relocating physical



volume data, mirroring and demirroring, or leveraging Oracle RMAN to copy data.

These procedures are provided primarily as guidance for IT staff less familiar with some of the available
options. In addition, the procedures illustrate the tasks, time requirements, and skillset demands for each
migration approach. This allows other parties such as NetApp and partner professional services or IT
management to more fully appreciate the requirements for each procedure.

There is no single best practice for creating a migration strategy. Creating a plan requires first understanding
the availability options and then selecting the method that best suits the needs of the business. The figure
below illustrates the basic considerations and typical conclusions made by customers, but it is not universally
applicable to all situations.

For example, one step raises the issue of the total database size. The next step depends on whether the
database is more or less than 1TB. The recommended steps are just that—recommendations based on typical
customer practices. Most customers would not use DataGuard to copy a small database, but some might. Most
customers would not attempt to copy a 50TB database because of the time required, but some might have a
sufficiently large maintenance window to permit such an operation.

You can find a flowchart of the types of considerations on which migration path is best here.

Online datafile move

Oracle 12cR1 and higher include the ability to move a datafile while the database remains online. It
furthermore works between different filesystem types. For example, a datafile can be relocated from an xfs
filesystem to ASM. This method is not generally used at scale because of the number of individual datafile
move operations that would be required, but it is an option worth considering with smaller databases with fewer
datafiles.

In addition, simply moving a datafile is a good option for migrating parts of existing databases. For example,
less-active datafiles could be relocated to more cost-efficient storage, such as a FabricPool volume which can
store idle blocks in Object Store.

Database-level migration

Migration at the database level means allowing the database to relocate data. Specifically, this means log
shipping. Technologies such as RMAN and ASM are Oracle products, but, for the purposes of migration, they
operate at the host level where they copy files and manage volumes.

Log shipping

The foundation for database- level migration is the Oracle archive log, which contains a log of changes to the
database. Most of the time, an archive log is part of a backup and recovery strategy. The recovery process
begins with the restoration of a database and then the replaying of one or more archive logs to bring the
database to the desired state. This same basic technology can be used to perform a migration with little to no
interruption of operations. More importantly, this technology enables migration while leaving the original
database untouched, preserving a back- out path.

The migration process begins with restoration of a database backup to a secondary server. You can do so in a
variety of ways, but most customers use their normal backup application to restore the data files. After the data
files are restored, users establish a method for log shipping. The goal is to create a constant feed of archive
logs generated by the primary database and replay them on the restored database to keep them both close to
the same state. When the cutover time arrives, the source database is completely shut down and the final
archive logs, and in some cases the redo logs, are copied over and replayed. It is critical that the redo logs are
also considered because they might contain some of the final transactions committed.
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After these logs have been transferred and replayed, both databases are consistent with one another. At this
point, most customers perform some basic testing. If any errors are made during the migration process, then
the log replay should report errors and fail. It is still advisable to perform some quick tests based on known
queries or application-driven activities to verify that the configuration is optimal. It is also a common practice to
create one final test table before shutting down the original database to verify whether it is present in the
migrated database. This step makes sure that no errors were made during the final log synchronization.

A simple log- shipping migration can be configured out of band with respect to the original database, which
makes it particularly useful for mission-critical databases. No configuration changes are required for the source
database, and the restoration and initial configuration of the migration environment have no effect on
production operations. After log shipping is configured, it places some 1/0O demands on the production servers.
However, log shipping consists of simple sequential reads of the archive logs, which is unlikely to have any
effect on production database performance.

Log shipping has proven to be particularly useful for long-distance, high- change-rate migration projects. In one
instance, a single 220TB database was migrated to a new location approximately 500 miles away. The change
rate was extremely high and security restrictions prevented the use of a network connection. Log shipping was
performed by using tape and courier. A copy of the source database was initially restored by using procedures

outlined below. The logs were then shipped on a weekly basis by courier until the time of cutover when the final
set of tapes was delivered and the logs were applied to the replica database.

Oracle DataGuard

In some cases, a complete DataGuard environment is warranted. It is incorrect to use the term DataGuard to
refer to any log shipping or standby database configuration. Oracle DataGuard is a comprehensive framework
for managing database replication, but it is not a replication technology. The primary benefit of a complete
DataGuard environment in a migration effort is the transparent switchover from one database to another.
DataGuard also enables a transparent switchover back to the original database if a problem is discovered,
such as a performance or network connectivity issue with the new environment. A fully configured DataGuard
environment requires configuration of not only the database layer but also applications so that applications are
able to detect a change in the primary database location. In general, it is not necessary to use DataGuard to
complete a migration, but some customers have extensive DataGuard expertise in-house and already rely on it
for migration work.

Rearchitecture

As discussed before, leveraging the advanced features of storage arrays sometimes requires changing the
database layout. Furthermore, a change in storage protocol such as moving from ASM to an NFS file system
necessarily alters the file system layout.

One of the principal advantages of log shipping methods, including DataGuard, is that the replication
destination does not have to match the source. There are no issues with using a log-shipping approach to
migrate from ASM to a regular file system or vice versa. The precise layout of data files can be changed at the
destination to optimize the use of Pluggable Database (PDB) technology or to set QoS controls selectively on
certain files. In other words, a migration process based on log shipping allows you to optimize the database
storage layout easily and safely.

Server resources

One limitation to database-level migration is the need for a second server. There are two ways this second
server can be used:
1. You can use the second server as a permanent new home for the database.

2. You can use the second server as a temporary staging server. After data migration to the new storage
array is complete and tested, the LUN or NFS file systems are disconnected from the staging server and



reconnected to the original server.

The first option is the easiest, but using it might not be feasible in very large environments requiring very
powerful servers. The second option requires extra work to relocate the file systems back to the original
location. This can be a simple operation in which NFS is used as the storage protocol because the file systems
can be unmounted from the staging server and remounted on the original server.

Block-based file systems require extra work to update FC zoning or iSCSI initiators. With most logical volume
managers (including ASM), the LUNs are automatically detected and brought online after they are made
available on the original server. However, some file system and LVM implementations might require more work
to export and import the data. The precise procedure might vary, but it is generally easy to establish a simple,
repeatable procedure to complete the migration and rehome the data on the original server.

Although it is possible to set up log shipping and replicate a database within a single server environment, the
new instance must have a different process SID to replay the logs. It is possible to temporarily bring up the

database under a different set of process IDs with a different SID and change it later. However, doing so can
lead to a lot of complicated management activities, and it puts the database environment at risk of user error.

Host-level migration

Migrating data at the host level means using the host operating system and associated utilities to complete the
migration. This process includes any utility that copies data, including Oracle RMAN and Oracle ASM.

Data copying

The value of a simple copy operation should not be underestimated. Modern network infrastructures can move
data at rates measured in gigabytes per second, and file copy operations are based on efficient sequential
read and write I/O. More disruption is unavoidable with a host copy operation when compared to log shipping,
but a migration is more than just the data movement. It generally includes changes to networking, the database
restart time, and postmigration testing.

The actual time required to copy data might not be significant. Furthermore, a copy operation preserves a
guaranteed back- out path because the original data remains untouched. If any problems are encountered
during the migration process, the original file systems with the original data can be reactivated.

Replatforming

Replatforming refers to a change in the CPU type. When a database is migrated from a traditional Solaris, AlX,
or HP-UX platform to x86 Linux, the data must be reformatted because of changes in the CPU architecture.
SPARC, 1A64, and POWER CPUs are known as big endian processors, while the x86 and x86_64
architectures are known as little endian. As a result, some data within Oracle data files is ordered differently
depending on the processor in use.

Traditionally, customers have used DataPump to replicate data across platforms. DataPump is a utility that
creates a special type of logical data export that can be more rapidly imported at the destination database.
Because it creates a logical copy of the data, DataPump leaves the dependencies of processor endianness
behind. DataPump is still used by some customers for replatforming, but a faster option has become available
with Oracle 11g: cross-platform transportable tablespaces. This advance allows a tablespace to be converted
to a different endian format in place. This is a physical transformation that offers better performance than a
DataPump export, which must convert physical bytes to logical data and then convert back to physical bytes.

A complete discussion of DataPump and transportable tablespaces is beyond the scope NetApp
documentation, but NetApp has some recommendations based on our experience assisting customers during
migration to a new storage array log with a new CPU architecture:



« If DataPump is being used, the time required to complete the migration should be measured in a test
environment. Customers are sometimes surprised at the time required to complete the migration. This
unexpected additional downtime can cause disruption.

* Many customers mistakenly believe that cross-platform transportable tablespaces do not require data
conversion. When a CPU with a different endian is used, an RMAN convert operation must be performed
on the data files beforehand. This is not an instantaneous operation. In some cases, the conversion
process can be sped up by having multiple threads operating on different data files, but the conversion
process cannot be avoided.

Logical volume manager-driven migration

LVMs work by taking a group of one or more LUNs and breaking them into small units generally referred to as
extents. The pool of extents is then used as a source to create logical volumes that are essentially virtualized.
This virtualization layer delivers value in various ways:

* Logical volumes can use extents drawn from multiple LUNs. When a file system is created on a logical
volume, it can use the full performance capabilities of all LUNSs. It also promotes the even loading of all
LUNSs in the volume group, delivering more predictable performance.

* Logical volumes can be resized by adding and, in some cases, removing extents. Resizing a file system on
a logical volume is generally nondisruptive.

* Logical volumes can be nondisruptively migrated by moving the underlying extents.

Migration using an LVM works in one of two ways: moving an extent or mirroring/demirroring an extent. LVM
migration uses efficient large-block sequential I/O and only rarely creates any performance concerns. If this
does become an issue, there are usually options for throttling the 1/O rate. Doing so increases the time
required to complete the migration and yet reduces the 1/0 burden on the host and storage systems.

Mirror and demirror

Some volume managers, such as AIX LVM, allow the user to specify the number of copies for each extent and
to control which devices host each copy. Migration is accomplished by taking an existing logical volume,
mirroring the underlying extents to the new volumes, waiting for the copies to synchronize, and then dropping
the old copy. If a back- out path is desired, a snapshot of the original data can be created before the point at
which the mirror copy is dropped. Alternatively, the server can be shut down briefly to mask original LUNs
before forcibly deleting the contained mirror copies. Doing so preserves a recoverable copy of the data in its
original location.

Extent migration

Almost all volume managers allow extents to be migrated, and sometimes multiple options exist. For example,
some volume managers allow an administrator to relocate the individual extents for a specific logical volume
from old to new storage. Volume managers such as Linux LVM2 offer the pvmove command, which relocates
all extents on the specified LUN device to a new LUN. After the old LUN is evacuated, it can be removed.

@ The primary risk to operations is the removal of old, unused LUNs from the configuration. Great
care must be taken when changing FC zoning and removing stale LUN devices.

Oracle Automatic Storage Management

Oracle ASM is a combined logical volume manager and file system. At a high level, Oracle ASM takes a
collection of LUNs, breaks them into small units of allocation, and presents them as a single volume known as
an ASM disk group. ASM also includes the ability to mirror the disk group by setting the redundancy level. A
volume can be unmirrored (external redundancy), mirrored (normal redundancy), or three-way mirrored (high



redundancy). Care must be taken when configuring the redundancy level because it cannot be changed after
creation.

ASM also provides file system functionality. Although the file system is not visible directly from the host, the
Oracle database can create, move, and delete files and directories on an ASM disk group. Also, the structure
can be navigated by using the asmcmd utility.

As with other LVM implementations, Oracle ASM optimizes 1/O performance by striping and load-balancing the
I/0O of each file across all available LUNs. Second, the underlying extents can be relocated to enable both
resizing of the ASM disk group as well as migration. Oracle ASM automates the process through the
rebalancing operation. New LUNs are added to an ASM disk group and old LUNs are dropped, which triggers
extent relocation and subsequent drop of the evacuated LUN from the disk group. This process is one of the
most proven methods of migration, and the reliability of ASM at delivering transparent migration is possibly its
most important feature.

@ Because the mirroring level of Oracle ASM is fixed, it cannot be used with the mirror and
demirror method of migration.

Storage-level migration

Storage-level migration means performing the migration below both the application and operating system level.
In the past, this sometimes meant using specialized devices that would copy LUNs at the network level, but
these capabilities are now found natively in ONTAP.

SnapMirror

Migration of databases from between NetApp systems is almost universally performed with the NetApp
SnapMirror data replication software. The process involves setting up a mirror relationship for the volumes to
be migrated, allowing them to synchronize, and then waiting for the cutover window. When it arrives, the
source database is shut down, one final mirror update is performed, and the mirror is broken. The replica
volumes are then ready for use, either by mounting a contained NFS file system directory or by discovering the
contained LUNs and starting the database.

Relocating volumes within a single ONTAP cluster is not considered migration, but rather a routine volume
move operation. SnapMirror is used as the data replication engine within the cluster. This process is fully
automated. There are no additional migration steps to be performed when attributes of the volume, such as
LUN mapping or the NFS export permissions, are moved with the volume itself. The relocation is nondisruptive
to host operations. In some cases, network access must be updated to make sure that the newly relocated
data is accessed in the most efficient way possible, but these tasks are also nondisruptive.

Foreign LUN Import (FLI)

FLI is a feature that allows a Data ONTAP system running 8.3 or higher to migrate an existing LUN from
another storage array. The procedure is simple: The ONTAP system is zoned to the existing storage array as if
it was any other SAN host. Data ONTAP then takes control of the desired legacy LUNs and migrates the
underlying data. In addition, the import process uses the efficiency settings of the new volume as data is
migrated, meaning that data can be compressed and deduplicated inline during the migration process.

The first implementation of FLI in Data ONTAP 8.3 permitted only offline migration. This was an extremely fast
transfer, but it still meant that the LUN data was unavailable until the migration was complete. Online migration
was introduced in Data ONTAP 8.3.1. This kind of migration minimizes disruption by allowing ONTAP to serve
LUN data during the transfer process. There is a brief disruption while the host is rezoned to use the LUNs
through ONTAP. However, as soon as those changes are made, the data is once again accessible and remains
accessible throughout the migration process.



Read I/O is proxied through ONTAP until the copy operation is complete, while write I/O is synchronously
written to both the foreign and ONTAP LUN. The two LUN copies are kept in sync in this manner until the
administrator executes a complete cutover that releases the foreign LUN and no longer replicates writes.

FLI is designed to work with FC, but if there is a desire to change to iSCSI, then the migrated LUN can easily
be remapped as an iSCSI LUN after migration is completed.

Among the features of FLI is automatic alignment detection and adjustment. In this context, the term alignment
refers to a partition on a LUN device. Optimum performance requires that 1/0 be aligned to 4K blocks. If a
partition is placed at an offset that is not a multiple of 4K, performance suffers.

There is a second aspect of alignment that cannot be corrected by adjusting a partition offset—the file system
block size. For example, a ZFS file system generally defaults to an internal block size of 512 bytes. Other
customers using AIX have occasionally created jfs2 file systems with a 512- or 1, 024- byte block size.
Although the file system might be aligned to a 4K boundary, the files created within that file system are not and
performance suffers.

FLI should not be used in these circumstances. Although the data is accessible after migration, the result is file
systems with serious performance limitations. As a general principle, any file system supporting a random
overwrite workload on ONTAP should use a 4K block size. This is primarily applicable to workloads such as
database data files and VDI deployments. The block size can be identified using the relevant host operating
system commands.

For example, on AlX, the block size can be viewed with 1sfs -qg. With Linux, xfs_info and tune2fs can
be used for xfs and ext3/ext4, respectively. With zfs, the command is zdb -C.

The parameter that controls the block size is ashift and generally defaults to a value of 9, which means 29,
or 512 bytes. For optimum performance, the ashift value must be 12 (2212=4K). This value is set at the time
the zpool is created and cannot be changed, which means that data zpools with an ashi ft other than 12
should be migrated by copying data to a newly created zpool.

Oracle ASM does not have a fundamental block size. The only requirement is that the partition on which the
ASM disk is built must be properly aligned.

7-Mode Transition Tool

The 7-Mode Transition Tool (7MTT) is an automation utility used to migrate large 7- Mode configurations to
ONTAP. Most database customers find other methods easier, in part because they usually migrate their
environments database by database rather than relocating the entire storage footprint. Additionally, databases
are frequently only a part of a larger storage environment. Therefore, databases are often migrated individually,
and then the remaining environment can be moved with 7MTT.

There is a small but significant number of customers who have storage systems that are dedicated to
complicated database environments. These environments might contain many volumes, snapshots, and
numerous configuration details such as export permissions, LUN initiator groups, user permissions, and
Lightweight Directory Access Protocol configuration. In such cases, the automation abilities of 7MTT can
simplify a migration.

7MTT can operate in one of two modes:

» Copy- based transition (CBT). 7MTT with CBT sets up SnapMirror volumes from an existing 7- Mode
system in the new environment. After the data is in sync, 7MTT orchestrates the cutover process.

* Copy- free transition (CFT). 7MTT with CFT is based on the in-place conversion of existing 7- Mode disk
shelves. No data is copied, and the existing disk shelves can be reused. The existing data protection and
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storage efficiency configuration is preserved.

The primary difference between these two options is that copy-free transition is a big- bang approach in which
all disk shelves attached to the original 7- Mode HA pair must be relocated to the new environment. There is
no option to move a subset of shelves. The copy-based approach allows selected volumes to be moved. There
is also potentially a longer cutover window with copy-free transition because of the tie required to recable disk
shelves and convert metadata. Based on field experience, NetApp recommends allowing 1 hour for relocating
and recabling disk shelves and between 15 minutes and 2 hours for metadata conversion.

Oracle datafile migration
Individual Oracle datafiles can be moved with a single command.

For example, the following command moves the datafile IOPST.dbf from filesystem /oradata?2 to filesystem
/oradata3.

SQL> alter database move datafile '/oradata2/NTAP/IOPS002.dbf' to
'/oradata3/NTAP/IOPS002.dbf"';
Database altered.

Moving a datafile with this method can be slow, but it normally should not produce enough I/O that it interferes
with the day-to-day database workloads. In contrast, migration via ASM rebalancing can run much faster but at
the expense of slowing down the overall database while the data is being moved.

The time required to move datafiles can easily be measured by creating a test datafile and then moving it. The
elapsed time for the operation is recorded in the v§session data:

SQL> set linesize 300;
SQL> select elapsed seconds||':'||message from V$session_longops;
ELAPSED_SECONDSI|':'||MESSAGE

351:0nline data file move: data file 8: 22548578304 out of 22548578304
bytes done
SQL> select bytes / 1024 / 1024 /1024 as GB from dba data files where
FILE ID = 8;

GB

In this example, the file that was moved was datafile 8, which was 21GB in size and required about 6 minutes
to migrate. The time required obviously depends on the capabilities of the storage system, the storage
network, and the overall database activity occurring at the time of migration.

Oracle database migration via log shipping

The goal of a migration using log shipping is to create a copy of the original data files at a
new location and then establish a method of shipping changes into the new environment.

11



Once established, log shipment and replay can be automated to keep the replica database largely in sync with
the source. For example, a cron job can be scheduled to (a) copy the most recent logs to the new location and
(b) replay them every 15 minutes. Doing so provides minimal disruption at the time of cutover because no
more than 15 minutes of archive logs must be replayed.

The procedure shown below is also essentially a database clone operation. The logic shown is similar to the
engine within NetApp SnapManager for Oracle (SMO) and the NetApp SnapCenter Oracle Plug- in. Some
customers have used the procedure shown within scripts or WFA workflows for custom cloning operations.
Although this procedure is more manual than using either SMO or SnapCenter, it is still readily scripted and the
data management APIs within ONTAP further simplify the process.

Log shipping - file system to file system

This example demonstrates the migration of a database called WAFFLE from an ordinary file system to
another ordinary file system located on a different server. It also illustrates the use of SnapMirror to make a
rapid copy of data files, but this is not an integral part of the overall procedure.

Create database backup

The first step is to create a database backup. Specifically, this procedure requires a set of data files that can be
used for archive log replay.

Environment

In this example, the source database is on an ONTAP system. The simplest method to create a backup of a
database is by using a snapshot. The database is placed in hot backup mode for a few seconds while a
snapshot create operation is executed on the volume hosting the data files.

SQL> alter database begin backup;
Database altered.

ClusterOl::*> snapshot create -vserver vserverl -volume jfscl oradata
hotbackup
ClusterOl::*>

SQL> alter database end backup;
Database altered.

The result is a snapshot on disk called hotbackup that contains an image of the data files while in hot backup
mode. When combined with the appropriate archive logs to make the data files consistent, the data in this
snapshot can be used as the basis of a restore or a clone. In this case, it is replicated to the new server.

Restore to new environment

The backup must now be restored in the new environment. This can be done in a number of ways, including
Oracle RMAN, restor