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Storage configuration

NFS
The MySQL documentation recommends that you use NFSv4 for NAS deployments.

ONTAP NFS transfer sizes

By default, ONTAP will limit NFS IO sizes to 64K. Random 10 with an MySQL database uses a much smaller
block size which is well below the 64K maximum. Large-block IO is usually parallelized, so the 64K maximum
is also not a limitation.

There are some workloads where the 64K maximum does create a limitation. In particular, single-threaded
operations such as full table scan backup operations will run faster and more efficiently if the database can
perform fewer but larger 10’s. The optimum 10 handling size for ONTAP with database workloads is 256K. The
NFS mount options listed for specific operating systems below have been updated from 64K to 256K
accordingly.

The maximum transfer size for a given ONTAP SVM can be changed as follows:

Cluster0l::> set advanced

Warning: These advanced commands are potentially dangerous; use them only
when directed to do so by NetApp personnel.

Do you want to continue? {yln}: vy

Cluster0l::*> nfs server modify -vserver vserverl -tcp-max-xfer-size
262144

Never decrease the maximum allowable transfer size on ONTAP below the value of rsize/wsize
of currently mounted NFS filesystems. This can create hangs or even data corruption with some

@ operating systems. For example, if NFS clients are currently set at a rsize/wsize of 65536, then
the ONTAP maximum transfer size could be adjusted between 65536 and 1048576 with no
effect because the clients themselves are limited. Reducing the maximum transfer size below
65536 can damage availability or data.

NetApp recommends

Setting the following NFSv4 fstab (/etc/fstab) setting:

nfs4d rw,
hard,nointr,bg,vers=4,proto=tcp,noatime, rsize=262144,wsize=262144

A common issue with NFSv3 was the locked InnoDB log files after a power outage. Using time
(D or switching log files solved this issue. However, NFSv4 has locking operations and keeps track
of open files and delegations.



SAN

There are two options to configure MySQL with SAN using the usual two-volume model.

Smaller databases can be placed on a pair of standard LUNs as long as the 1/0 and capacity demands are
within the limits of a single LUN file system. For example, a database that requires approximately 2K random
IOPS can be hosted on a single file system on a single LUN. Likewise, a database that is only 100GB in size
would fit on a single LUN without creating a management problem.

Larger databases require multiple LUNs. For example, a database that requires 100K IOPS would most likely
need at least eight LUNs. A single LUN would become a bottleneck because of the inadequate number of
SCSI channels to drives. A 10TB database would similarly be difficult to manage on a single 10TB LUN.
Logical volume managers are designed to bond the performance and capacity capabilities of multiple LUNs
together to improve performance and manageability.

In both cases, a pair of ONTAP volumes should be sufficient. With a simple configuration, the data file LUN
would be placed in a dedicated volume, as would the log LUN. With a logical volume manager configuration, all
the LUNSs in the data file volume group would be in a dedicated volume, and the LUNs of the log volume group
would be in a second dedicated volume.

NetApp recommends using two file systems for MySQL deployments on SAN:

* The first file system stores all MySQL data including tablespace, data, and index.

* The second file system stores all logs (binary logs, slow logs, and transaction logs).
There are multiple reasons for separating data in this manner, including:
* The I/O patterns of data files and log files differ. Separating them would allow more options

with QoS controls.

» Optimal use of Snapshot technology requires the ability to independently restore the data
files. Commingling data files with log files interferes with data file restoration.

* NetApp SnapMirror technology can be used to provide a simple, low-RPO disaster recovery
capability for a database; however, it requires different replication schedules for the data
files and logs.

@ Use this basic two-volume layout to future-proof the solution so that all ONTAP features can be
used if needed.



NetApp recommends formatting your drive with the ext4 file system because of the following
features:

» Extended approach to block management features used in the journaling file system (JFS)
and delayed allocation features of the extended file system (XFS).

» Ext4 permits file systems of up to 1 exbibyte (260 bytes) and files of up to 16 tebibytes (16 *
2740 bytes). In contrast, the ext3 file system supports only a maximum file system size of
16TB and a maximum file size of 2TB.

* In ext4 file systems, multiblock allocation (mballoc) allocates multiple blocks for a file in a
single operation, instead of allocating them one by one, as in ext3. This configuration
reduces the overhead of calling the block allocator several times, and it optimizes the
allocation of memory.

 Although XFS is the default for many Linux distributions, it manages metadata differently
and is not suitable for some MySQL configurations.

NetApp recommends using 4k block size options with the mkfs utility to align with existing

block LUN size.

mkfs.ext4d -b 4096

NetApp LUNSs store data in 4KB physical blocks, which yields eight 512-byte logical blocks.

If you do not set up the same block size, I/0O will not be aligned with physical blocks correctly and could write in
two different drives in a RAID group, resulting in latency.

It is important that you align I/O for smooth read/write operations. However, when the 1/O begins
at a logical block that is not at the start of a physical block, the I/O is misaligned. I/O operations
are aligned only when they begin at a logical block—the first logical block in a physical block.
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