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volume efficiency commands

volume efficiency check
Scrub efficiency metadata of a volume

Availability: This command is available to cluster and Vserver administrators at the advanced privilege level.

Description

This command verifies and updates the fingerprint database for the specified volume. This command is not
supported on FlexGroups or Infinite Volumes that are managed by storage services.

Parameters

-vserver <vserver name> - Vserver Name (privilege: advanced)
Specifies the Vserver on which the volume is located.

{ -volume <volume name> - Volume Name (privilege: advanced)
Specifies the volume on which the verify operation needs to be started.

| -path </vol/wvolume> - Volume Path (privilege: advanced) }
Specifies the volume path on which the verify operation needs to be started.

[-d, -delete-checkpoint {true|false}] - Delete Checkpoint (privilege: advanced)
Deletes existing checkpoint.

Examples

The following example runs volume efficiency check with delete checkpoint option turned on.

clusterl::> volume efficiency check -vserver vsl -volume voll -delete
-checkpoint true

volume efficiency modify
Modify the efficiency configuration of a volume
Availability: This command is available to cluster and Vserver administrators at the admin privilege level.

Description

This command is used to set or modify the schedule, policy and various other efficiency configuration options
on a volume.



Parameters

-vserver <vserver name> - Vserver Name

This specifies the Vserver on which the volume is located.

{ -volume <volume name> - Volume Name
This specifies the volume on which efficiency options need to be modified.

| -path </vol/wvolume> - Volume Path }
This specifies the volume path on which efficiency options need to be modified.

{ [-schedule <text>] - Schedule
This option is used to set and modify the schedule.

schedule is [day_list][@hour_list] or [hour_list][@day _list] or - or auto or manual

The day_list specifies the days of the week that an efficiency operation should run. It is a list of the first
three letters of the day (sun, mon, tue, wed, thu, fri, sat), separated by a comma. Day ranges such as mon-
fri can also be used. The default day_list is sun-sat. The names are not case sensitive.

The hour_list specifies the hours of each scheduled day that an efficiency operation should run. The
hour_list is from 0 to 23, separated by a comma. Hour ranges such as 8-17 are allowed. Step values can be
used in conjunction with ranges (For example, 0-23/2 means every two hours in a day). The default
hour_list is 0, i.e. at midnight of each scheduled day.

When efficiency is enabled on a volume for the first time, an initial schedule is assigned to the volume. This
initial schedule is sun-sat@0, which means run once every day at midnight.

If "-" is specified, no schedule is set on the volume. The auto schedule string triggers an efficiency operation
depending on the amount of new data written to the volume. The manual schedule string prevents SIS from
automatically triggering any operations and disables change-logging. This schedule string can only be used
on SnapVault destination volumes. The use of this schedule is mainly desirable when inline compression is

enabled on a SnapVault destination volume and background processing is not necessary.

Note that schedule and policy are mutually exclusive options.

| [-policy <text>] - Efficiency Policy Name }

This option is used to set an efficiency policy. The policy cannot be changed to the predefined inline-
only policy when there is an active background operation on the volume.

Note that schedule and policy are mutually exclusive options.

[-compression-type {none|secondary|adaptive}] - Compression Type (privilege: advanced)

This option is used to specify the size of compression group on the volume. The default value is determined
based on the platform.

[-compression {true|false}] - Compression
This option is used to enable and disable compression. The default value is false.

[-inline-compression {true|false}] -Inline Compression

This option is used to enable and disable inline compression. Inline compression can be enabled only if
compression is enabled. The default value is false.



You can use the inline-only predefined efficiency policy to run inline compression without the need of
any background efficiency operations.

[-inline-dedupe {true|false}] -Inline Dedupe
This option is used to enable and disable inline deduplication. The default value is false.

You can use the inline-only predefined efficiency policy to run inline deduplication without the need of
any background efficiency operations.

[-data-compaction {true|false}] - Data Compaction
This option is used to enable and disable data compaction. The default value is false.

[-cross-volume-inline-dedupe {true|false}] - Cross Volume Inline Deduplication
This option is used to enable and disable cross volume inline deduplication. The default value is false.

[-cross-volume-background-dedupe {true|false}] - Cross Volume Background Deduplication

This option is used to enable and disable cross volume background deduplication. The default value is
false.

Examples

The following examples modify efficiency options on a volume.

clusterl::> volume efficiency modify -vserver vsl -volume voll -schedule

sun-sat@12

clusterl::> volume efficiency modify -vserver vsl -volume voll -policy
policyl

clusterl::> volume efficiency modify -vserver vsl -volume voll
-compression true -inline-compression true -inline-dedupe true -data
-compaction true -cross-volume-inline-dedupe true -cross-volume-background

—-dedupe true

volume efficiency off
Disables efficiency on a volume

Availability: This command is available to cluster and Vserver administrators at the admin privilege level.

Description

The volume efficiency off command disables efficiency on a volume.



Parameters

-vserver <vserver name> - Vserver Name

Specifies the Vserver on which the volume is located.

{ -volume <volume name> - Volume Name
Specifies the name of the volume on which efficiency needs to be disabled.

| -path </vol/wvolume> - Volume Path }
Specifies the volume path on which efficiency needs to be disabled.

Examples

The following examples disable efficiency on a volume:

clusterl::> volume efficiency off -vserver vsl -volume voll

clusterl::> volume efficiency off -vserver vsl -path /vol/voll

volume efficiency on
Enable efficiency on a volume

Availability: This command is available to cluster and Vserver administrators at the admin privilege level.

Description

The volume efficiency on command enables efficiency on a volume. The specified volume must be
online. Efficiency operations will be started periodically according to a per volume schedule or policy. The
volume efficiency modify command can be used to modify schedule and the volume efficiency policy modify
command can be used to modify policy. You can also manually start an efficiency operation with the volume
efficiency start command.

Parameters

-vserver <vserver name> - Vserver Name

This specifies the Vserver on which the volume is located.

{-volume <volume name> - Volume Name

This specifies the name of the volume on which efficiency needs to be enabled.

| -path </vol/volume> - Volume Path }
This specifies the volume path on which efficiency needs to be enabled.



Examples

The following examples enable efficiency on a volume.

clusterl::> volume efficiency on -vserver vsl -volume voll

clusterl::> volume efficiency on -vserver vsl -path /vol/voll

Related Links

« volume efficiency modify
+ volume efficiency policy modify

+ volume efficiency start

volume efficiency prepare-to-downgrade
Identify any incompatable volumes or Snapshot copies before downgrade

Availability: This command is available to cluster and Vserver administrators at the advanced privilege level.

Description

The volume efficiency prepare-to-downgrade command updates efficiency configurations and
metadata to be compatible with releases prior to ONTAP 9. This command also disables the use of
incompatible efficiency features. This command is not supported on FlexGroups.

Parameters

[-disable-feature-set <downgrade version>] - Data ONTAP Version (privilege: advanced)
This parameter specifies the Data ONTAP version that introduced new volume efficiency feature set.

Examples

The following example disables the the features introduced in Data ONTAP 8.3.1

clusterl::*> volume efficiency prepare-to-downgrade -disable-feature-set
8.3.1

The following example disables the the features introduced in Data ONTAP 8.3.2.

clusterl::*> volume efficiency prepare-to-downgrade -disable-feature-set
8.3.2

The following example ignores offline volumes while disabling the the features introduced in Data ONTAP 8.3.2



clusterl::*> volume efficiency prepare-to-downgrade -disable-feature-set
8.3.2 -skip-offline-volumes true

The following example ignores offline volumes while disabling the the features introduced in Data ONTAP 8.3.1

clusterl::*> volume efficiency prepare-to-downgrade -disable-feature-set
8.3.1 -skip-offline-volumes true

volume efficiency promote
Add a volume to the preferred set of volumes for efficiency processing

Availability: This command is available to cluster and Vserver administrators at the advanced privilege level.

Description

Use the volume efficiency promote command to promote a volume from deprioritized state back to auto
state.

Parameters

-vserver <vserver name> - Vserver Name (privilege: advanced)
This specifies the Vserver on which the volume is located.

{ -volume <volume name> - Volume Name (privilege: advanced)
This specifies the name of the volume on which auto scheduling needs to be restarted.

| -path </vol/volume> - Volume Path (privilege: advanced) }
This specifies the volume path on which auto scheduling needs to be restarted.

Examples

The following examples promote a volume from deprioritized state back to auto state.
clusterl::> volume efficiency promote -vserver vsl -volume voll
volume efficiency revert-to

Reverts volume efficiency metadata

Availability: This command is available to cluster and Vserver administrators at the advanced privilege level.



Description

The volume efficiency revert-to command reverts the format of volume efficiency metadata for the
volume to the given version of Data ONTAP. This command is not supported on FlexGroups.

Parameters

-vserver <vserver name> - Vserver Name (privilege: advanced)
This specifies the Vserver on which the volume is located.

{ -volume <volume name> - Volume Name (privilege: advanced)
This specifies the name of the volume for which volume efficiency metadata needs to be reverted.

| -path </vol/wvolume> - Volume Path (privilege: advanced) }
This specifies the volume path for which volume efficiency metadata needs to be reverted.

[-version <revert version>] - Revert to Version (privilege: advanced)
Specifies the version of Data ONTAP to which the volume efficiency metadata needs to be formatted.

[-d, -delete {true|false}] - Delete Existing Metafile on Revert (privilege: advanced)

If set to true , this parameter specifies that the volume efficiency metadata be deleted instead of reverting
its format. By default this parameter is setto false .

[-c, -clean-up {true|false}] - Delete Previously Downgraded Metafiles (privilege: advanced)

If set to true , this parameter specifies that the volume efficiency metadata already reverted using volume
efficiency revert-to ° be deleted. By default this parameter is set to "false.

[-revert-adaptive-compression {true|false}] - Downgrade to minor version (privilege:
advanced)

If set to true , this parameter Specifies that the volume efficiency metadata needs to be reverted to minor
version of Data ONTAP. By default this parameter is setto false .

[-check-snapshot {true|false}] - Revertignore snapshots (privilege: advanced)

If setto ralse, this parameter specifies that the volume efficiency revert will not check for Snapshot copies
created by previous releases of Data ONTAP. By default this parameter is set to true.

Examples

The following examples reverts volume efficiency metadata on a volume named vol1 located in vserver vs1 to
version 8.3.

clusterl::> volume efficiency revert-to -vserver vsl -volume voll -version
8.3

clusterl::> volume efficiency revert-to -vserver vsl -path /vol/voll

-version 8.3



volume efficiency show
Display a list of volumes with efficiency

Availability: This command is available to cluster and Vserver administrators at the admin privilege level.

Description

The volume efficiency show command displays the information about storage efficiency of volumes. The
command output depends on the parameter or parameters specified. If no parameters are specified, the
command displays the following information for all volumes with efficiency:

* Vserver: Vserver the volume belongs to.

* Volume: Name of the volume.

« State: Current state of efficiency on the volume (Enabled, Disabled, or Mixed).

« Status: Status of the efficiency on the volume. Following are the possible values:

* Active : An efficiency operation is currently running.

* Idle: There are no efficiency operations running.

* Initializing :An efficiency operation is being initialized.

* Undoing : Efficiency is being undone on the volume.

* Pending : An efficiency operation is queued.

* Downgrading : An efficiency operation necessary to downgrade the efficiency metafiles to a previous
Data ONTAP release is active.

* Disabled : Efficiency is disabled on the volume.

* Progress: The progress of the current efficiency operation with information as to which stage of the
efficiency process is currently in progress and how much data is processed for that stage. For example:
"25 MB Scanned", "20 MB Searched", "500 KB (2%) Compressed", "40 MB (20%) Done", "30 MB Verified".

To display detailed information, run the command with the ™ -l * or —-instance parameter. The detailed view
provides all information in the previous list and the following additional information:

* Path: Volume Path.

* Compression: Current state of compression on the volume (Enabled or Disabled).

* Inline Compression: Current state of inline compression on the volume (Enabled or Disabled).

* Type: Type of volume (Regular or SnapVault).

» Schedule: The schedule of efficiency operation for the volume.

« Policy: Efficiency policy for the volume.

* Minimum Blocks Shared: The minimum number of adjacent blocks in a file that can be shared.

* Blocks Skipped Sharing: Blocks skipped sharing because of the minimum block share value.

 Last Operation State: Status of the last operation (Success or Failure).

 Last Successful Operation Begin: The time and date at which the last successful operation began.

« Last Successful Operation End: The time and date at which the last successful operation ended.



Last Operation Begin: The time and date at which the last operation began.
Last Operation End: The time and date at which the last operation ended.
Last Operation Size: The size of the last operation.

Last Operation Error: The error encountered by the last operation.

Change Log Usage: The percentage of the change log that is used.

Logical Data: The total logical data in the volume, and how much is reached compared to the deduplication
logical data limit.

Queued Job: The job that is queued. Following are the possible values:

- : There are no queued jobs.

scan : Ajob to process existing data is queued.

start : Ajob to process newly added data is queued.

check : Ajob to eliminate stale data from the fingerprint database is queued.

downgrading : An efficiency operation necessary to downgrade the efficiency metafiles to a previous
Data ONTAP release is queued.

Stale Fingerprints: The percentage of stale entries in the fingerprint database. If this is greater than 20
percent a subsequent volume efficiency start operation triggers the verify operation, which might take a
long time to complete.

Inline Dedupe: Current state of inline deduplication on the volume (Enabled or Disabled).

Cross Volume Inline Deduplication: Current state of cross volume inline deduplication on the volume
(Enabled or Disabled).

Cross Volume Background Deduplication: Current state of cross volume background deduplication on the
volume (Enabled or Disabled).

Extended Compressed Data: Is there extended compressed data present on the volume.

Inline Adaptive Data Compaction: Whether Inline Adaptive Data Compaction is enabled or disabled on the
volume. When enabled, Data ONTAP combines data fragments to reduce on-disk block consumption.

You can specify additional parameters to display information that matches only those parameters. For
example, to display information only about volumes with efficiency in Vserver vs1, run the command with the
-vserver vsl parameter.

Parameters

{1

-fields <fieldname>,..]

This specifies the fields that need to be displayed. The fields Vserver and volume name are the default
fields.

| [-1 1]

This option displays detailed information about the volumes with efficiency.

| [-instance ]}

If you specify the —instance parameter, the command displays detailed information about all fields.



[-vserver <vserver name>] - Vserver Name

Displays information only for those volumes that match the specified Vserver.

{ [-volume <volume name>] - Volume Name
Displays information only for those volumes that match the specified volume.

| [-path </vol/volume>] - Volume Path }
Displays information only for those volumes that match the specified volume path.

[-state {Disabled|Enabled|Mixed}] - State
Displays information only for those volumes that match the specified state.

[-op-status <Efficiency status>] - Status
Displays information only for those volumes that match the specified operation status.

[-progress <text>] - Progress
Displays information only for those volumes that match the specified progress.

[-type {Regular|SnapVault}] - Type
Displays information only for those volumes that match the specified type of volume.

[-schedule <text>] - Schedule
Displays information only for those volumes that match the specified schedule.

[-policy <text>] - Efficiency Policy Name
Displays information only for those volumes that match the specified policy.

[-compression-type {none|secondary|adaptive}] - Compression Type (privilege: advanced)
Displays information about the type of compression on the volume[adaptive or secondary].

[-blks-skipped-sharing <integer>] - Blocks Skipped Sharing
Displays information only for those volumes that match the specified blocks skipped sharing.

[-last-op-state <text>] - Last Operation State
Displays information only for those volumes that match the specified last operation state.

[-last-success-op-begin <Date>] - Last Success Operation Begin
Displays information only for those volumes that match the specified last successful operation begin time.

[-last-success-op-end <Date>] - Last Success Operation End
Displays information only for those volumes that match the specified last successful operation end time.

[-last-op-begin <Date>] - Last Operation Begin
Displays information only for those volumes that match the specified last operation begin time.

[-last-op-end <Date>] - Last Operation End
Displays information only for those volumes that match the specified last operation end time.
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[-last-op-size {<integer>[KB|MB|GB|TB|PB]}] - Last Operation Size
Displays information only for those volumes that match the specified last operation size.

[-last-op-error <text>] - Last Operation Error
Displays information only for those volumes that match the specified last operation error.

[-changelog-usage <percent no_ limit>] - Changelog Usage
Displays information only for those volumes that match the specified change log usage.

[-logical-data-size {<integer>[KB|MB|GB|TB|PB]}] - Logical Data Size
Displays information only for those volumes that match the specified logical data size.

[-logical-data-limit {<integer>[KB|MB|GB|TB|PB]}] - Logical Data Limit
Displays information only for those volumes that match the specified logical data limit.

[-logical-data-percent <percent no_limit>] - Logical Data Percent
Displays information only for those volumes that match the specified logical data percentage.

[-queued-job <text>] - Queued Job
Displays information only for those volumes that match the specified number of queued jobs.

[-stale-fingerprint-percentage <integer>] - Stale Fingerprint Percentage
Displays information only for those volumes that match the specified stale fingerprint percentage.

[-compression {true|false}] - Compression

Displays information only for those volumes that match the specified compression setting.

[-inline-compression {true|false}] -Inline Compression

Displays information only for those volumes that match the specified inline compression setting.

[-is-constituent {true|false}] - Constituent Volume

Displays information only for those volumes that either are or are not constituents of a FlexGroup,
depending on the value provided.

[-inline-dedupe {true|false}] -Inline Dedupe
Displays information only for those volumes that match the specified inline deduplication setting.

[-data-compaction {true|false}] - Data Compaction
Displays information only for those volumes that match the specified data compaction setting.

[-cross-volume-inline-dedupe {true|false}] - Cross Volume Inline Deduplication

Displays information only for those volumes that match the specified cross volume inline deduplication
setting.

[-cross-volume-background-dedupe {true|false}] - Cross Volume Background Deduplication

Displays information only for those volumes that match the specified cross volume background
deduplication setting.



[-extended-compressed-data {true|false}] - Extended Compressed Data

Displays information only for those volumes that match the specified extended compressed data value.
Extended compressed data is enabled on a volume when both adaptive compression configured with
application IO size 8K and data compaction are enabled. Once enabled, extended compressed data can
only be disabled by using the volume efficiency revert-to command.

Examples

The following example displays information about all volumes with efficiency on the Vserver named vs1:

clusterl::> volume efficiency show -vserver vsl

Vserver Volume State Status Progress

vsl voll Enabled 1Idle Idle for 22:37:53
vsl vol2 Enabled 1Idle Idle for 22:37:53
vsl vol3 Enabled 1Idle Idle for 22:37:49
vsl vol4 Enabled 1Idle Idle for 22:37:53
vsl volb Enabled 1Idle Idle for 22:37:53
vsl volham Enabled 1Idle Idle for 22:37:53
vsl volhaml Enabled 1Idle Idle for 22:37:53

7 entries were displayed.

The following example displays detailed information about a volume named vol1 on a Vserver named vs1:
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clusterl::> volume efficiency show -vserver vsl -volume voll
Vserver Name: vsl
Volume Name: voll
Volume Path: /vol/voll
State: Enabled
Status: Idle
Progress: Idle for 00:00:14
Type: Regular
Schedule: sun-sat@O
Efficiency Policy Name: -
Blocks Skipped Sharing: 0
Last Operation State: Success
Last Success Operation Begin: Mon Nov 15 20:13:26 UTC 2010
Last Success Operation End: Mon Nov 15 20:13:26 UTC 2010
Last Operation Begin: Mon Nov 15 20:13:26 UTC 2010
Last Operation End: Mon Nov 15 20:13:26 UTC 2010
Last Operation Size: 0.00B
Last Operation Error: -
Change Log Usage: 0%
Logical Data Size: 156KB
Logical Data Limit: 50.00TB
Logical Data Percent: 0%
Queued Job: -
Stale Fingerprint Percentage: O
Compression: false
Inline Compression: false
Constituent Volume: false
Inline Dedupe: false
Data Compaction: false
Cross Volume Inline Deduplication: false
ross Volume Background Deduplication: false

Related Links

+ volume efficiency start

volume efficiency start
Starts efficiency operation on a volume

Availability: This command is available to cluster and Vserver administrators at the admin privilege level.

Description

Use the volume efficiency start command to start an efficiency operation. The volume must be online
and have efficiency enabled. If there is an efficiency operation already active on the volume, this command
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fails.

When the volume efficiency start command is issued, a checkpoint is created at the end of each stage
or sub-stage, or on an hourly basis in the gathering phase. If at any point the volume efficiency start
operation is stopped, the system can restart the efficiency operation from the execution state saved in the
checkpoint. The delete-checkpoint parameter can be used to delete the existing checkpoint and restart a
fresh efficiency operation. The checkpoint corresponding to gathering has a validity period of 24 hours. If the
user knows that significant changes have not been made on the volume, then such a gatherer checkpoint
whose validity has expired can be used with the help of the use-checkpoint parameter. There is no time
restriction for checkpoints of other stages.

When the volume is configured to use the inline-only efficiency policy, the system will stop monitoring
changes to the data for the purpose of running background efficiency operations. The background
deduplication operations will be disabled.

Parameters

-vserver <vserver name> - Vserver Name

Specifies the Vserver on which the volume is located.

{ -volume <volume name> - Volume Name
Specifies the name of the volume.

| -path </vol/wvolume> - Volume Path }
Specifies the complete path of the volume.

[-s, -scan-old-data <true>] - Scan Old Data

This option scans the file system and processes all existing data. It prompts for user confirmation before
proceeding. Use the force option to suppress this confirmation.

{ [-p, -use-checkpoint <true>] - Use Checkpoint (if scanning old data)

Use the checkpoint when scanning existing data. Valid only if scan-ol1d-data parameter is true.

| [-d, -delete-checkpoint <true>] - Delete Checkpoint }

Deletes the existing checkpoint and restarts a new volume efficiency start operation.

[-gos-policy <sis_gqgos>] - QoS Policy

Specifies the gos-policy, which indicates how the efficiency operations are throttled. This option can be
configured to be background or best-effort . Default value is best-effort . If background is
specified, the efficiency operations are run with minimum or no impact on the data serving client operations.
If best-effort is specified, the efficiency operations might have some impact on the data serving client
operations.

[-C, -compression <true>] - Start Compression (if scanning old data) (privilege: advanced)

Compresses existing data. Deduplication is not run unless the dedupe option is also specified. Valid only if
scan-old-data parameter is true.

[-D, -dedupe <true>] - Start Deduplication (if scanning old data) (privilege: advanced)

Deduplicates existing data on disk. Similarly, compression is not run unless the compression option is also
specified. Valid only if scan-old-data parameter is true.
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[-P, -compaction <true>] - Start Compaction (if scanning old data) (privilege: advanced)

Compacts existing data on disk. Valid only if scan-old-data parameter is true.

[-m, -build-metadata <true>] - Build metadata without sharing(if scanning old data)

Builds deduplication metadata by scanning the entire file system. You will not achieve any space savings
with this option. Once the metadata is built, existing data can be shared with newly written data on
subsequent deduplication runs.

[-o, -scan-all <true>] - Scan all the data without shared block optimization(if scanning old data)

Scans the entire file system and processes the shared blocks also. You may be able to achieve additional
space savings using this option. Where as, by default the option —scan-old-data saves some time by
skipping the shared blocks.

[-a, -shared-blocks <true>] - Compress Shared Blocks (if scanning old data) (privilege:
advanced)
Compresses the Compression Groups that have shared blocks created by deduplication or cloning data.
Valid only if scan-old-data parameter is true.

[-b, -snapshot-blocks <true>] - Compress Blocks In Snapshots (if scanning old data) (privilege:
advanced)
Compresses data blocks locked in a Snapshot copy. Valid only if scan-old-data parameter is true.

[-g, -queue <true>] - Operation Should Be Queued

Queues an efficiency operation. It will be queued only if an operation is already in progress. Valid only if
scan-old-data is false

[-£, -force <true>] - Force Operation
Suppresses all confirmation messages.

[-z, -skip-zero-replacement <true>] - Skip Zero block detection and replacement (privilege:
advanced)
Skip the zero block detection and replacement during the gatherer scan. Valid only if scan-old-data
parameter is true.

Examples

The following examples start efficiency on a volume:

clusterl::> volume efficiency start -volume voll -vserver vsl

clusterl::> volume efficiency start -scan-old-data -volume voll -vserver

vsl

clusterl::> volume efficiency start -volume voll -vserver vsl -queue

-delete-checkpoint
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volume efficiency stat
Show volume efficiency statistics

Availability: This command is available to cluster and Vserver administrators at the admin privilege level.

Description

The volume efficiency stat command displays efficiency statistics. The output depends on the
parameters specified with the command. If no parameters are specified, the command displays the following
efficiency statistics fields for all the volumes:

* Vserver: The Vserver that the volume belongs to.
* Volume Name: Name of the volume.
* Inline Compression Attempts: Number of inline compression attempts done.

* Inline Incompressible CGs: Number of compression groups that cannot be compressed by inline
compression.

To display detailed information, run the command with -instance parameter.

Parameters

{ [-fields <fieldname>,..]
This specifies the fields that need to be displayed. The Vserver and volume name are the default fields.

| [-instance ]}

If you specify the -instance parameter, the command displays detailed information about all fields.

[-vserver <vserver name>] - Vserver Name

Displays statistics only for those volume(s) that match the specified Vserver.

{ [-volume <volume name>] - Volume Name
Displays statistics only for those volume(s) that match the specified volume name.

| [-path </vol/volume>] - Volume Path }
Displays statistics only for those volume(s) that match the specified volume path.

[-b <true>] - Display In Blocks
Displays usage size in 4k block counts.

[-num-compressed-inline <integer>] -Inline Compression Attempts

Displays statistics only for those volume(s) that match the specified number of Compression Groups
attempted inline.

Examples

The following example displays default efficiency statistics for all the volumes.
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clusterl::> volume efficiency stat

Vserver: vsl
Volume: vol2
Inline Compression Attempts: 0
Inline Incompressible CGs: 0
Vserver: vsl
Volume: vol3
Inline Compression Attempts: 0
Inline Incompressible CGs: 0

volume efficiency stop
Stop efficiency operation on a volume

Availability: This command is available to cluster and Vserver administrators at the admin privilege level.

Description

Use the volume efficiency stop command to stop an efficiency operation.

Parameters

-vserver <vserver name> - Vserver Name

This specifies the Vserver on which the volume is located.

{-volume <volume name> - Volume Name

This specifies the name of the volume on which efficiency operation needs to be stopped.

| -path </vol/volume> - Volume Path }
This specifies the volume path on which efficiency operation needs to be stopped.

[-a, -all <true>] - Stop All Operations
This specifies both active and queued efficiency operations to be aborted.

Examples

The following examples stop efficiency on a volume.

clusterl::> volume efficiency stop -vserver vsl -volume voll

clusterl::> volume efficiency stop -vserver vsl -volume voll -all
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volume efficiency undo
Undo efficiency on a volume

Availability: This command is available to cluster and Vserver administrators at the advanced privilege level.

Description

The command volume efficiency undo removes volume efficiency on a volume by undoing compression,
undoing compaction and removing all the block sharing relationships, and cleaning up any volume efficiency
specific data structures. Any efficiency operations on the volume must be disabled before issuing this
command. The volume efficiency configuration is deleted when the undo process completes. The command is
used to revert a volume to an earlier version of Data ONTAP where some of the efficiency features are not
supported. During this revert not all efficiencies needs to be undone but only those gained by that particular
feature (for example, compaction), which is not supported in the earlier version.

Parameters

-vserver <vserver name> - Vserver Name (privilege: advanced)
This specifies the Vserver on which the volume is located.

{ -volume <volume name> - Volume Name (privilege: advanced)
This specifies the volume name.

| -path </vol/wvolume> - Volume Path (privilege: advanced) }
This specifies the volume path.

[-C, -compression <true>] - Decompress Data in the Volume (privilege: advanced)
Undo the effects of compression. This requires efficiency to be disabled (by performing volume efficiency off

).

[-D, -dedupe <true>] - Undo Block Sharing in the Volume (privilege: advanced)

Undo the effects of deduplication. This requires efficiency to be disabled (by performing volume efficiency
off ).

[-i, -inode <integer>] - Inode Number to Undo Sharing (privilege: advanced)
Remove the block sharings from a specified inode.

[-t, -undo-type {all|wrong}] - Selective Undo (privilege: advanced)

This specifies to remove either all or only invalid block sharing. When a11 is used, all block sharings are
removed. When wrong is used, only invalid sharings present in the volume are removed. When used along
with Iog option, it logs information about all or wrong block sharings without sharing removal.

[-d, -log <true>] - Only Log Incorrect Savings (privilege: advanced)

If specified, information about invalid block sharing relationships will only be logged. Invalid sharings will not
be removed. This parameter is only valid when the parameter —-undo-type is specified as wrong .

[-P, -data-compaction <true>] - Undo Data Compaction in the Volume (privilege: advanced)
Undo the effects of data compaction.
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[-A, -cross-volume-dedupe <true>] - Undo Cross Volume Deduplication (privilege: advanced)
Undo the effects of cross volume deduplication.

[-X, -extended-compression <true>] - Extended compression (privilege: advanced)

Undo the effects of extended compression. This removes the compression savings for data that requires
more resources to compress.

[-c, -auto-adaptive-compression <true>] - Auto adaptive compression (privilege: advanced)

Undo the effects of auto adaptive compression.

Examples
The following are examples of how to use efficiency undo.

To undo deduplication and compression savings, but not compaction savings in a volume name vol1 on a
Vserver named vs1:

clusterl::> volume efficiency undo -vserver vsl -volume voll
To rewrite compressed blocks and undo compression savings in a volume name vol1 on a Vserver named vs1:
clusterl::> volume efficiency undo -vserver vsl -volume voll -compression

To rewrite compressed and deduped blocks without any efficiency in a volume name vol1 on a Vserver named
vs1:

clusterl::> volume efficiency undo -vserver vsl -volume voll -dedup

—-compression
To rewrite compacted blocks in a volume name vol1 on an SVM named vs1:

clusterl::> volume efficiency undo -vserver vsl -volume voll -data

—-compaction

Related Links

« volume efficiency off

volume efficiency policy create

Create an efficiency policy

Availability: This command is available to cluster and Vserver administrators at the admin privilege level.

19



Description

The volume efficiency policy create creates an efficiency policy.

Parameters

-vserver <vserver name> - Vserver

Specifies the Vserver on which the volume is located.

-policy <text> - Efficiency Policy Name

[_

[_

[_

[_

[_

[_

[_

This specifies the policy name.

type {threshold|scheduled}] - Policy Type

This specifies the policy type. The policy type defines when the volume using this policy will start processing
a changelog. There are two possible values:

* threshold means changelog processing occurs when the changelog reaches a certain percentage.

* scheduled means changelog processing will be triggered by time.
The default value is scheduled .

schedule <text>] - Job Schedule Name

This specifies the job schedule. Use job schedule commands to manage job schedules. Only cron job
schedules are supported.

duration <text>] - Duration

This specifies the duration that an efficiency operation can run (in hours). The possible values are
number between 1 and 999 inclusive. Default value is "-", which means no duration.

ora

start-threshold-percent <percent>] - Threshold Percentage

The percentage at which the changelog will be processed. The percentage is checked on an hourly basis.
The default value is 20. Valid only if -type parameter is set as threshold.

gos-policy {background|best effort}] - QoS Policy

This specifies how the efficiency operations are throttled. This option can be configured to be background
or best-effort . Default value is best-effort . If background is specified, the efficiency operations
are run with minimum or no impact on the data serving client operations. If best-effort is specified, the
efficiency operations might have some impact on the data serving client operations.

enabled {true|false}] - Enabled
This specifies whether the policy is enabled or not. The policy is enabled by default.

comment <text>] - Comment
User specified comment.

Examples

The following example creates an efficiency policy.
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clusterl::> volume efficiency policy create -vserver vsl -policy policyl
-schedule daily -duration 100

volume efficiency policy delete
Delete an efficiency policy

Availability: This command is available to cluster and Vserver administrators at the admin privilege level.

Description

The volume efficiency policy delete command deletes an efficiency policy. An efficiency policy can
be deleted only when it is not associated with any volume. The pre-defined policies default and inline-
only cannot be deleted.

Parameters

-vserver <vserver name> - Vserver

This specifies the Vserver on which the volume is located.

-policy <text> - Efficiency Policy Name
This specifies the policy name.

Examples

The following example deletes an efficiency policy:

clusterl::> volume efficiency policy delete -vserver vsl -policy policyl

volume efficiency policy modify
Modify an efficiency policy

Availability: This command is available to cluster and Vserver administrators at the admin privilege level.

Description

The volume efficiency policy modify command can be used to modify the policy attributes.

The attributes of the in1ine-only predefined policy cannot be modified.

Parameters

-vserver <vserver name> - Vserver

This specifies the Vserver on which the volume is located.
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-policy <text> - Efficiency Policy Name
This specifies the policy name.

[-type {threshold|scheduled}] - Policy Type

This specifies the policy type. The policy type defines when the volume using this policy will start processing
a changelog. There are two possible values:

* threshold means changelog processing occurs when the changelog reaches a certain percentage.

* scheduled means changelog processing will be triggered by time.
The default value is scheduled.

[-schedule <text>] - Job Schedule Name
This specifies the job schedule. Use job schedule show to show all the jobs.

[-duration <text>] - Duration

This specifies the duration that an efficiency operation can run in hours. The possible value is between 1
and 999 inclusive.

[-start-threshold-percent <percent>] - Threshold Percentage

The percentage at which the changelog will be processed. The percentage is checked on an hourly basis.
The default value is 20. Valid only if -t ype parameter is set as threshold.

[-gos-policy {background|best effort}] - QoS Policy

This specifies how the efficiency operations are throttled. This option can be configured to be background
or best-effort . Default value is best-effort . If background is specified, the efficiency operations
are run with minimum or no impact on the data serving client operations. If best-effort is specified, the
efficiency operations might have some impact on the data serving client operations.

[-enabled {true|false}] - Enabled
This specifies whether the policy is enabled or not. Default value is true.

[-comment <text>] - Comment
User specified comment.

Examples

The following example modifies efficiency policy.

clusterl::> volume efficiency policy modify -policy policyl -schedule
hourly

Related Links

* job schedule show
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volume efficiency policy show
Show efficiency policies

Availability: This command is available to cluster and Vserver administrators at the admin privilege level.

Description

The volume efficiency policy show command displays information about efficiency policies. By
default, the command displays the following information about all policies:

* Vserver: Name of the Vserver that the policy belongs to.

* Policy Name: Efficiency policy name.

Job Schedule: Job schedule name.

Duration (Hours): The duration in hours that the efficiency operation can run.

Enable: Whether the policy is enabled or not.

Comment: User specified comment.

You can specify additional parameters to select the displayed information. For example, to display efficiency
policies only with duration 5 hours, run the command with the —-duration 5 parameter.

The pre-defined policies default and inline-only are available when all the nodes in the cluster are
running Data ONTAP version 8.3 or later.

The inline-only pre-defined policy must be used when the user wants to use the inline compression feature
without any regularly scheduled or manually started background storage efficiency operations. When a volume

is configured to use the inline-only efficiency policy, the system will stop monitoring changes to the data for
running the background efficiency operations on the volume. Volumes cannot be configured with the iniine-

only policy if there is a currently active background efficiency operation.

Parameters

{ [-fields <fieldname>,..]
Selects the fields to be displayed. Vserver and policy are the default fields (see example).

| [-instance ]}

If this parameter is specified, the command displays information about all entries.

[-vserver <vserver name>] - Vserver

Selects information about the policies that match the specified Vserver.

[-policy <text>] - Efficiency Policy Name
Selects information about the policies that match the specified policy name.

[-type {threshold|scheduled}] - Policy Type

Selects information about the policies that match the specified policy type. There are two possible values -
thresholdand scheduled.
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[-schedule <text>] - Job Schedule Name
Selects information about the policies that match the specified schedule.

[-duration <text>] - Duration
Selects information about the policies that match the specified duration hours.

[-start-threshold-percent <percent>] - Threshold Percentage

Selects information about the policies that match the specified start-threshold-percent. Valid only if -type
parameter is set as threshold.

[-gos-policy {background|best effort}] - QoS Policy

Selects information about the policies that match the specified throttling method. The values can be
background or best-effort.

[-enabled {true|false}] - Enabled
Selects information about the policies that have the specified enabled setting.

[-comment <text>] - Comment
Selects information about the policies that match the specified comment.

[-policy-owner {cluster-admin|vserver-admin}] - Owner of the Policy

Selects information about the policies that match the specified owner. The values can be cluster-admin
or vserver—-admin .

Examples

The following example shows all the efficiency policies with the matching Vserver vs1.

clusterl::> volume efficiency policy show -vserver vsl

Policy Job Duration

Vserver Name Schedule (Hours) QoS Policy Enabled Comment

vsl default daily - best effort true Default

policy

vsl inline-only - = = = Inline-Only
policy

vsl policyl daily = best effort true user-

defined

3 entries were displayed.

The following example shows all the policies with the following fields - Vserver (default), policy (default) and
duration.
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clusterl::> volume efficiency policy show -fields duration

vserver policy duration
vsl default =
vsl inline-only -
vsl policyl =

3 entries were displayed.
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