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fmmb.revert events

fp events
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fpolicy.unsupportedpathlen events

fsm events
fsm.low events

gb events
gb.cfo events
gb.netra events
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gpo.frmwork events
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ha.aggrmigrduration events
ha.bdfu events
ha.disasterbootinitiated events
ha.fm events
ha.gb events
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ha.giveback events
ha.localnodeshutdown events
ha.mbxresvreleasedelay events
ha.netpartition events
ha.netparttodisabled events
ha.netra events
ha.nomediatormbx events
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ha.panicinfosznotok events
ha.partner events
ha.resvconflicthalt events
ha.resvmediatormbxstatus events
ha.takeover events
ha.takeoverimpdegraded events
ha.takeoverimphotshelf events
ha.takeoverimpic events
ha.takeoverimplowmem events
ha.takeoverimpnotdef events
ha.takeoverimpunsync events
ha.takeoverimpversion events
ha.tkover events

ha.tkoverabortednomediatormbx events

ha.toafterrcvpanicinfo events
ha.tp events

hamsg events

hamsg.diskcheckresp events
hamsg.dskchkpopulateerr events

haosc events

haosc.config events
haosc.fru events
haosc.invalid events
haosc.sa events

hashd events

hashd.maxstore events

hm events

hm.alert events

host events

host.app events
host.error events

hotplug events

hotplug.generic events
hotplug.insert events
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hotplug.replace events
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hybaggrcopy events
hybaggrcopy.dstgeommismatch events
hybaggrcopy.srcgeommismatch events

ic events
ic.hainterconnectdown events
ic.hainterconnectlinkdown events
ic.linkspeeddegraded events
ic.linkstatuschange events
ic.linkwidthdegraded events
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ic.viif events
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image.install events
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ipsec events
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ipsec.ob events
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iscsi.loginfailure events
iscsi.loginipnotauthorized events
iscsi.notice events
iscsi.session events
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isns.enqueue events
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kern.syslogd events
kern.timezone events
kern.uptime events
kern.version events
kern.vm events
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km.cmek events
km.extkeysvr events
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km.keyserver events
km.mcc events
km.okmdb events
km.onboard events
km.restore events
km.run events
km.volume events
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kmip2.invalid events
kmip2.ssl events

krb events
krb.config events

ktls events
ktls.badauth events
ktls.cnxnhandshakelimit events
ktls.failed events
ktls.health events

largevol events
largevol.remount events

Idap events
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lib events
lib.nvtrace events

lic events
lic.cappool events
lic.Im events

license events
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license.feat events
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license.pool events 1066

license.sfo events 1066
license.subscription events 1067
license.term events 1068
lifp events 1070
lifp.net events 1070
lldp events 1071
lldp.receive events 1071
Imgr events 1072
Imgr.aggr events 1072
Imgr.badstructure events 1072
Imgr.ca events 1073
Imgr.cb events 1073
Imgr.delegations events 1074
Imgr.enable events 1075
Imgr.files events 1075
Imgr.gb events 1076
Imgr.hostfile events 1077
Imgr.hosts events 1078
Imgr.lock events 1079
Imgr.locks events 1080
Imgr.lockstate events 1082
Imgr.mcc events 1082
Imgr.meta events 1083
Imgr.mismatch events 1083
Imgr.move events 1084
Imgr.notify events 1084
Imgr.owners events 1085
Imgr.partner events 1086
Imgr.persistent events 1087
Imgr.precommit events 1088
Imgr.pruning events 1090
Imgr.recons events 1090
Imgr.scrub events 1091
Imgr.sendhome events 1091
Imgr.session events 1092
Imgr.sf events 1092
Imgr.sh events 1093
Imgr.vol events 1093
logger events 1095
logger.usr events 1095
login events 1096
login.auth events 1096
Ism events 1097

Ism.merge events 1097



Ism.pal events 1098

Ism.rangedelete events 1098
lun events 1100
lun.clone events 1100
lun.copy events 1101
lun.create events 1101
lun.data events 1102
lun.destroy events 1103
lun.inaccessible events 1103
lun.inconsistent events 1104
lun.inplace events 1105
lun.metadb events 1107
lun.metafile events 1107
lun.move events 1108
lun.no events 1109
lun.nvfail events 1110
lun.offline events 1112
lun.online events 1112
lun.oovc events 1113
lun.op events 1113
lun.out events 1114
lun.outplace events 1114
lun.provisioning events 1115
lun.restore events 1115
lun.scsi events 1116
lun.serial events 1116
lun.space events 1117
lun.transition events 1117
lun.vdisk events 1121
lun.vol events 1122
lun.vtoc events 1123
malloc events 1124
malloc.failure events 1124
master events 1125
mav events 1126
mav.disabled events 1126
max events 1127
max.fsa events 1127
maxcid events 1128
maxcid.limit events 1128
maxcid.threshold events 1128
mc events 1129
mc.channel events 1129
mc.post events 1129
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mcc.auso events
mcc.check events
mcc.config events
mcc.ctlbe events
mcc.drdom events
mcc.drgroup events
mcc.drmsg events
mcc.drsom events
mcc.encryption events
mcc.fabricpool events
mcc.forced events
mcc.hwassist events
mcc.ic events
mcc.ipspace events
mcc.kill events
mcc.lunmgr events
mcc.network events
mcc.notify events
mcc.nso events
mcc.nvmeof events
mcc.sb events
mcc.sbca events
mcc.scsipd events
mcc.so events
mcc.switchover events
mcc.toomany events
mct events
mct.channel events
mct.control events
mdb events
mdb.exit events
mes_dimm events
mes_dimm.error events
mgmt events
mgmt.aba events
mgmt.abv events
mgmt.cifsserver events
mgmt.cifsshare events
mgmt.cifssuperuser events
mgmt.cifssymlink events
mgmt.cr events
mgmt.exovol events
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mgmt.mcc events 1182
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mgmt.rst events 1184
mgmt.s3 events 1184
mgmt.sm events 1185
mgmt.smbc events 1197
mgmt.snapmir events 1198
mgmt.vdr events 1204
mgmt.vopl events 1205
mgmtgwd events 1232
mgmtgwd.certificate events 1232
mgmtgwd.configbr events 1233
mgmtgwd.fg events 1238
mgmtgwd.filereplication events 1240
mgmtgwd.fips events 1242
mgmtgwd.jobmgr events 1242
mgmtgwd.mixed events 1247
mgmtgwd.replace events 1247
mgmtgwd.repos events 1247
mgmtgwd.revertto events 1248
mgmtgwd.rootvol events 1249
mgmtgwd.rootvolrec events 1250
mgmtgwd.schedsnap events 1251
mgmtgwd.sign events 1252
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mgmtgwd.upgrade events 1255
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mgmtgwd.volcreatedrestricted events 1257
mgmtgwd.volmove events 1257
mgmtgwd.vreport events 1258
mgmtgwd.wafl events 1259
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mgr.module events 1266
mgr.partner events 1267
mgr.stack events 1267
mgwd events 1272
mgwd.cluscheck events 1272
mgwd.notify events 1272
mhost events 1274
mhost.ca events 1274
migrate events 1277
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misconfig events 1279

misconfig.lif events 1279
mim events 1280
mim.arr events 1280
mim.array events 1280
mim.arraylun events 1301
mim.bad events 1302
mim.excessive events 1302
mim.non events 1303
mlm.prregistration events 1303
mim.scsi events 1304
mim.tapemc events 1305
mim.tpqd events 1308
mlm.vmdisk events 1309
monitor events 1310
monitor.brokendisk events 1310
monitor.chassisfan events 1310
monitor.chassisfanfail events 1312
monitor.chassispower events 1312
monitor.chassispowersupplies events 1313
monitor.chassispowersupply events 1313
monitor.chassistemperature events 1315
monitor.completed events 1316
monitor.cpu events 1317
monitor.disklabelcheckfailed events 1318
monitor.downrevdisks events 1318
monitor.extcache events 1319
monitor.fan events 1319
monitor.fru events 1321
monitor.globalstatus events 1321
monitor.iocard events 1323
monitor.ioexpansionpower events 1324
monitor.ioexpansiontemperature events 1324
monitor.ioxmtemp events 1326
monitor.mismatch events 1326
monitor.nvmembattery events 1327
monitor.nvramlowbatteries events 1327
monitor.nvramlowbattery events 1328
monitor.partnercontroller events 1329
monitor.power events 1329
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monitor.raiddp events 1332
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monitor.richighpower events 1333
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monitor.rtcnormal events
monitor.ricwarnlowpower events
monitor.shelf events
monitor.shutdown events

monitor.sparelabelcheckfailed events
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monitor.unknown events
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monitor.volume events
monitor.weeklystatsasup events
moveagent events
moveagent.abort events
moveagent.cleanup events
moveagent.commitdst events
moveagent.commitsrc events
moveagent.cutovercomp events
moveagent.detected events
moveagent.dst events
moveagent.exceed events
moveagent.outofmemory events
moveagent.phase events
moveagent.swapvldb events
moveagent.switchback events
moveagent.switchover events
mpt events
mpt.action events
mpt.bus events
mpt.busreg events
mpt.path events
mpt.phydisk events
mpt.tmf events
msata events
msata.boot events
msata.unable events
msrespmon events
multi events
multi.dsk events
mw events
mw.hir events
mw.iron events
nameserv events
nameserv.conf events
nameserv.config events
nameserv.ddns events
nameserv.netgrpbyhost events
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nand events 1370

nand.predict events 1370
nand.unable events 1370
nblade events 1371
nblade.aclcompliance events 1371
nblade.callbacktimedout events 1371
nblade.cifs events 1372
nblade.cifsencsessaccessdenied events 1373
nblade.cifsencshraccessdenied events 1373
nblade.cifsetcdactionfailed events 1374
nblade.cifsetcdmaxtxnlimit events 1374
nblade.cifslongrunpattmatch events 1374
nblade.cifsmanyauths events 1375
nblade.cifsmaxopensamefile events 1376
nblade.cifsmaxopensamefilenotice events 1376
nblade.cifsmaxsessperusrconn events 1377
nblade.cifsmaxsessperusrconnnotice events 1377
nblade.cifsmaxwatchespertree events 1378
nblade.cifsmaxwatchespertreenotice events 1379
nblade.cifsmemexceeded events 1379
nblade.cifsnbnameconflict events 1380
nblade.cifsnonaesnibytesproc events 1380
nblade.cifsnonunicoderequest events 1381
nblade.cifsnoprivshare events 1381
nblade.cifsoperationtimedout events 1382
nblade.cifssametreepersess events 1383
nblade.cifssametreepersessnotice events 1383
nblade.cifsshrconnectfailed events 1384
nblade.cifswitnessfonotify events 1384
nblade.css events 1385
nblade.cvo events 1385
nblade.dbladenoresponse events 1386
nblade.delayedoplockbreakack events 1387
nblade.didnotinitialize events 1387
nblade.ecv events 1388
nblade.execsoverlimit events 1388
nblade.exportaccesschkfailed events 1389
nblade.exportaccessindeterm events 1389
nblade.fastrecoverybegin events 1390
nblade.fastrecoveryend events 1390
nblade.fcvoldisconnected events 1391
nblade.fileopenlimitexceeded events 1391
nblade.flexcachecaaccess events 1392
nblade.flexcachevolumeaccess events 1392
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nblade.fpolicy events
nblade.fpolpassthruconnect events
nblade.fpolpassthrudisconn events
nblade.fpolpassthruonsmb1 events
nblade.fpolpsinitfail events
nblade.fpolpsvolmoving events
nblade.fpolpsvolnoaccess events
nblade.fpolpsvolnospace events
nblade.fpolpsvolnotfound events
nblade.fpolpsvolofflined events
nblade.gracebegin events
nblade.graceend events
nblade.httpmaxconntimeouts events
nblade.httpmemexceeded events
nblade.invicprecordmarker events
nblade.junctionrootlookup2 events
nblade.longrunningrpcop events
nblade.nbnstoomanylifs events
nblade.newclientidmismatch events
nblade.nfs4illegaldirentname events
nblade.nfs4opnotsupported events
nblade.nfs4sequenceinvalid events
nblade.nfs4trunkmaxlimit events
nblade.nfs4unoptimizedio events
nblade.nfsconnresetandclose events
nblade.nfscredcacheflushed events
nblade.nfsmountrootonly events
nblade.nfspathresmaxlinks events
nblade.nfsrcchecksummismatch events
nblade.nfsv3writetoolarge events
nblade.nfsv4blockclient events
nblade.nfsv4nsdbdomainmismatch events
nblade.nfsv4poolexhaust events
nblade.nfsv4poolthreshold events
nblade.nfsv4writetoolarge events
nblade.nocsmsession events
nblade.nosmbvernegotiated events
nblade.notactivevscanserver events
nblade.pcp events
nblade.qosvioldetectregfail events
nblade.rcbinid events
nblade.recoverybegin events
nblade.s3bucketpathnotfound events
nblade.scannerconnected events
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nblade.sectracequeoverload events 1416

nblade.sharemaxconnlimit events 1417
nblade.showmountdisabled events 1417
nblade.smb1onlyclientfound events 1418
nblade.smbsignaturemismatch events 1418
nblade.testevent events 1418
nblade.tlsconfigerror events 1419
nblade.tishandshakefailed events 1419
nblade.vifdel events 1420
nblade.vidb events 1421
nblade.vscanbadipprivaccess events 1422
nblade.vscanbadprotomagicnum events 1422
nblade.vscanbaduserprivaccess events 1423
nblade.vscanconnbackpressure events 1423
nblade.vscanconninactive events 1424
nblade.vscanconninvaliduser events 1424
nblade.vscanconnreqonsmb1 events 1425
nblade.vscanexcessivetos events 1425
nblade.vscannodispatcher events 1426
nblade.vscannopolicyenabled events 1426
nblade.vscannoregdscanner events 1427
nblade.vscannoscannerconn events 1427
nblade.vscanvirusdetected events 1428
nblade.vscanworkqueueoverloaded events 1428
ndmp events 1430
ndmp.ctrl events 1430
ndmp.data events 1430
ndmp.fail events 1431
ndmp.max events 1431
ndmp.password events 1431
ndo events 1433
ndo.cr events 1433
net events 1444
net.cg events 1444
net.fib events 1445
net.ifconfig events 1446
net.ifgrp events 1447
net.ipsconfig events 1449
net.static events 1449
net.vserverupdatefailure events 1450
net.vserverupdatesuccess events 1450
netgroup events 1451
netgroup.files events 1451
netgroup.ldap events 1451
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netif events 1454

netif.autonegfailed events 1454
netif.badeeprom events 1454
netif.badoversizepacket events 1454
netif.cpreventcompleted events 1455
netif.cpreventdetected events 1455
netif.cprmaxeventsreached events 1456
netif.eepromreadfailed events 1456
netif.excesslinkinterrupts events 1457
netif.fatal events 1457
netif.fwupdatefailed events 1457
netif.fwupdatestatus events 1458
netif.hangdetected events 1458
netif.hn events 1459
netif.hv events 1459
netif.init events 1460
netif.linkdown events 1460
netif.linkerrors events 1461
netif.linkinfo events 1461
netif.linkup events 1462
netif.nicnotsupported events 1462
netif.overtemperror events 1462
netif.phynotread events 1463
netif.phyoperationfailed events 1463
netif.phyread events 1464
netif.ratelimitthreshold events 1464
netif.sfpeventerrorcode events 1465
netif.sfpnotsupported events 1465
netif.speeddowngraded events 1466
netif.speednotsupported events 1466
netif.tcp events 1467
netif.toomanynics events 1467
netif.uncoreccerror events 1467
netif.unknownswrequest events 1468
netinet events 1469
netinet.ethr events 1469
netinet.icmp events 1470
netinet6 events 1472
netinet6.frag events 1472
netinet6.icmp events 1472
netinet6.in6 events 1474
netinet6.input events 1475
netinet6.mId6 events 1476
netinet6.nbr events 1477

netinet6.nd6 events 1484



netinet6.rtr events
netport events
netport.eth events
netport.pvlan events
nfs events
nfs.client events
nfs.krb events
nfs.tlscreateatnbladefailed events
nis events
nis.active events
nis.db events
nis.group events
nis.netgrp events
nis.server events
no events
no.halt events
noderun events
noderun.login events
nodewatchdog events
nodewatchdog.config events
nodewatchdog.gfc events
nodewatchdog.node events
nodewatchdog.resrc events
nodewatchdog.svc events
nonha events
nonha.resvconflicthalt events
nse events
nse.authlockout events
nse.op events
nv events
nv.data events
nv.extension events
nv.fake events
nv.fio events
nv.flash events
nv.none events
nv.partner events
nv.rename events
nv.switchover events
nvd events
nvd.biodone events
nvdimm events
nvdimm.excessive events
nvdimm.flash events
nvdimm.fw events
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nvdimm.nvmem events
nvlog events
nvlog.replay events
nvme events
nvme.boot events
nvme.card events
nvme.fw events
nvme.link events
nvme.ssd events
nvmem events
nvmem.battery events
nvmem.voltage events
nvmens events
nvmens.512blksz events
nvmens.destroy events
nvmens.offline events
nvmens.online events
nvmens.out events
nvmens.repl events
nvmens.smbc events
nvmeof events
nvmeof.cabling events
nvmeof.hostport events
nvmeof.mixedports events
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nvmeof.rdma events
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nvmf.qos events
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nvmf.tcp events
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nvram.flash events
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nwd events
oauth2 events
oauth2.httpd events
oauth2.localroles events
oauth2.status events
oauth2.wsdb events
object events
object.store events
objectattach events
objectattach.hw events
objstore events
objstore.host events
objstore.interclusterlifdown events
old events
old.replica events
openssh events
openssh.unsupported events
osc events
osc.bucket events
osc.signaturemismatch events
osc.tcp events
other events
other.veto events
pac events
pac.access events
pac.if events
pac.peer events
pac.sock events
passwd events
passwd.changed events
pci events
pci.init events
pcie events
pcie.errors events
pcie.link events
pcnfsd events
pcnfsd.auth events
pcp events
pcp.linkstatechangesucceed events
pcp.linkstateinprogress events
perclientstorepoolthreshold events
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perf events
perf.ccma events
perfstatd events
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perfstatd.dir events
perfstatd.disk events
perfstatd.start events
pha events
pha.add events
pha.dev events
pha.disk events
pha.obj events
pha.vsa events
phf events
phf.manage events
platform events
platform.chsismobonamediff events
platform.dimmconfigerror events
platform.insufficientmemory events
platform.nopartnerpresent events
platform.reducedmemory events
pn events
pn.driver events
pn.mvia events
probedone events
probedone.inquiry events
protocol events
protocol.exportcheckfailed events
prov events
prov.rollback events
pubsub events
pubsub.kernel events
pvif events
pvif.badmtu events
pvif.lacp events
gos events
gos.bgtask events
gos.mgmt events
gos.min events
gos.mintp events
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gos.onnix events
gos.qgtree events
gos.viodet events
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query events
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quota events 1656

quota.inconsistent events 1656
quota.intr events 1656
quota.parse events 1657
quota.push events 1657
quota.reinit events 1658
quota.resize events 1658
quota.scan events 1659
guota.softlimit events 1661
quota.upgrade events 1662
raid events 1663
raid.aggr events 1663
raid.aggregate events 1664
raid.aggrvote events 1665
raid.assim events 1666
raid.autopart events 1684
raid.capacity events 1686
raid.carrier events 1688
raid.cksum events 1689
raid.config events 1721
raid.data events 1747
raid.debug events 1750
raid.disable events 1751
raid.disk events 1751
raid.diskadd events 1779
raid.disktoc events 1781
raid.enable events 1782
raid.encrypt events 1783
raid.fdr events 1783
raid.flexvol events 1786
raid.fm events 1787
raid.foreignaggregate events 1791
raid.fs events 1792
raid.hybrid events 1792
raid.initialize events 1793
raid.label events 1794
raid.labeledit events 1797
raid.labelmaint events 1797
raid.mcc events 1799
raid.mgrio events 1804
raid.mgvio events 1805
raid.mirror events 1805
raid.monitor events 1828
raid.multierr events 1828

raid.mv events 1835



raid.no events 1837

raid.ns events 1837
raid.nvram events 1839
raid.offline events 1841
raid.olm events 1842
raid.partition events 1842
raid.plex events 1843
raid.pmdopt events 1844
raid.poolsort events 1846
raid.preserve events 1848
raid.quiesce events 1849
raid.read events 1849
raid.readerr events 1853
raid.recons events 1859
raid.reparity events 1860
raid.replay events 1861
raid.rg events 1862
raid.root events 1924
raid.scrub events 1925
raid.shared events 1927
raid.sp events 1928
raid.sparecore events 1934
raid.spares events 1934
raid.stripe events 1938
raid.switchoverfail events 1943
raid.switchovernodisks events 1943
raid.syncmirr events 1944
raid.syncmirror events 1944
raid.tetris events 1946
raid.tree events 1951
raid.uninitialized events 1952
raid.unpartition events 1952
raid.unsupported events 1954
raid.verify events 1955
raid.vldb events 1955
raid.vol events 1956
raid.warn events 1970
raidlm events 1971
raidlm.cannotmakeprogress events 1971
raidlm.carrier events 1971
rbac events 1975
rbac.spuser events 1975
rdb events 1976
rdb.corruption events 1976

rdb.env events 1976



rdb.ha events
rdb.internal events
rdb.node events
rdb.open events
rdb.recovery events
rdb.sql events
rdma events
rdma.rlib events
rdmalib events
rdmalib.abort events
rdmalib.duplicateid events
rdmalib.multichan events
rdmalib.rcm events
recover events
recover.abort events
reg events
reg.cookie events
reg.errno events
reg.file events
reg.key events
reg.options events
reg.transaction events
repl events
repl.archival events
repl.autol2| events
repl.cg events
repl.checker events
repl.ckpt events
repl.cloud events
repl.core events
repl.data events
repl.dest events
repl.dst events
repl.enable events
repl.exovol events
repl.extended events
repl.gsr events
repl.holdblock events
repl.hole events
repl.jumpahead events
repl.large events
repl.logical events
repl.out events
repl.physdiff events
repl.s2c events

1978
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1979
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1980
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1983
1983
1985
1985
1985
1985
1986
1987
1987
1988
1988
1988
1989
1992
1993
1994
1997
1997
1997
1997
1998
1999
1999
2000
2001
2001
2003
2004
2004
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2005
2007
2008
2008
2009
201
2013
2014
2014



repl.send events 2018

repl.seq events 2018
repl.ser events 2019
repl.space events 2019
repl.src events 2020
repl.switch events 2020
repl.unable events 2021
repl.xfer events 2021
replaycache events 2022
replaycache.arcbktallocerr events 2022
replaycache.nfsv41bindelete events 2022
replication events 2024
replication.cluster events 2024
replication.dst events 2024
replication.err events 2031
replication.givebackcancel events 2032
replication.global events 2032
replication.lcl events 2033
replication.nomemory events 2033
replication.qtree events 2034
replication.regoperr events 2036
replication.resync events 2036
replication.rmt events 2037
replication.src events 2037
replication.stats events 2040
replication.status events 2040
replication.upgrade events 2041
replication.vol events 2041
replication.wormlog events 2044
replication.xfr events 2044
repository events 2046
repository.cleanup events 2046
repository.create events 2046
repository.ctpupdate events 2047
repository.dangling events 2047
repository.dc events 2048
repository.inconsistent events 2049
repository.invalid events 2049
repository.ns events 2050
repository.snapshot events 2051
respmon events 2053
revert events 2054
revert.ufmt events 2054
revertto events 2058

revertto.force events 2058



revertto.start events
revertto.system events

rlib events
rlib.duplicate events
rlib.ifconfig events
rlib.mccip events
rlib.remote events

rim events
rim.driver events
rim.firmware events
rim.heartbeat events
rim.network events
rim.notconfigured events
rim.orftp events
rlim.snmp events
rim.ssh events
rim.userlist events

rpc events
rpc.unspecified events
rpc.xprt events

rpl events
rpl.check events
rpl.fixer events
rpl.snapshot events
rpl.src events

rpt events
rpt.disk events

rsh events
rsh.enabled events
rsh.firewall events
rsh.rcmd events
rsh.setsockopt events
rsh.socket events

rshd events
rshd.failure events

s3 events
s3.bucket events

saml events
saml.cfg events

san events
san.changedhomenode events
san.changedhomeport events
san.duplicateipaddress events
san.duplicatewwpn events
san.fcadapter events

2058
2058
2060
2060
2060
2060
2061
2063
2063
2064
2065
2066
2067
2067
2068
2068
2068
2070
2070
2070
2072
2072
2072
2072
2073
2074
2074
2075
2075
2075
2075
2076
2077
2078
2078
2079
2079
2081
2081
2083
2083
2083
2083
2084
2085



san.fcnvmeunsupportedport events 2085

san.initiator events 2086
san.iscsilifrepaired events 2087
san.lifmove events 2087
san.lifmoveafterswitchback events 2088
san.lifrepfieldsmissing events 2089
san.lifspernodelimit events 2089
san.mccpurgeverifyfailed events 2090
san.mccvserverinitfailed events 2090
san.mccvserverinitpending events 2091
san.missinglicense events 2091
san.noconnectedfcport events 2091
san.noconnectediscsiport events 2093
san.nofcportsonnode events 2093
san.nofcportwithadaptertype events 2094
san.noifgrpport events 2095
san.nonetworkportadaptertype events 2095
san.noportsinipspace events 2096
san.nosamenamedfcport events 2096
san.nosamenamediscsiport events 2097
san.nosupportedsamenamedfcport events 2098
san.novlanport events 2098
san.optimizedpersonality events 2099
san.replicated events 2099
san.slmsupportcheckfailed events 2100
san.volrehostigroupcreatefailed events 2101
san.volrehostlunmapcreated events 2101
san.volrehostlunmapfailed events 2102
san.volrehostsanbestpractice events 2102
sas events 2104
sas.8001 events 2104
sas.8072 events 2104
sas.adapter events 2105
sas.cable events 2110
sas.config events 2111
sas.cpr events 2113
sas.device events 2114
sas.initialization events 2115
sas.link events 2116
sas.reset events 2116
sas.shelf events 2118
sas.unsupported events 2118
sasmon events 2120
sasmon.adapter events 2120

sasmon.disable events 2120



savecore events
savecore.completed events
savecore.nospace events
savecore.readonly events
savecore.waiting events

sblade events
sblade.duplicate events

scsi events
scsi.cmd events
scsi.mcc events
scsi.path events
scsi.scan events
scsi.security events
scsi.sim events

scsiblade events
scsiblade.autoheal events
scsiblade.cache events
scsiblade.disabled events
scsiblade.dpa events
scsiblade.ha events
scsiblade.illegal events
scsiblade.import events
scsiblade.init events
scsiblade.invalid events
scsiblade.isolated events
scsiblade.kernel events
scsiblade.lif events
scsiblade.lu events
scsiblade.lun events
scsiblade.mapped events
scsiblade.mcc events
scsiblade.mgmt events
scsiblade.object events
scsiblade.offline events
scsiblade.online events
scsiblade.pport events
scsiblade.prop events
scsiblade.qosvioldetectregfail events
scsiblade.reloading events
scsiblade.san events
scsiblade.tiered events
scsiblade.unavailable events
scsiblade.vol events
scsiblade.volume events
scsiblade.vs events

2121
2121
2121
2121
2122
2123
2123
2124
2124
2145
2146
2147
2147
2148
2150
2150
2150
2150
2151
2151
2152
2152
2154
2155
2155
2156
2157
2158
2162
2164
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2165
2167
2168
2168
2168
2170
2170
2171
2171
2173
2173
2174
2174
2175



scsiblade.vserver events
scsitarget events
scsitarget.fcp events
scsitarget.fct events
scsitarget.hwpfct events
scsitarget.ispfct events
scsitarget.slifct events
se events
se.changelog events
se.gatherer events
se.scan events
secd events
secd.asidtrans events
secd.authsys events
secd.cifs events
secd.cifsauth events
secd.conn events
secd.dc events
secd.dns events
secd.ipg events
secd.kerberos events
secd.ldap events
secd.lsa events
secd.nametrans events
secd.netgroup events
secd.netlogon events
secd.nfs events
secd.nfsauth events
secd.nis events
secd.nonetgroupfile events
secd.quark events
secd.rpc events
secd.single events
secd.strong events
secd.unexpectedfailure events
secd.unixlookupfailure events
sectrace events
sectrace.warning events
securepurge events
securepurge.aborted events
securepurge.completed events
securepurge.started events
security events
security.invalid events
service events

2175
2177
2177
2178
2185
2189
2192
2197
2197
2197
2198
2199
2199
2199
2199
2200
2202
2202
2203
2204
2204
2207
2212
2213
2215
2216
2216
2217
2219
2221
2221
2222
2223
2224
2224
2225
2226
2226
2227
2227
2227
2227
2229
2229
2230



ses events 2231

ses.access events 2231
ses.badsharestorageconfigerr events 2232
ses.bridge events 2233
ses.channel events 2234
ses.config events 2234
ses.disk events 2236
ses.download events 2237
ses.drive events 2238
ses.fw events 2240
ses.giveback events 2241
ses.inconsistent events 2242
ses.loop events 2242
ses.mismatch events 2244
ses.multipath events 2244
ses.psu events 2245
ses.shelf events 2246
ses.status events 2259
ses.system events 2287
ses.unsupported events 2288
sfo events 2290
sfo.aggr events 2290
sfo.arl events 2291
sfo.giveback events 2292
sfo.ignoretakeover events 2296
sfo.partialgiveback events 2297
sfo.reassignfailed events 2297
sfo.reassignnopartner events 2298
sfo.retry events 2298
sfo.retrying events 2299
sfo.sendhome events 2299
sfo.takenover events 2300
sfo.takeover events 2302
sfo.tkabort events 2306
sfo.tkovertoclusterwait events 2306
sfu events 2308
sfu.adaptersuspendio events 2308
sfu.auto events 2308
sfu.badbridgeshelfconfig events 2309
sfu.ctrllerelmntspershelf events 2310
sfu.download events 2310
sfu.downloadctrllerbridge events 2311
sfu.downloaderror events 2312
sfu.downloadingcontroller events 2312

sfu.downloadingctrllerrixx events 2313



sfu.downloadstarted events 2313

sfu.downloadsuccess events 2313
sfu.downloadsummary events 2314
sfu.downloadsummaryerrors events 2314
sfu.fcdownloadfailed events 2315
sfu.firmwaredownrev events 2315
sfu.firmwareuptodate events 2316
sfu.nsmdownloadfailed events 2317
sfu.partnerinaccessible events 2317
sfu.partnernotresponding events 2318
sfu.partnerrefusedupdate events 2318
sfu.partnerupdatecomplete events 2319
sfu.partnerupdatetimeout events 2319
sfu.rebootrequest events 2320
sfu.rebootrequestfailure events 2320
sfu.resumediskio events 2320
sfu.sasdownloadfailed events 2321
sfu.statuscheckfailure events 2321
sfu.suspenddiskio events 2322
sfu.suspendses events 2322
shelf events 2324
shelf.config events 2324
shelf.identify events 2331
shelf.io events 2332
shelf.module events 2332
shelf.reset events 2333
shelf.test events 2333
shm events 2335
shm.bypassed events 2335
shm.disk events 2336
shm.fab events 2336
shm.failurebytes events 2337
shm.nvme events 2337
shm.pulllogwarning events 2338
shm.reformat events 2338
shm.ssd events 2339
shm.threshold events 2340
showmount events 2348
showmount.update events 2348
sis events 2349
sis.aggr events 2349
sis.auto events 2350
sis.autosched events 2350
sis.c2c events 2350

sis.cfg events 2351



sis.changelog events
sis.chkpoint events
sis.clog events
sis.compress events
sis.corrupt events
sis.default events
sis.enable events
sis.fingerprint events
sis.idedup events
sis.incorrect events
sis.logical events
sis.max events
sis.metadata events
sis.op events
sis.policy events
sis.reg events
sis.revert events
sis.revertmetacreate events
sis.schedule events
sis.undo events
sis.upgrade events
sis.upgrademetafile events
sis.verify events
sis.vol events
sis.wafliron events

siw events
siw.cpubindingfailed events
siw.mpaverrelaxed events
siw.mpaversionmismatch events
siw.pollingenablefailed events

sk events
sk.hog events
sk.kt events
sk.panic events
sk.ring events

sla events
sla.shelf events

sm events
sm.break events
sm.c2c events
sm.cascade events
sm.disable events
sm.dst events
sm.fgmirror events
sm.keepcnt events

2352
2354
2355
2355
2356
2356
2357
2358
2358
2359
2359
2360
2361
2361
2362
2363
2364
2366
2366
2368
2370
2372
2373
2373
2375
2377
2377
2377
2378
2378
2379
2379
2379
2379
2380
2381
2381
2382
2382
2382
2383
2384
2385
2385
2386



sm.log events 2386

sm.mediator events 2387
sm.no events 2393
sm.slc events 2393
sm.syncmirror events 2394
sm.vfiler events 2394
sm.xfer events 2395
smbc events 2399
smbc.aufo events 2399
smbc.avail events 2401
smbc.cg events 2404
smbc.fanout events 2405
smbc.pfo events 2406
smbc.policy events 2408
smc events 2409
smc.cg events 2409
smc.dst events 2409
smc.frest events 2410
smc.restore events 2410
smc.snap events 2411
smc.snapmir events 2411
smc.shapmirror events 2417
smc.tot events 2418
smc.vit events 2418
sms events 2420
sms.cg events 2420
sms.clone events 2420
sms.common events 2421
sms.failed events 2421
sms.fanout events 2422
sms.giveback events 2422
sms.operation events 2423
sms.qr events 2423
sms.resync events 2425
sms.snap events 2425
sms.src events 2426
sms.status events 2426
sms.transition events 2428
smtape events 2429
smtape.bkp events 2429
smtape.rst events 2431
snapdiff events 2434
snapdiff.rebl events 2434
snapdiff.spinnp events 2435

snapdiff.zapi events 2436



snaplock events 2437

snaplock.disk events 2437
snaplock.event events 2438
snaplock.invalid events 2439
snaplock.legal events 2439
snaplock.mcc events 2441
snaplock.nse events 2441
snaplock.sfo events 2442
snaplock.ss events 2442
snaplock.state events 2447
snaplock.sys events 2447
snaplock.trans events 2448
snaplock.user events 2449
snaplock.vce events 2449
snaplock.vol events 2450
snaplock.volume events 2450
snapmirror events 2452
snapmirror.block events 2452
snapmirror.conf events 2453
snapmirror.copy events 2454
snapmirror.corrupted events 2456
snapmirror.dst events 2457
snapmirror.flextotraderr events 2474
snapmirror.log events 2474
snapmirror.Irs events 2475
snapmirror.metadata events 2476
snapmirror.migrate events 2477
snapmirror.multipath events 2481
snapmirror.reconstruct events 2481
snapmirror.registry events 2481
snapmirror.replay events 2482
snapmirror.resync events 2482
snapmirror.retry events 2483
snapmirror.sockreaderr events 2483
snapmirror.sockstrreaderr events 2484
snapmirror.sockstrwriteerr events 2484
snapmirror.src events 2485
snapmirror.status events 2500
snapmirror.tradtoflexerr events 2501
snapmirror.unsupportedchksumtype events 2502
shapmirror_copy events 2503
shapmirror_copy.updatetimeincreased events 2503
snaprestore events 2504
snaprestore.fail events 2504

snaprestore.log events 2504



snaptags events
snaptags.file events
snaptags.snap events

snapvault events
snapvault.dst events
snapvault.qtree events
snapvault.reg events
snapvault.src events
snapvault.sys events
snapvault.tgt events

snmp events

snmp.authentication events

snmp.coldstart events
snmp.fips events
snmp.link events
snmp.raid events
snmp.server events
snmp.snmpv3 events
snmp.traphost events
snmp.warmstart events
socket events
socket.limit events
socket.sndbuflimit events
sp events
sp.auth events
sp.authlog events
sp.autoconfig events
sp.autoupd events
sp.autoupdate events
sp.device events
sp.dhcp events
sp.dup events
sp.eth events
sp.firmware events
sp.heartbeat events
sp.ipmi events
sp.log events
sp.network events
sp.notconfigured events
sp.orftp events
sp.postupd events
sp.reboot events
sp.servprocd events
sp.snmp events
sp.ssh events

2505
2505
2505
2506
2506
2508
2510
2510
251
2512
2515
2515
2515
2515
2516
2517
2518
2518
2519
2519
2520
2520
2520
2521
2521
2521
2521
2522
2522
2523
2523
2524
2524
2525
2527
2528
2529
2530
2531
2532
2532
2533
2533
2534
2534



sp.upd events
sp.userlist events
sp.wdog events

space events

space.ratchet events

spider events

spider.message events

splitter events

splitter.owm events

splog events

splog.failed events
splog.running events
splog.sp events
splog.unsupported events
splog.warnings events

spm events

spm.avs events
spm.bgpd events
spm.coresegd events
spm.cphmd events
spm.crs events
spm.cshmd events
spm.enclmgmtd events
spm.envmgr events
spm.fpolicy events
spm.hashd events
spm.httpd events
spm.ktlsd events
spm.mes events
spm.mgwd events
spm.mntsvc events
spm.named events
spm.nchmd events
spm.ndmpd events
spm.nphmd events
spm.ntpd events
spm.perfstatd events
spm.pipd events
spm.schmd events
spm.secd events
spm.servprocd events
spm.shmd events
spm.timestate events
spm.ucoreman events
spm.upgrademgr events

2535
2536
2536
2538
2538
2539
2539
2540
2540
2541
2541
2541
2542
2543
2543
2545
2545
2545
2546
2546
2546
2547
2547
2548
2548
2549
2550
2550
2550
2551
2552
2552
2553
2553
2554
2554
2555
2555
2556
2556
2557
2557
2557
2558
2559



spm.vifmgr events
spm.vidb events
spm.vserverdr events
spm.ypbind events
spmgmt events
spmgmt.driver events
sshd events
sshd.auth events
sshd.logingracetime events
stackmon events
stackmon.stack events
storage events
storage.cmd events
storencr events
storencr.disk events
storvsc events
storvsc.srb events
suspend events
suspend.zapi events
sSv events
sv.vfiler events
sv.vol events
sync events
sync.snapmirror events
sysconfig events
sysconfig.sysconfigtab events
sysmgr events
sysmgr.ecv events
sysmgr.gb events
sysmgr.upload events
tape events
tape.cmd events
tape.config events
tape.device events
tape.diagmsg events
tapemc events
tapemc.alias events
tapemc.device events
tapemc.iopending events
tapemc.passthru events
tapemc.sas events
tapemc.unsupported events
tar events
tar.csum events
tar.extract events

2559
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2561
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2562
2564
2564
2564
2565
2565
2566
2566
2567
2567
2568
2568
2569
2569
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2573
2573
2573
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2578
2580
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2587
2587
2588
2592
2593
2593
2594
2596
2596
2598



tcp events
tcp.cc events
tcp.change events

tcpip events
tcpip.conn events
tcpip.duplicate events

telnet events
telnet.enabled events
telnet.firewall events
telnet.setsockopt events
telnet.socket events
telnet.threadcreate events

tls events
tls.insecure events
tls.unused events

token events
token.copy events
token.inactive events
token.max events
token.node events
token.pit events
token.vol events

tsse events
tsse.scan events

ucm events
ucm.disabled events
ucm.mode events
ucm.type events

ucore events
ucore.error events
ucore.limit events
ucore.limits events
ucore.not events
ucore.panicstring events
ucore.ulimitO events

unowned events
unowned.disk events

upgrademgr events
upgrademgr.cmd events
upgrademgr.fw events
upgrademgr.lifmigrate events
upgrademgr.node events
upgrademgr.package events
upgrademgr.two events
upgrademgr.update events

2600
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2601
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2620
2621
2621
2621
2623
2624
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2625
2625



usb events
usb.device events
usb.port events
usbmon events
usbmon.boot events
usbmon.unable events
user events
user.group events
useradmin events
useradmin.added events
useradmin.lockedout events
useradmin.name events
useradmin.registry events
useradmin.rootaccess events
vdisk events
vdisk.clonelogfull events
vdom events
vdom.aggr events
vdom.unmapped events
vf events
vf.cleanup events
vfiler events
vfiler.unable events
vfilermigrate events
vfilermigrate.diskownershipmismatch events
vifmgr events
vifmgr.bcastdomain events
vifmgr.bd events
vifmgr.bgp events
vifmgr.cdb events
vifmgr.clntdev events
vifmgr.clus events
vifmgr.cluscheck events
vifmgr.clusterbd events
vifmgr.clusterlfoconf events
vifmgr.dbase events
vifmgr.displaced events
vifmgr.extroute events
vifmgr.gcp events
vifmgr.hm events
vifmgr.hv events
vifmgr.ifgrp events
vifmgr.ipspace events
vifmgr.lif events
vifmgr.lifadded events

2628
2628
2629
2631
2631
2631
2633
2633
2634
2634
2634
2635
2635
2636
2637
2637
2638
2638
2639
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2658
2663
2663
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2666
2666
2671



vifmgr.lifbeinghosted events 2671

vifmgr.lifbeingremoved events 2672
vifmgr.lifcapacity events 2672
vifmgr.lifdeleted events 2673
vifmgr.lifdown events 2673
vifmgr.lifidoutofsync events 2674
vifmgr.lifmove events 2674
vifmgr.lifmoved events 2675
vifmgr.lifondegport events 2677
vifmgr.lifs events 2677
vifmgr.lifsuccessfullymoved events 2679
vifmgr.migratelifs events 2680
vifmgr.port events 2681
vifmgr.portdeg events 2689
vifmgr.portdown events 2690
vifmgr.porthealthy events 2691
vifmgr.portowner events 2691
vifmgr.portremoved events 2692
vifmgr.portspeed events 2693
vifmgr.portup events 2694
vifmgr.rdma events 2694
vifmgr.reach events 2695
vifmgr.rpc events 2699
vifmgr.secondaryoffline events 2699
vifmgr.skippingl2pingtest events 2699
vifmgr.started events 2700
vifmgr.startup events 2700
vifmgr.staticroute events 2701
vifmgr.subnet events 2703
vifmgr.svcpolicy events 2704
vifmgr.unabletohostmovedlif events 2705
vifmgr.viplifwithoutbgp events 2706
vifmgr.vs events 2706
virtual events 2708
virtual.limits events 2708
vldb events 2709
vldb.adtcons events 2709
vldb.aggrbladeid events 2709
vldb.aggregatename events 2710
vldb.aggregateuuid events 2710
vldb.aggrupdate events 2711
vldb.aggrvote events 2712
vldb.mccaggregate events 2712
vldb.update events 2713

vldb.vldbaggr events 2713



vldb.vsrootvol events
vm events
vm.dev events
vm.host events
vnm events
vnvram events
vhvram.dma events
vnvram.flush events
vnvram.flushed events
vol events
vol.clone events
vol.duplicate events
vol.inconsistent events
vol.language events
vol.log events
vol.max events
vol.mount events
vol.phy events
vol.phys events
vol.registryget events
vol.reserve events
volaggr events
volaggr.offline events
volcmd events
volcmd.snapmirror events
volcopy events
volcopy.dst events
volcopy.flextotraderr events
volcopy.src events
volcopy.tradtoflexerr events
volcreate events
volcreate.fsid events
volcreate.name events
volmigrate events
volmigrate.error events
volmigrate.migrating events
volmigrate.result events
volume events
volume.check events
volume.transition events
vpeer events
vpeer.name events
vpeer.request events
Vs events
vs.migrate events
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2715
2717
2718
2718
2718
2718
2720
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2724
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2725
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vs.multiple events 2751

vsa events 2753
vsa.azure events 2753
vsa.cloud events 2754
vsa.device events 2757
vsa.diskobjectstore events 2757
vsa.ephemeral events 2758
vsa.instancemetadata events 2758
vsa.mlx events 2759
vsa.nodesernum events 2759
vsa.savecore events 2760
vsa.scheduledevent events 2761
vsa.sriov events 2762
vsa.vsphere events 2763

vscan events 2765
vscan.disabled events 2765
vscan.enabled events 2765
vscan.newversion events 2765
vscan.odjob events 2766
vscan.odreport events 2767
vscan.pool events 2768
vscan.privsharecreate events 2769
vscan.rdbupdregister events 2770

vsdr events 2771
vsdr.adtcreate events 2771
vsdr.app events 2771
vsdr.clone events 2772
vsdr.clonetmp events 2773
vsdr.cluster events 2773
vsdr.fpvolallpolicy events 2774
vsdr.fpvolallpolicyonfpaggr events 2774
vsdr.fpvoldropgospolicy events 2775
vsdr.fpvolonnonfpaggr events 2775
vsdr.invalid events 2776
vsdr.ip events 2776
vsdr.missing events 2777
vsdr.net events 2778
vsdr.nonfpvolonfpaggr events 2782
vsdr.periodic events 2783
vsdr.qos events 2784
vsdr.rootvol events 2785
vsdr.ruleaddedtosmpolicy events 2785
vsdr.rulemodifiedofsmpolicy events 2786
vsdr.schedule events 2786

vsdr.vol events 2787



vsdr.volmov events 2796

vsdr.volmove events 2796
vsdr.volmovsrcfpnonfpaggr events 2797
vsdr.volume events 2797
vserver events 2800
vserver.config events 2800
vserver.ipspace events 2800
vserver.mcc events 2802
vserver.name events 2803
vserver.oper events 2804
vserver.peering events 2804
vserver.rbac events 2807
vserver.rename events 2808
vserver.rootvolume events 2808
vserver.start events 2809
vserver.stop events 2810
vserver.storage events 2811
vserver.volume events 2813
vserver.vsdr events 2813
wackiron events 2815
wackiron.near events 2815
wackiron.panic events 2816
wackiron.past events 2816
wafl events 2818
wafl.32bit events 2818
wafl.8 events 2818
wafl.access events 2819
wafl.afs events 2819
wafl.aggr events 2820
wafl.aggregate events 2829
wafl.aggrtrans events 2830
wafl.air events 2835
wafl.analytics events 2835
wafl.ap events 2843
wafl.arl events 2843
wafl.asserts events 2844
wafl.atime events 2844
wafl.attr events 2845
wafl.bad events 2847
wafl.bagofbits events 2848
wafl.blkreclaim events 2848
wafl.br events 2850
wafl.buf events 2851
wafl.c2c events 2852

wafl.ca events 2855



wafl.catalog events
wafl.cbin events
wafl.cde events
wafl.cdemap events
wafl.check events
wafl.cleanup events
wafl.clone events
wafl.compaction events
wafl.compress events
wafl.convert events
wafl.cop events
wafl.cp events
wafl.csm events
wafl.data events
wafl.delete events
wafl.descend events
wafl.dir events
wafl.dirent events
wafl.disable events
wafl.dosname events
wafl.enc events
wafl.encrypted events
wafl.encryption events
wafl.err events
wafl.extent events
wafl.failed events
wafl.fc events
wafl.fgmember events
wafl.filecg events
wafl.fs events

wafl.fsa events
wafl.gd events
wafl.giveback events
wafl.gs events
wafl.hya events
wafl.i2p events
wafl.ialloc events
wafl.inaccessible events
wafl.incomplete events
wafl.incons events
wafl.inconsistent events
wafl.ino events
wafl.inode events
wafl.inofile events
wafl.iron events

2869
2870
2871
2872
2872
2873
2874
2877
2878
2881
2881
2883
2884
2884
2884
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wafl.latest events
wafl.Imgr events
wafl.lookup events
wafl. make events
wafl.maxdirsize events
wafl.mcc events
wafl.mem events
wafl.memory events
wafl.metadata events
wafl.metafile events
wafl.mirror events
wafl.mount events
wafl.mp events
wafl.needs events
wafl.nfsv4 events
wafl.no events

wafl.ntfsunixsecurityops events

wafl.nvlog events
wafl.nvsave events
wafl.objstore events
wafl.offline events
wafl.ondemand events
wafl.online events
wafl.onoff events
wafl.playlist events
wafl.pnso events
wafl.pvbn events
wafl.qat events
wafl.qtree events
wafl.quota events
walfl.raid events
wafl.rclm events
wafl.readdir events
wafl.reallocate events
wafl.relocate events
wafl.relocating events
wafl.repl events
wafl.replay events
wafl.root events
wafl.s2c events
wafl.scan events
wafl.seclabel events
wafl.sfsr events
wafl.shutdown events
wafl.sidl events

2959
2960
2960
2961
2962
2962
2969
2970
2971
2971
2972
2973
2975
2975
2976
2976
2077
2077
2978
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2984
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wafl.sis events 3065

wafl.slice events 3068
wafl.sm events 3069
wafl.snap events 3069
wafl.snaplock events 3074
wafl.snaprestore events 3075
wafl.snapshot events 3077
wafl.snapshot_xlation_duplicate_entry events 3079
wafl.snapshot_xlation_setupfailed events 3079
wafl.spacemgmnt events 3080
wafl.spacetax events 3080
wafl.sparse events 3080
wafl.spcmgmt events 3081
wafl.spcres events 3081
wafl.spinhi events 3082
walfl.split events 3082
wafl.stream events 3083
wafl.svo events 3084
wafl.takeover events 3085
wafl.timer events 3087
wafl.trans events 3088
wafl.transition events 3088
wafl.unable events 3089
wafl.upgrade events 3089
wafl.vol events 3090
wafl.volinfo events 3117
wafl.volmove events 3117
wafl.volref events 3118
wafl.voltrans events 3118
wafl.volume events 3124
wafl.volume_snap events 3129
wafl.vv events 3130
wafl.vvclock events 3135
wafl.vvol events 3136
wafl.watch events 3145
wafl.write events 3145
wafl.zombie events 3146
wafliron events 3148
wafliron.summary events 3148
xfcvi events 3149
xfcvi.attr events 3149
xfcvi.cm events 3149
xfcvi.cross events 3150
xfcvi.disabled events 3150

xfevi.fcrenabled events 3150



xfevi.initfailed events
xfevi.invalid events
xfevi.link events
xfcvi.glgc events

xfevi.glgc_regdumpfailed events
xfcvi.unsupported events

xfcvi.update events
xinetd events
xinetd.hit events
Xyz events
zapi events
zapi.killed events
zapi.retired events
zapi.sf events
zapi.snapshot events
zrto events
zrto.lif events
zsm events
zsm.send events
zsm.socket events
ztl events
ztl.smap events
Legal notices
Copyright
Trademarks
Patents
Privacy policy
Open source

3151
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3170
3171
3171
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3172
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3175
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3175
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3177
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accesscache events

accesscache.cfg events

accessCache.cfg.updateFailed

Severity
ERROR

Description

This message occurs when exports access cache configuration is modified but the new configuration could
not be updated in the Nblade. The access cache is therefore operating with the older configuration.

Corrective Action

Retry the exports access cache configuration modification. If it continuosly fails, restart management
gateway. If the problem persists, contact NetApp technical support.

Syslog Message

Access cache configuration change for Vserver "%s" on node "%s" could not be updated. Failure reason is
"%S“_

Parameters

vserver (STRING): Name of the Vserver on which the problem is occurring.
node (STRING): Name of the Node on which the problem is occurring.
reason (STRING): The reason for the failure.

accesscache.nearlimits events

AccessCache.NearLimits

Severity
ALERT

Description

This message occurs when the access cache module is near its limit for entries. Reaching these limits can
prevent new clients from being able to mount and perform I/O on the storage system, and can also cause
clients to be granted or denied access based on stale cached information.

Corrective Action

Ensure that the number of clients accessing the storage system continues to be below the limits for access
cache entries. If the set of clients accessing the storage system is constantly changing, consider using the
"vserver export-policy access-cache config modify" command to reduce the harvest timeout parameter so
that cache entries for clients that are no longer accessing the storage system can be evicted sooner.

Syslog Message

The exports access cache module is near its limit for entries (current entries count : %u, warning threshold :
%u, entries limit : %u and current rules count : %u).



Parameters

numEntriesCurrent (INT): Current number of entries in the cache.
numEntriesWarningThreshold (INT): Warning threshold for number of entries.
numEntriesLimit (INT): Limit on the number of entries.

numRulesCurrent (INT): Current number of export rules in the cache.

accesscache.reachedlimits events

AccessCache.ReachedLimits

Severity
EMERGENCY

Description

This message occurs when the access cache module reaches its limit for entries. This condition can
prevent new clients from being able to mount and perform 1/O on the storage system. This condition can
also cause clients to be granted or denied access based on stale information.

Corrective Action

Ensure that the number of clients accessing the storage system is below the limits for access cache entries.
If the set of clients accessing the storage system is constantly changing, consider using the "vserver export-
policy access-cache config modify" command to reduce the harvest timeout parameter so that cache
entries for clients that are no longer accessing the storage system can be evicted sooner.

Syslog Message

The exports access cache module on this node reached its limit while trying to add %d new entries (current
entries count : %u, entries limit : %u and current rules count : %u).

Parameters

numEntriesDelta (INT): Number of new entries to be added.
numEntriesCurrent (INT): Current number of entries in the cache.
numEntriesLimit (INT): Limit on the number of entries.
numRulesCurrent (INT): Current number of export rules in the cache.



acp events

acp.auto events

acp.auto.upgrade

Severity
INFORMATIONAL

Description

This message occurs when the Alternate Control Path (ACP) Administrator determines that the ACP
Processor has an older firmware image compared to the file revision present in '/etc/acp/acpp_fw'. The ACP
Administrator is performing an automatic firmware upgrade.

Corrective Action
(None).

Syslog Message
Performing automatic firmware upgrade (image: %s) on %s (%s).

Parameters

file (STRING): Command issued.
inband_id (STRING): Inband ID of the module.
ip (STRING): IP address of the module.

acp.bind events

acp.bind.error

Severity
ERROR

Description

This message occurs when the system encounters a socket binding error while setting up the Alternate
Control Path (ACP) Management Ethernet port. ACP functionality is inactive after encountering this.

Corrective Action

Verify that the Ethernet cable is properly attached to the ACP port and the green LED is on. Reenable the
ACP port using the "options acp.enabled" command.

Syslog Message
An error was encountered while configuring the ACP Management Ethernet Port: %s.

Parameters
ErrorString (STRING): Error string.

acp.commerr events



acp.commErr

Severity
ALERT

Description

This message occurs when the Alternate Control Path (ACP) Administrator determines that the SAS shelf
I/O module (IOM) that is configured for in-band ACP is experiencing communication errors.

Corrective Action

Examine the event log for I/O errors that might have a common source such as faulty cabling, and correct
them. If the errors perist, the IOM might need to be replaced. Contact NetApp technical support.

Syslog Message
IOM %s is reporting multiple in-band ACP communication errors. Shelf serial number: %s.

Parameters

inband_id (STRING): Inband ID of the module.
shelf_sno (STRING): Storage shelf serial number of the shelf where the I/O module is seated.

acp.commerrpersist events

acp.commErrPersist

Severity
ALERT

Description

This message occurs when the Alternate Control Path (ACP) Administrator determines that a SAS shelf I/0O
module (IOM) configured for in-band ACP is experiencing persistent communication errors.

Corrective Action

Examine the event log for I/O errors that might have a common source with this problem, such as faulty
cabling. If other devices are not experiencing failures, then contact NetApp technical support to replace the
IOM.

Syslog Message
IOM %s has failed after reporting multiple in-band ACP errors. Shelf serial number: %s.

Parameters

inband_id (STRING): Inband ID of the module.
shelf_sno (STRING): Storage shelf serial number of the shelf where the IOM is seated.

acp.dev events

acp.dev.notify

Severity
ERROR



Description

This message occurs when the Alternate Control Path (ACP) Administrator encounters an error event in a
development-only kernel.

Corrective Action
Notify ACP development. No user action is needed.

Syslog Message
ACP error: %s

Parameters
debug_string (STRING): Error statement that occurred in a developement kernel.

acp.downrev events

acp.downrev.acpp

Severity
ERROR

Description

This message occurs when the Alternate Control Path Administrator cannot successfully download up-to-
date firmware to an Alternate Control Path Processor (ACPP) or when the most up-to-date firmware image
is not present in the /etc/acpp_fw/ directory.

Corrective Action

Verify that the latest ACPP firmware is available in the firmware directory. If the firmware update continually
fails to download up-to-date firmware, then replace the ACPP 1/O module.

Syslog Message
ACPP module %s (%s) has downrev firmware.

Parameters

inband_id (STRING): In-band ID of the ACPP module.
ip (STRING): IP address of the ACPP module.

acp.exp events

acp.exp.power.cycle

Severity
INFORMATIONAL

Description

This message occurs when the Alternate Control Path (ACP) Processor receives a command to power-
cycle the SAS expander.

Corrective Action
(None).



Syslog Message
SAS expander power-cycle request sent to %s (%s), (disk shelf serial number: %s).

Parameters

inband_id (STRING): In-band ID of the module.
ip (STRING): IP address of the module.
status (STRING): Status code returned by the 'expander power cycle' command.

acp.exp.power.cycle.failed

Severity
INFORMATIONAL

Description

This message occurs when the Alternate Controller Path Administrator fails in its attempt to power-cycle the
SAS expander.

Corrective Action
(None).

Syslog Message
SAS expander power-cycle request sent to %s (%s) failed with status (%s), (disk shelf serial number: %s).

Parameters

inband_id (STRING): In-band ID of the module.

ip (STRING): IP address of the module.

status (STRING): Reason for the 'expander power-cycle' failure.

shelf_sno (STRING): Shelf serial number of the shelf where this I/O module is seated.

acp.exp.power.cycle.success

Severity
INFORMATIONAL

Description

This message occurs when an 'expander power cycle' command sent to the Alternate Controller Path
(ACP) Processor succeeds.

Corrective Action
(None).

Syslog Message
SAS expander power cycle command sent to %s (%s) was successful, (disk shelf serial number: %s).

Parameters

inband_id (STRING): In-band ID of the module.
ip (STRING): IP address of the module.
shelf_sno (STRING): Disk shelf serial number of the shelf where this I/O module is seated.



acp.exp.reset

Severity
INFORMATIONAL

Description

This message occurs when the Alternate Control Path (ACP) Processor receives a command to reset a
SAS expander.

Corrective Action
(None).

Syslog Message
SAS expander reset issued to %s (%s), (disk shelf serial number: %s).

Parameters

inband_id (STRING): In-band ID of the module.
ip (STRING): IP address of the module.
status (STRING): Status code returned by the 'expander reset' command.

acp.exp.reset.failed

Severity
INFORMATIONAL

Description

This message occurs when the Alternate Controller Path Administrator fails in its attempt to reset the SAS
expander.

Corrective Action
(None).

Syslog Message
SAS expander reset request sent to %s (%s) failed with status (%s), (disk shelf serial number: %s).

Parameters

inband_id (STRING): In-band ID of the module.

ip (STRING): IP address of the module.

status (STRING): Reason for the 'expander reset' failure.

shelf_sno (STRING): Disk shelf serial number of the shelf where this I/O module is seated.

acp.exp.reset.success

Severity
INFORMATIONAL

Description

This message occurs when an 'expander reset' command sent to the Alternate Controller Path (ACP)
Processor succeeds.



Corrective Action
(None).

Syslog Message
SAS expander reset command sent to %s (%s) was successful, (disk shelf serial number: %s).

Parameters

inband_id (STRING): In-band ID of the module.
ip (STRING): IP address of the module.
shelf_sno (STRING): Disk shelf serial number of the shelf where this /0O module is seated.

acp.exp.vpd.failed

Severity
INFORMATIONAL

Description

This message occurs when an attempt to get SAS expander VPD (Vital Product Data) data from the
Alternate Control Path Processor fails.

Corrective Action
(None).

Syslog Message
An 'expander vpd' request sent to %s (%s) failed with status (%s), (disk shelf serial number: %s).

Parameters

inband_id (STRING): In-band ID of the module.

ip (STRING): IP address of the module.

status (STRING): Reason for the failure to get the SAS expander vpd data.

shelf_sno (STRING): Disk shelf serial number of the shelf where this /O module is seated.

acp.fw events

acp.fw.download

Severity
INFORMATIONAL

Description

This message occurs when the Alternate Control Path (ACP) Processor receives a command to initiate a
firmware download.

Corrective Action
(None).

Syslog Message
Firmware image %s will be downloaded to %s (%s), (disk shelf serial number: %s).



Parameters

command (STRING): Firmware image name.

inband_id (STRING): In-band ID of the module.

ip (STRING): IP address of the module.

status (STRING): Status code returned by the 'initiation' command.

acp.fw.download.failed

Severity
INFORMATIONAL

Description

This message occurs when the Alternate Controller Path Administrator fails in its attempt to download
firmware.

Corrective Action
(None).

Syslog Message
Firmware download on %s (%s) failed with status (%s), (disk shelf serial number: %s).

Parameters

inband_id (STRING): In-band ID of the module.

ip (STRING): IP address of the module.

status (STRING): Type of failure that occurred during the firmware download.

shelf_sno (STRING): Disk shelf serial number of the shelf where this I/O module is seated.

acp.fw.download.success

Severity
INFORMATIONAL

Description

This message occurs when a 'firmware download' command sent to the Alternate Controller Path Processor
succeeds.

Corrective Action
(None).

Syslog Message
Firmware download on %s (%s) was successful, (disk shelf serial number: %s).

Parameters

inband_id (STRING): In-band ID of the module.
ip (STRING): IP address of the module.
shelf_sno (STRING): Disk shelf serial number of the shelf where this /0 module is seated.

acp.init events

10



acp.init.configIP

Severity
ERROR

Description

This message occurs when ONTAP® software cannot configure the Ethernet port designated for the
Alternate Control Path (ACP) with 30 seconds, and marks the ACP as inactive.

Corrective Action

Verify the connection to the disk shelf ACP port, and make sure that it is not connected to a public network.
Try plugging it into another Ethernet port with no devices.

Syslog Message
Could not configure the ACP Ethernet port within 30 seconds.

Parameters
(None).

acp.init.netmask

Severity
INFORMATIONAL

Description

This message occurs during initialization state, when the Alternate Control Path (ACP) Administrator
netmask was configured incorrectly. The system sets the netmask to a default value.

Corrective Action
(None).

Syslog Message
Setting ACP Administrator netmask value to %s (reason: %s).

Parameters

value (STRING): Default netmask.
reason (STRING): Reason to choose the default.

acp.init.ssl

Deprecated

Deprecated as of ONTAP® version 9.2. The ACP process was never really responsible for initializing SSL,
and has not tried to do so for a very long time.

Severity
ERROR

Description

This message occurs when the Alternate Control Path (ACP) process cannot initialize the underlying
Secure Socket Library (SSL). The ACP Administrator will be inactive.

11



Corrective Action
(None).

Syslog Message
Could not initialize SSL.

Parameters

(None).

acp.invalid events

acp.invalid.vpd.info

Severity
ALERT

Description

This message occurs when the Alternate Control Path (ACP) system detects that an Alternate Control Path
Processor (ACPP) has invalid VPD (Vital Product Data) info.

Corrective Action
Replace the Alternate Control Path Processor (ACPP).

Syslog Message
ACPP module %s (%s) has invalid VPD.

Parameters

inband_id (STRING): In-band ID of the ACPP module.
ip (STRING): IP address of the ACPP module.

acp.ioxm events

acp.ioxm.port.down

Severity
INFORMATIONAL

Description

This message occurs when the link status of one or more ports from the IOXM switch changes from "up" to
"down".

Corrective Action
Verify that all cables in the IOXM switch ports are seated properly.

Syslog Message
IOXM switch port %d is down.

Parameters
port_num (INT): Switch port number of the IOXM switch.
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acp.ioxm.port.up

Severity
INFORMATIONAL

Description

This message occurs when the link status of one or more ports from the IOXM switch changes from "down"

tO "Up".

Corrective Action
(None).

Syslog Message
IOXM switch port %d is up.

Parameters
port_num (INT): Switch port number of the IOXM switch.

acp.locked events

acp.locked.wrench.link.down

Severity
INFORMATIONAL

Description

This message occurs when the link status of a locked wrench Ethernet port (on the back of the storage
controller) changes from "up" to "down".

Corrective Action
Verify that the cable in the port is seated properly.

Syslog Message
The on-board locked wrench port is down.

Parameters
(None).
acp.locked.wrench.port.down

Severity
ERROR

Description

This message occurs when the link status of a locked wrench Ethernet port (on the back of the storage
controller) changes from "up" to "down".

Corrective Action
Verify that the cable in the port is seated properly.
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Syslog Message
The on-board locked wrench port is down; Alternate Control Path (ACP) management is inactive.

Parameters
(None).

acp.locked.wrench.port.up

Severity
INFORMATIONAL

Description

This message occurs when the link status of a locked wrench Ethernet port (on the back of the storage
controller) changes from "down" to "up".

Corrective Action
(None).

Syslog Message
The on-board locked wrench port is up.

Parameters
(None).

acp.need events

acp.need.firmware.update

Severity
ERROR

Description

This message occurs when the Alternate Control Path (ACP) Administrator determines that the ACP
processor is running an older firmware revision that supports only the Secure Socket Library (SSL) channel.
The "/etc/acpp_fw" directory requires the latest firmware file for the update to succeed. This module is
marked as inactive.

Corrective Action

Copy the latest firmware file for this module into "/etc/acpp_fw", and then use the "system node run -node
<nodename> -command storage download acp" command to download the firmware.

Syslog Message
ACP module %s (%s) needs a firmware upgrade, (disk shelf serial number: %s).

Parameters

inband_id (STRING): Inband ID of the module.
ip (STRING): IP address of the module.
shelf_sno (STRING): Disk shelf serial number of the shelf where this /0O module is seated.
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acp.need.module.upgrade

Severity
ERROR

Description

This message occurs when the Alternate Control Path (ACP) Administrator determines that the 1/0O module
(IOM) does not support InBand ACP.

Corrective Action
Upgrade the IOM to IOM6 or later.

Syslog Message

IOM %s does not support InBand ACP. Upgrade the IOM to IOM6 or later for supportability (disk shelf serial
number: %s).

Parameters

inband_id (STRING): Inband ID of the module.
shelf_sno (STRING): Disk shelf serial number of the shelf where this IOM is seated.

acp.no events

acp.no.ip

Severity
ERROR

Description

This message occurs when the node cannot find a free IP address for the Alternate Control Path (ACP)
Management port. ACP functionality is disabled.

Corrective Action

Check the connection to the disk shelf ACP port and verify that it is not connected to a public network. Try
plugging it into another Ethernet port with no devices, to see whether it is changed.

Syslog Message
Could not assign a free IP address to the ACP Management Ethernet port, disabling ACP functionality.

Parameters

(None).

acp.post events

acp.post.data.failed

Severity
INFORMATIONAL

Description
This message occurs when a 'post data' request that was sent to the Alternate Controller Path Processor
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fails.

Corrective Action
(None).

Syslog Message
A 'post data' request sent to %s (%s) failed with status (%s), (disk shelf serial number: %s).

Parameters

inband_id (STRING): In-band ID of the module.

ip (STRING): IP address of the module.

status (STRING): Reason for the 'post data' failure.

shelf_sno (STRING): Disk shelf serial number of the shelf where this /0O module is seated.

acp.shelf events

acp.shelf.power.cycle.failed

Severity
INFORMATIONAL

Description

This message occurs when the Alternate Control Path (ACP) Processor fails to complete a power cycle of
the disk shelf.

Corrective Action
(None).

Syslog Message
Disk shelf power cycle request issued to %s failed because %s.

Parameters

shelf_id (STRING): In-band ID or Shelf Serial Number of the module.
status (STRING): Reason for failure.

acp.shelf.power.cycle.success

Severity
INFORMATIONAL

Description

This message occurs when the Alternate Control Path (ACP) Processor successfully completes a power
cycle of the disk shelf.

Corrective Action
(None).

Syslog Message
Disk shelf power cycle request issued to %s is successful.
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Parameters
shelf_id (STRING): In-band ID or Shelf Serial Number of the module.

acp.shelf.power.off

Severity
INFORMATIONAL

Description

This message occurs when the Alternate Control Path (ACP) Processor receives a command to power off
the disk shelf.

Corrective Action
(None).

Syslog Message
Disk shelf power off request issued to %s

Parameters
shelf_id (STRING): In-band ID of the module or Shelf Serial Number.

acp.shelf.power.off.failed

Severity
INFORMATIONAL

Description

This message occurs when the Alternate Controller Path Administrator fails in its attempt to power-off the
SAS disk shelf.

Corrective Action
(None).

Syslog Message
Disk shelf power off request sent to %s failed with status %s

Parameters

shelf_id (STRING): In-band ID of the module.
status (STRING): Reason for the power-off failure.

acp.shelf.power.off.success

Severity
INFORMATIONAL

Description

This message occurs when a 'shelf power off command sent to the Alternate Controller Path (ACP)
Processor succeeds.

17



Corrective Action
(None).

Syslog Message
Disk shelf power off command sent to %s was successful

Parameters
shelf_id (STRING): In-band ID of the module or Shelf Serial Number.
acp.shelf.power.on

Severity
INFORMATIONAL

Description

This message occurs when the Alternate Control Path (ACP) Processor receives a command to power on a
disk shelf.

Corrective Action
(None).

Syslog Message
Disk shelf power up request issued to %s

Parameters
shelf_id (STRING): In-band ID of the module or Shelf Serial Number.
acp.shelf.power.on.failed

Severity
INFORMATIONAL

Description

This message occurs when the Alternate Controller Path Administrator fails in its attempt to power on the
SAS disk shelf.

Corrective Action
(None).

Syslog Message
Disk shelf power on request sent to %s failed with status %s

Parameters

shelf_id (STRING): In-band ID or Shelf Serial Number of the module.
status (STRING): Reason for the 'power-on' failure.

acp.shelf.power.on.success

Severity
INFORMATIONAL
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Description

This message occurs when a 'shelf power on' command sent to the Alternate Controller Path (ACP)
Processor succeeds.

Corrective Action
(None).

Syslog Message
Disk shelf power on command sent to %s was successful

Parameters
shelf_id (STRING): In-band ID of the module or Shelf Serial Number.

acp.sock events

acp.sock.error

Severity
ERROR

Description

This message occurs when the system encounters a socket error while setting up the Alternate Control
Path (ACP) Management Ethernet port. ACP functionality is subsequently inactive.

Corrective Action

Verify that the Ethernet cable is properly attached to the ACP port and that the green LED is on. Reenable
the ACP using the "options acp.enabled on" command.

Syslog Message
An error was encountered while configuring the ACP Management Ethernet Port: %s.

Parameters
ErrorString (STRING): Error string.

acp.update events

acp.update.failed

Severity
ERROR

Description

This message occurs when the Alternate Control Path (ACP) Administrator receives notification from the
ACP Processor that it cannot upgrade the firmware because it is in some faulty state or the firmware file is
not valid. The ACP processor will continue to run with the older firmware version.

Corrective Action

Try issuing the firmware download again using the "system node run -node <nodename> -command
storage download acp" command.
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Syslog Message
ACP module %s (%s) failed to upgrade firmware, (disk shelf serial number: %s).

Parameters

inband_id (STRING): Inband ID of the module.
ip (STRING): IP address of the module.
shelf_sno (STRING): Disk shelf serial number of the shelf where this I/O module is seated.

acp.updateconfiguration events

acp.updateConfiguration

Severity
ALERT

Description

This message occurs when the Alternate Control Path (ACP) Administrator determines that the SAS shelf
I/O module (IOM) supports only the in-band ACP configuration.

Corrective Action
> Use the "storage shelf acp configure -channel in-band -is-enabled true" command to enable in-band ACP.

Syslog Message
IOM %s in shelf S/N: %s does not support out-of-band ACP.

Parameters

inband_id (STRING): Inband ID of the module.
shelf_sno (STRING): Storage shelf serial number of the shelf where the IOM is seated.

acp.upgrade events

acp.upgrade.successful

Severity
INFORMATIONAL

Description

This message occurs when the Alternate Control Path (ACP) Administrator determines that the ACP
Processor has successfully upgraded the firmware.

Corrective Action
(None).

Syslog Message
ACP module %s (%s) successfully upgraded firmware, (disk shelf serial number: %s).

Parameters

inband_id (STRING): Inband ID of the module.
ip (STRING): IP address of the module.
shelf_sno (STRING): Disk shelf serial number of the shelf where this I/O module is seated.
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acp.voltage events

acp.voltage.status.failed

Severity
INFORMATIONAL

Description
This message occurs when a 'voltage status' request that was sent to the Alternate Controller Path
Processor fails.

Corrective Action
(None).

Syslog Message
A voltage status request sent to %s (%s) failed with status (%s), (disk shelf serial number: %s).

Parameters

inband_id (STRING): In-band ID of the module.

ip (STRING): IP address of the module.

status (STRING): Reason for the 'voltage status' failure.

shelf_sno (STRING): Disk shelf serial number of the shelf where this I/O module is seated.
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adminapi events

adminapi.input events

adminapi.input.badXml

Severity
ERROR

Description

This message occurs when the Data ONTAP server receives a bad XML request that does not contain the
APl name to be executed.

Corrective Action
Correct the input XML with the APl name to be executed.

Syslog Message
Input XML does not contain the APl name to be executed.

Parameters

(None).

adminapi.xml events

adminapi.xml.encoding

Severity
ERROR

Description
This event is generated in case of a mismatched XML encoding received by ONTAP server.

Corrective Action
Correct the mismatched encoding and retry the API.

Syslog Message
ONTAP server got unexpected encoding (expected %s, got %s

Parameters

expEnco (STRING): The expected xml encoding.
recvEnco (STRING): The actual received encoding.

adminapi.xml.namespace

Severity
ERROR
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Description
This event is generated in case of a mismatched xml namespace received by ONTAP server.

Corrective Action
Correct the XML namespace and retry the API.

Syslog Message
ONTAP server namespace (expected %s, got %s

Parameters

expNamesp (STRING): The expected xml namespace.
uri (STRING): The received uri
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adt events

adt.aggrcb events

adt.aggrcb.unlinkfail

Severity
ALERT

Description

This message occurs when the auditing subsystem cannot remove a stale aggregate control block entry
from the Audit aggregate hash table. This could happen if the hash table rearrangement fails because of
insufficient memory. In this condition, the auditing subsystem might not function or data access might be
denied.

Corrective Action

Reboot the node. For high-availability (HA) configurations, perform a takeover and giveback from the
partner to reduce the impact on system availability

Syslog Message

Auditing subsystem internal error: Aggregate Control Block: %s unlink failed for SVM with UUID: %s
because of insufficient memory.

Parameters

AggregateUuid (STRING): UUID of the aggregate with a stale file handle.
VserverUuid (STRING): UUID of the Storage Virtual Machine(SVM, formerly Vserver).

adt.aucb events

adt.aucb.overwrite

Severity
INFORMATIONAL

Description

This message occurs in the auditing subsytem, when the subsystem overwrite an existing audit control
block during audit control block creation. The overwriting of the audit control block is because of a failure in
audit control block deletion.

Corrective Action
(None).

Syslog Message
Overwriting of audit control block occured.

Parameters
(None).
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adt.cmdq events

adt.cmdq.init.fail

Severity
ALERT

Description
This message occurs when an internal audit command queue fails to initialize.

Corrective Action

Available system resources are required for this feature to function. The audit subsystem might not function,
or might function with reduced performance. The best way to accomplish that is through a system reboot.
For HA configurations, operational disruption can be minimized by initiating a partner takeover followed by a
reboot of this partner. After the reboot is complete, issue a "giveback" command to return services to this
partner.

Syslog Message
Audit subsystem internal error: Audit command queue failed to initialize, system reboot might be required.

Parameters
(None).

adt.cmdthrd events

adt.cmdthrd.create.fail

Severity
ALERT

Description

This message occurs when audit initialization fails because the necessary execution threads cannot be
created.

Corrective Action

Available system resources are required for this feature to function. The best way to accomplish that is
through a system reboot. For HA configurations, operational disruption can be minimized by initiating a
partner takeover followed by a reboot of this partner. After the reboot is complete, issue a "giveback"
command to return services to this partner.

Syslog Message

Audit subsystem internal error: Could not start required audit command threads, system reboot might be
required.

Parameters
(None).

adt.dest events
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adt.dest.access.fail

Severity
ERROR

Description

This message occurs when the audit consolidation job fails to write audit logs to the destination directory
because the destination directory is not available. This event can leads to denial of service on Security
Access Control List (SACL) enabled objects.

Corrective Action

Use the "volume show" command to check whether the destination volume exists, is online, and has
sufficient free space. Use the "volume modify" command to bring the volume online, or increase volume
size. Use the "vserver audit modify" command to modify the destination volume.

Syslog Message

Audit consolidation job failed to access destination directory "%s" of Vserver "%s"; consolidation job type is
"%S"_

Parameters

destination (STRING): Destination directory of the Vserver into which the consolidation job failed to write
audit logs.

vserver (STRING): Vserver name whose consolidation job failed to write audit logs to the destination
directory.

descriptor (STRING): Type of consolidation job - CIFS/S3.

adt.dest.directory.full

Severity
EMERGENCY

Description

This message occurs when the audit consolidation process fails to write audit logs to the destination
directory because the destination directory is full. This event can lead to denial of service on Security
Access Control List (SACL) enabled objects.

Corrective Action

Use the "volume show" command to check whether the destination volume exists, is online, and has
sufficient free space. Use the "volume modify" command to increase volume size. Use the "vserver audit
modify" command to modify the destination volume path.

Syslog Message
Audit destination directory "%s" of Vserver "%s" is full; consolidation job type is "%s".

Parameters

destination (STRING): Destination directory of the Vserver that is full.

vserver (STRING): Vserver name whose audit consolidation process failed to write audit logs to the
destination directory.

descriptor (STRING): Type of consolidation job - CIFS/S3.
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adt.dest.directory.unavail

Severity
EMERGENCY

Description

This message occurs when the audit consolidation job fails to write audit logs to the destination directory
because the destination directory has become unavailable or has run out of space. This event can lead to
denial of service for Security Access Control List (SACL) enabled objects.

Corrective Action

Use the "volume show" command to check whether the destination volume exists, is online, and has
sufficient free space. Use the "volume modify" command to bring the volume online, or increase volume
size. Use the "vserver audit modify" command to modify the destination volume.

Syslog Message

Audit destination directory "%s" of Vserver "%s" is unavailable or out of space; consolidation job type is
"%S"_

Parameters

destination (STRING): Destination directory of the Vserver to which the consolidation job failed to write
audit logs.

vserver (STRING): Name of the Vserver name whose consolidation job failed to write audit logs to the
destination directory.

descriptor (STRING): Type of consolidation job - CIFS/S3.

adt.max events

adt.max.record.size.exceeded

Severity
ERROR

Description

This message occurs when a management command or file operation tries to generate an audit record, that
is greater than the max_audit_record_size value. The File Services Auditing subsystem might fail the
operation or truncate the record.

Corrective Action
Contact NetApp technical support.

Syslog Message

File Services Auditing subsystem failed the operation or truncated an audit record because it was greater
than max_audit_record_size value. Vserver UUID=%s, event_id=%u, size=%u

Parameters

VserverUuid (STRING): UUID of then Vserver.
eventld (INT): Event ID for internal use.
size (INT): Record size.
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adt.nfs events

adt.nfs.root.access.no.map

Severity
ERROR

Description

This message occurs in the auditing subsytem, when the NFS root user is accessing the file without a valid
CIFS credential. Access is being allowed because the "ignore-nt-acl-for-root" NFS option is set, and hence
the BUILTIN\Administrator credential is used for auditing.

Corrective Action

If NFS root user access to the file without NT ACL check should be prohibited, disable the "ignore-nt-act-
for-root" option by using the "nfs modify -ignore-nt-acl-for-root" command. If a more appropriate CIFS
credential should be used for auditing, configure the SVM name-mapping by using the "vserver name-
mapping" command.

Syslog Message

NFS root user is accessing the file without a valid CIFS credential. Access is being allowed because the
"ignore-nt-acl-for-root" NFS option is set, and hence the BUILTIN\Administrator credential is used for
auditing.

Parameters
VserverUuid (STRING): UUID of the Storage Virtual Machine (SVM, formerly Vserver).

adt.service events

adt.service.block

Severity
EMERGENCY

Description

This message occurs when the volume that hosts the destination path where the final audit logs are stored
is not accessible or does not have sufficient space and the audit consolidation service is not able to write to
the volume. This prevents the audit service from working properly. File access and file audit logging is
blocked.

Corrective Action

Use the "vserver audit show" command to get the name of the volume that hosts the destination path. Use
the "volume show" command to check whether the volume exists, is online, and has sufficient free space.
Use the "volume modify" command to increase volume size. Use the "vserver audit modify" command to
modify the destination path.

Syslog Message

Audit destination directory "%s" of Vserver "%s" is either not accessible or full for the consolidation job type
"%s". File-Operations which need to be audited will be denied. File Audit Logging will also fail.
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Parameters

destinationPath (STRING): Destination path.
vserverName (STRING): Name of the Storage Virtual Machine (SVM, formerly Vserver).
descriptor (STRING): Type of consolidation job - CIFS/S3.

adt.service.ro.filesystem

Severity
EMERGENCY

Description

This message occurs when the volume that hosts the destination path where the final audit logs are stored
is of type Data protection (DP) or Load sharing (LS). These volume types are read-only for the purposes of
audit logging and logging will fail.

Corrective Action
Use the "vserver audit modify" command to modify the destination volume.

Syslog Message
Auditing and file-ops failing on SVM %s, the volume containing %s for consolidation job of type %s is read
only filesystem.

Parameters

vserverName (STRING): Name of the Storage Virtual Machine (SVM, formerly Vserver).
destinationPath (STRING): Destination path.
descriptor (STRING): Type of consolidation job - CIFS/S3.

adt.service.unblock

Severity
INFORMATIONAL

Description

This message occurs when the volume that hosts the destination path where the final audit logs are stored
was resized or cleaned up and the audit consolidation service is able to write to the volume thereby
unblocking the audit service. File access and file audit logging is unblocked.

Corrective Action
(None).

Syslog Message

Audit destination directory "%s" of Vserver "%s" for consolidation job of type "%s" is now accessible and
File-Operations which need to be audited will be unblocked. File Audit Logging will also be unblocked.

Parameters

destinationPath (STRING): Destination path.
vserverName (STRING): Name of the Storage Virtual Machine (SVM, formerly Vserver).
descriptor (STRING): Type of consolidation job - CIFS/S3.
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adt.stgvol events

adt.stgvol.info.notavailable

Severity
ERROR

Description

This message occurs when retreiving staging volume information fails. This might be due to an internal
system problem or the staging volume creation failed.

Corrective Action
Contact Cserver admin to check if staging volume has been created.

Syslog Message

Audit subsystem internal error: Either staging volume %s is not created or unable to retrieve staging volume
information.

Parameters
volName (STRING): The Name of the staging volume.
adt.stgvol.missing

Severity
ALERT

Description

This message occurs when retrieving staging volume information fails. Either the staging volume was not
created or information cannot be retrieved due to some internal error. As a result, auditing is not performed
for operations on the corresponding volume.

Corrective Action
Use the command "vserver audit repair" in diagnostic mode to correct the problem.

Syslog Message
Audit subsystem internal error: Staging volume "%s" is either not created or not available.

Parameters
volName (STRING): Name of the volume that is missing.
adt.stgvol.nospace

Severity
EMERGENCY

Description

This message occurs when a staging volume does not have enough space and the audit service tries to
create a new staging file or directory for writing audit logs.
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Corrective Action

Check the volume for older staging files that are no longer required and remove those files. Then retry the
operation.

Syslog Message
Audit subsystem internal error: Staging volume %s is full.

Parameters
volName (STRING): Name of the volume that is full.

adt.stgvol.offline

Severity
EMERGENCY

Description

This message occurs when a staging volume is offline and the audit service tries to write an audit log into
the staging volume.

Corrective Action
Contact the Cserver administrator to set the staging volume status to online.

Syslog Message
Audit subsystem internal error: Staging volume %s is offline.

Parameters
volName (STRING): The Name of the volume which is offline.

adt.wrkrq events

adt.wrkrq.init.fail

Severity
ALERT

Description
This message occurs when an internal audit worker queue fails to initialize.

Corrective Action

Available system resources are required for this feature to function. The Audit subsystem might not
function, or might function with reduced performance. The best way to accomplish that is through a system
reboot. For HA configurations, operational disruption can be minimized by initiating a partner takeover
followed by a reboot of this partner. After the reboot is complete,issue a "giveback" command to return
services to this partner.

Syslog Message
Audit subsystem internal error: Audit worker queue failed to initialize; system reboot might be required.

Parameters
(None).
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adt.wrkrthrd events

adt.wrkrthrd.create.fail

Severity
ALERT

Description

This message occurs when audit initialization fails because the necessary execution threads cannot be
created.

Corrective Action

Available system resources are required for this feature to function. The best way to accomplish that is
through a system reboot. For HA configurations, operational disruption can be minimized by initiating a
partner takeover followed by a reboot of this partner. After the reboot is complete,issue a "giveback"
command to return services to this partner.

Syslog Message

Audit subsystem internal error: Could not start required audit worker threads; system reboot might be
required.

Parameters
(None).
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aggr events

aggr.full events

aggr.full

Severity
ALERT

Description
This message occurs when an aggregate is full.

Corrective Action
Ensure that all containers in the pod are online and healthy. Check if the REST server is up and responding.

Syslog Message
Aggregate "%s" is full.

Parameters
aggr_name (STRING): Name of the aggregate.

aggr.grow events

aggr.grow.completed

Severity
NOTICE

Description

This message occurs when request to grow an aggregate is completed successfully. The request to grow
the aggregate could be DMAP-triggered or SDE-triggered.

Corrective Action
(None).

Syslog Message
Request to grow aggregate "%s" is complete. Old size: %lu, new size: %lu, old state: %d, new state: %d.

Parameters

aggr_name (STRING): Name of the aggregate.

old_size (LONGINT): Size of the aggregate before it is grown.
new_size (LONGINT): Size of the aggregate after it is grown.
previous_state (INT): State of the aggregate before it is grown.
current_state (INT): State of the aggregate after it is grown.

aggr.inconsistent events
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aggr.inconsistent.modify

Severity
INFORMATIONAL

Description
This message occurs when the 'aggr inconsistent' command is used to modify a state of an aggregate.

Corrective Action
(None).

Syslog Message
Aggregate %s: 'aggr inconsistent' command used to change inconsistent state to '%s'.

Parameters

aggr (STRING): Name of the aggregate.
state (STRING): State of the action: "set" or "clear".

aggr.max events

aggr.max.size.increased

Severity
INFORMATIONAL

Description

This message occurs as a reminder that the maximum aggregate size limit is increased from the default
value defined in the Platform Specific Module (PSM) table.

Corrective Action
(None).

Syslog Message
Maximum aggregate size limit is increased from %Id TB to %Id TB.

Parameters

old_limit (LONGINT): Original aggregate size limit as defined in the PSM table.
new_limit (LONGINT): New maximum aggregate size limit.

aggr.provisioning events

aggr.provisioning.unassigned.detected

Severity
NOTICE

Description

This message is issued when the aggregate provisioning recommendation generated for the cluster is
found to be incomplete due to the presence of unasigned disks. Any spare disks that are not owned by a
node in the cluster cannot contribute to the usable capacity of new aggregates.
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Corrective Action

Use the following steps to resolve the issue: - Run 'storage disk show -container-type unassigned' to list all
the unassigned disks in the cluster. To assign all unassigned disks, run 'storage disk assign -auto true -node
[node-name]'. - If there are still unassigned disks in the cluster, refer to the Storage Management Guide for
manual disk assignment best practices. - For further information or assistance, contact NetApp technical
support.

Syslog Message
The generated aggr provisioning recommendation might be incomplete because of the following reason: %s

Parameters

details (STRING): Details of the number of unassigned disks visible to a given node
source (STRING): The source that generated this warning.

aggr.relocation events

aggr.relocation.failed

Severity
ERROR

Description
This message occurs when relocation of an aggregate fails.

Corrective Action
Refer to other generated error messages to identify the exact cause of failure and the corrective action.

Syslog Message
Relocation of aggregate %s failed by node %s because %s.

Parameters

aggr (STRING): Name of the aggregate that was not relocated.
node (STRING): Name of the node that failed the relocation.
msg (STRING): Error that prevented relocation.

aggr.resize events

aggr.resize.request.sent

Severity
NOTICE

Description

This message occurs when a request to resize an aggregate is sent to the REST server as part of the
storage thin provisioning feature in Quark.

Corrective Action
(None).
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Syslog Message
Triggering resizing of aggregate for %s. Current size: %lu, new size: %lu.

Parameters

aggr_name (STRING): Name of the aggregate.
current_size (LONGINT): Current size of the aggregate.
new_size (LONGINT): New size of the aggregate after being resized.

aggr.resize.response.failure

Severity
ALERT

Description
This message occurs when the REST server returns an error for a request to resize an aggregate.

Corrective Action
Ensure that all containers in the pod are online and healthy. Check if the REST server is up and responding.

Syslog Message
Server returned error: %d for the resizing request. Aggregate: %s, current size: %lu, new size: %lu".

Parameters

error (INT): Error returned from REST server.

aggr_name (STRING): Name of the aggregate.

current_size (LONGINT): Current size of the aggregate.

new_size (LONGINT): New size of the aggregate after being resized.

aggr.resize.response.success

Severity
NOTICE

Description

This message occurs when the REST server returns "success" as a response to the request to resize an
aggregate.

Corrective Action
(None).

Syslog Message

Server returned "success" as a response to a resizing request. Aggregate: %s, current size: %lu, new size:
Y%lu.

Parameters

aggr_name (STRING): Name of the aggregate.
current_size (LONGINT): Current size of the aggregate.
new_size (LONGINT): New size of the aggregate after being resized.
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aggr.wafliron events

aggr.wafliron.attemptStart

Severity
INFORMATIONAL

Description
This message occurs when wafliron is started. A later message indicates the success or failure of wafliron.

Corrective Action
(None).

Syslog Message
(None).

Parameters

volname (STRING): Volume name.
arguments (STRING): Arguments supplied to wafliron on the command line.
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aggrcopy events

aggrcopy.dst events

aggrcopy.dst.autoRestrictMsg

Severity
NOTICE

Description
This event is issued when an aggregate copy start is issued on an aggregate which is offline.

Corrective Action
Aggr copy start is issued on a restricted aggregate use "aggr restrict" to restrict the destination aggregate.

Syslog Message
Aggr copy automatically restricting destination aggregate %s (currently offline).

Parameters
dst (STRING): The aggr copy destination aggregate
aggrcopy.dst.noMemory

Severity
ERROR

Description

This event is issued when there is insufficient memory on the aggr copy destination for the transfer to
continue.

Corrective Action
(None).

Syslog Message
System is low on memory, aborting aggr copy destination transfer.

Parameters
(None).
aggrcopy.dst.revert

Severity
NOTICE

Description

This event is issued when an aggr copy start operation has to revert the checksum state of the destination
volume aggregate because the source and destination aggregates have differing checksum states.
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Corrective Action
No corrective action required.

Syslog Message

An aggr copy transfer to destination aggregate %s has found that the source and destination aggregates
have differing checksum states. Data ONTAP is aborting the transfer and reverting the checksum state for
the destination aggregate. After ONTAP displays a message showing the revert is complete, you will need
to retry the operation. You can use the "aggr status -c" command to see the progress of the reversion.

Parameters
dst (STRING): The aggr copy destination volume
aggrcopy.dst.revertErr

Severity
NOTICE

Description

This event is issued when a aggr copy start operation is not able to revert the checksum state of the
destination aggregate.

Corrective Action
(None).

Syslog Message
ONTAP cannot revert the checksum state of destination aggregate %s.

Parameters
dst (STRING): The aggr copy destination
aggrcopy.dst.reverting

Severity
NOTICE

Description

This event is issued when an aggr copy start operation is issued on an aggregate which is reverting its
checksum state.

Corrective Action
(None).

Syslog Message
Aborting aggr copy transfer to aggregate %s because it is reverting its checksum state.

Parameters
dst (STRING): The aggr copy destination aggregate
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aggrcopy.restart events

aggrcopy.restart.dst.chkFail

Severity
NOTICE

Description

This message occurs when 'aggr copy' checks for restart capability on the destination storage system fail.
The 'aggr copy' transfer operation cannot be restarted. It starts as usual from the beginning (0 %%) without
any further user action.

Corrective Action
No action necessary

Syslog Message
Destination side checks fail; 'aggr copy' transfer starts from 0%%.

Parameters

(None).

aggrcopy.src events

aggrcopy.src.snapshotErr

Severity
ERROR

Description

This event is issued when we are not able to obtain all the snapshot information, from the vol copy source
volume, required for a vol copy transfer.

Corrective Action
(None).

Syslog Message
Aggr copy not able to obtain snapshot information from source aggregate %s

Parameters
srcaggr (STRING): The aggr copy source volume
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air events

air.certify events

air.certify.cancel

Severity
ALERT

Description

This message occurs when a metadata inconsistency is discovered inside a file system feature that is read-
only and therefore cannot be immediately corrected. One or more processes in ONTAP® software might
have been canceled when they encountered the inconsistency.

Corrective Action

No immediate corrective action is necessary, because the ONTAP process that encountered the
inconsistency has been automatically canceled. If the condition persists, contact NetApp technical support
for assistance.

Syslog Message
AIR certification of %s failed: %s, %s ; message %s canceled for subtype %d

Parameters

fh (STRING): File handle of the object with an inconsistency.

condition (STRING): Specific metadata validation test that failed.
source (STRING): Location of the failing metadata validation test.

msg (STRING): The ONTAP process that encountered the inconsistency.
subtype (INT): Subtype of the inode encountering the inconsistency.

air.cleared events

air.cleared.qtm.entry

Severity
NOTICE

Description

This message occurs when the Automated Incremental Repair (AIR) subsytem clears an entry in the gtree
metafile because of inconsistent data within that entry.

Corrective Action
(None).

Syslog Message

Qtree entry certification failed at %s. In the gtree metafile %d, AIR cleared an entry that corresponds to the
TID %d in volume %s.

Parameters

source (STRING): Location where gtree entry certification failed.
inode (INT): Inode number of qtree metafile.
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tid (INT): TID.
volume (STRING): Name of the volume.

air.corrected events

air.corrected.qtree.tid

Severity
NOTICE

Description

This message occurs when the Automated Incremental Repair (AIR) subsystem repairs an inode having a
corrupted gtree ID.

Corrective Action
(None).

Syslog Message
Qtree entry certification failed at %s. AIR repaired qtree inode %d: old TID %d, new TID %d, fgindex %d.

Parameters

source (STRING): Location where gtree entry certification failed.
inode (INT): Inode number.

old_tid (INT): Old TID.

new_tid (INT): New TID.

fgindex (INT): Fgindex of the gtree root.

air.disable events

air.disable.async.delete.cli

Severity
ALERT

Description
This message occurs when any inconsistency is found with the async delete trashbin directory of a volume.

Corrective Action

The "asynchronous directory delete from the client" feature has been disabled on this volume. To re-enable
the feature, use the (privilege: advanced) "volume file async-delete client enable" command

Syslog Message

The "async directory delete from the client" feature was disabled in volume %s, after an inconsistency was
detected with the trashbin directory.

Parameters

volume (STRING): Name of the volume.
source (STRING): Location of the failing metadata validation.
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air.disable.preserve.unlink

Severity
NOTICE

Description

This message occurs when any inconsistency is found with the trash directory that is used for the preserve
unlink option of a volume. Then, the preserve unlink option is disabled for that volume. The trash directory
that is used for the preserve unlink option is used to preserve deleted files for NFSv41 when they have
existing share locks.

Corrective Action

None. The system reverts to the behavior it used before the preserve unlink option was enabled; that is, it
will not preserve deleted files with share locks.

Syslog Message

The preserve unlink option of volume "%s", was disabled after an inconsistency with the trash directory was
detected.

Parameters

volume (STRING): Name of the volume.
source (STRING): Location of the failing metadata validation.

air.enabled events

air.enabled.fg.qtree

Severity
NOTICE

Description

This message occurs in a FlexGroup, when the gtree support is enabled on the volume, but disabled on
one or more constituent volumes. ONTAP® software automatically enabled the gtree support on the
relevant constituent volumes.

Corrective Action

This message indicates that the gtree support is enabled on the volume, but disabled in one or more
constituents within the FlexGroup. ONTAP® software automatically enabled the gtree support in the
relevant constituent FlexGroup volumes.

Syslog Message
Enabled gtree support in FlexGroup constituent volume %s after detecting inconsistency in %s.

Parameters

volume (STRING): Name of the volume.
source (STRING): Location of the failing metadata validation.

air.evicted events
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air.evicted.qtm.entry

Severity
NOTICE

Description

This message occurs when the Automated Incremental Repair (AIR) subsystem evicts an entry in the gtree
metafile because of inconsistent data within that entry.

Corrective Action
(None).

Syslog Message

Qtree entry certification failed at %s. In the qtree metafile %d, AIR evicted an entry that corresponds to the
TID %d in volume %s.

Parameters

source (STRING): Location where gtree entry certification failed.
inode (INT): Inode number of the gtree metafile.

tid (INT): TID.

volume (STRING): Name of the volume.

air.fc events

air.fc.origin.corrupt

Severity
ALERT

Description

This message occurs when inconsistencies are detected in the origin of this FlexCache® volume. The
affected files remain inaccessible from this FlexCache volume until the corrective action is taken.

Corrective Action

If the origin of this FlexCache volume is a FlexVol® volume, then run wafliron on the origin FlexVol volume.
If the origin is a FlexGroup volume, then list the affected files from a NFS or a CIFS client on the origin
volume. For more information or assistance, contact NetApp technical support.

Syslog Message
The fh %s in Origin of this FlexCache volume %s%s contains inconsistencies.

Parameters

fh (STRING): File handle of the affected inode.
vol (STRING): FlexCache volume name.
volident (STRING): Unique identifier for the volume if volume name alone is insufficient.

air.gtm events
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air.gtm.rebuild.scan.state

Severity
NOTICE

Description
This message occurs when the state of a scanner used to rebuild the gtree metafile changes.

Corrective Action
(None).

Syslog Message
Scanner to rebuild the gtree metafile is %s.

Parameters
state (STRING): State of the scanner.

air.removed events

air.removed.remote.lck.entry

Severity
NOTICE

Description

This message occurs when there is an inconsistency in the remote lock entry metafile. The inconsistent
entry is removed upon detection.

Corrective Action
(None).

Syslog Message
Remote lock entry %s certification failed: expression %s, source %s, state (%s).

Parameters

entry (STRING): Lock entry type and origin file ID pair describing the entry.

rlem (STRING): Describes the metafile to which this lock entry belongs to.

condition (STRING): Initial metadata validation test that failed.

source (STRING): Location of the failing metadata validation test.

state (STRING): Description of the remote lock entry metafile metadata state that was found to be
inconsistent.

air.repair events

air.repair.prsist.lock.entry

Severity
NOTICE
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Description

This message occurs when there is an inconsistency in the persistent lock entry metafile. The inconsistent
entry is repaired upon detection if there is a corresponding in-core record.

Corrective Action
(None).

Syslog Message
Persistent lock entry %s certification failed: Condition: %s, source: %s, state: %s.

Parameters

entry (STRING): Lock entry type and origin file ID pair describing the entry.

condition (STRING): Initial validation test that fails.

source (STRING): Location of the failing metadata validation test.

state (STRING): Description of the remote lock entry metafile metadata state that is found to be
inconsistent.

air.repaired events

air.repaired.bucket.header

Severity
NOTICE

Description

This message occurs when ONTAP® discovers an inconsistency in a metadata bucket header record. The
inconsistency is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
TOC metadata (%s) has an inconsistent record for the bucket upload table (%s). %s.

Parameters

toc_fh (STRING): File handle of the TOC metadata file.

upload_table_fh (STRING): File handle of the bucket upload table file.

state (STRING): Description of the metadata that was found to be inconsistent.
condition (STRING): Initial metadata validation test that failed.

source (STRING): Location of the failing metadata validation test.

air.repaired.cbmap

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in the type/subtype of CloudBlockMap metafile.
The inconsistency is automatically repaired immediately upon detection.
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Corrective Action
(None).

Syslog Message
CloudBlockMap metafile %s certification failed: %s, %s (%s)

Parameters

fh (STRING): File handle of the affected metafile.

condition (STRING): The initial metadata validation test that failed.

source (STRING): The location of the failing metadata validation test.

state (STRING): A description of the CloudBlockMap metafile that was found to be inconsistent.

air.repaired.cbmap.entry

Severity
NOTICE

Description

This message occurs when context mismatch is discovered in any entry of CloudBlockMap metafile. The
inconsistency is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
%s certification failed: %s, %s (%s)

Parameters

fh (STRING): File handle of the affected metafile.

condition (STRING): The initial metadata validation test that failed.

source (STRING): The location of the failing metadata validation test.

state (STRING): A description of the metafile that was found to be inconsistent.
pvbn (LONGINT): Inconsistency found in cbmap entry of this PVBN.

air.repaired.cbmap.header

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in the header of CloudBlockMap metafile. The
inconsistency is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
%s certification failed: %s, %s (%s)

Parameters
fh (STRING): File handle of the affected metafile.
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condition (STRING): The initial metadata validation test that failed.
source (STRING): The location of the failing metadata validation test.
state (STRING): A description of the metafile that was found to be inconsistent.

air.repaired.chapter.entry

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in a metadata record. The inconsistency is
automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
Chapter metadata (%s) has inconsistent record for object (%s). Source %s (%s).

Parameters

chapter_fh (STRING): File handle of the metadata file.

object_fh (STRING): File handle of the object.

source (STRING): Location of the failing metadata validation test.

condition (STRING): Initial metadata validation test that failed.

state (STRING): Description of the metadata that was found to be inconsistent.

air.repaired.cssSnapdbFh

Severity
NOTICE

Description

This message occurs when ONTAP® discovers an inconsistency in a metadata bucket header record. The
inconsistency is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message

Inconsistency in the css snapdb filehandle information of the TOC metadata %s belonging to bucket %u is
being repaired.

Parameters

toc_fh (STRING): File handle of the TOC metafile.
bucket_num (INT): Bucket number.
state (STRING): Description of the metadata that was found to be inconsistent.

air.repaired.cssSnapdbHdr

Severity
NOTICE
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Description

This message occurs when ONTAP® discovers an inconsistency in the user header of the css snapdb
metafile. The inconsistency is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
Inconsistency in user header of css snapdb metafile %s belonging to bucket %u is being repaired.

Parameters

snapdb_fh (STRING): File handle of the snapdb metafile.
bucket_num (INT): Bucket number.
state (STRING): Description of the metadata that was found to be inconsistent.

air.repaired.cssSnapdblnode

Severity
NOTICE

Description

This message occurs when ONTAP® discovers an inconsistency in the css snapdb metafile inode. The
inconsistency is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message

Inconsistency in the css snapdb inode information of the TOC metadata %s belonging to bucket %u is
being repaired.

Parameters

toc_fh (STRING): File handle of the TOC metafile.
bucket_num (INT): Bucket number.
state (STRING): Description of the metadata that was found to be inconsistent.

air.repaired.cssSnapdbTid

Severity
NOTICE

Description

This message occurs when ONTAP® discovers an inconsistency in the gtree id of the css snapdb metafile
inode. The inconsistency is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
Inconsistency in the TID of the css snapdb metafile inode %s belonging to bucket %u is being repaired.
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Parameters

snapdb_fh (STRING): File handle of the snapdb metafile.
bucket_num (INT): Bucket number.
state (STRING): Description of the metadata that was found to be inconsistent.

air.repaired.dir.hole

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in the hole list of a directory. The inconsistency
is repaired automatically as soon as it is detected.

Corrective Action
(None).

Syslog Message
Directory hole list %s certification failed: %s, %s.

Parameters

fh (STRING): File handle of the affected directory.
condition (STRING): Initial metadata validation test that failed.
source (STRING): Location of the failing metadata validation test.

air.repaired.dir.inode

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in a directory. The inconsistency is repaired
automatically as soon as it is detected.

Corrective Action
(None).

Syslog Message
Directory %s certification failed: %s, %s.

Parameters

fh (STRING): File handle of the affected directory.
condition (STRING): Initial metadata validation test that failed.
source (STRING): Location of the failing metadata validation test.

air.repaired.enc.vvol.info

Severity
NOTICE
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Description

This message occurs when an inconsistency is discovered in the encryptable aggregate metafile inodes
encrypted flexvol information which stores vvol_btid and vvol_fid. The inconsistency is repaired
automatically as soon as it is detected.

Corrective Action
(None).

Syslog Message
Inode %s certification failed: %s, %s.

Parameters

fh (STRING): File handle of the affected inode.
condition (STRING): Initial metadata validation test that failed.
source (STRING): Location of the failing metadata validation test.

air.repaired.fabriclink

Severity
NOTICE

Description

This message occurs when a metadata inconsistency is discovered and repaired within an object storage
replication data structure.

Corrective Action
(None).

Syslog Message
AIR repaired %s, condition %s at %s, object "%s"

Parameters

fh (STRING): File handle of the replication data structure that was found to be inconsitent.

expr (STRING): The nature of the inconsistency that was discovered and repaired.

source (STRING): Location where the metadata inconsistency was detected.

object (STRING): Optionally represents the name of a particular object whose replication state was
affected.

air.repaired.fc.dir

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in any directory in the volume. The
inconsistency is repaired automatically as soon as it is discovered.

Corrective Action
(None).

51



Syslog Message
Evicted inconsistent directory with th %s due to corruption in volume %s.

Parameters

fh (STRING): File handle of the affected inode.
volume (STRING): Name of the volume.

air.repaired.fc.qtree.id

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in the gtree ID of an inode. The inconsistent
inode is evicted automatically as soon as it is discovered.

Corrective Action
(None).

Syslog Message
Evicted inconsistent inode with fh %s due to a corrupted gtree ID: gtree ID %d, volume %s.

Parameters

fh (STRING): File handle of the affected inode.
tid (INT): Qtree ID.
volume (STRING): Name of the volume.

air.repaired.hardlink.i2p

Severity
NOTICE

Description

This message occurs when the AIR subsystem repairs an inconsistent inode and previously unreachable
hard links are returned to availability.

Corrective Action
(None).

Syslog Message
AIR repaired inconsistent hardlink for inode %d: %d %d %s

Parameters

inode (INT): Inode number.

parent_inode (INT): Parent inode number.
link_count (INT): Inode link count.
volume (STRING): Name of the volume.

air.repaired.label.database
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Severity
NOTICE

Description

This message occurs when an inconsistency is discovered within a WAFL label database. The
inconsistency is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
Label database %s certification failed: %s, %s (%s)

Parameters

fh (STRING): File handle of the affected metafile.

condition (STRING): The initial metadata validation test that failed.

source (STRING): The location of the failing metadata validation test.

state (STRING): A description of the metadata that was found to be inconsistent.

air.repaired.Ilsm.bfc.lkp

Severity
NOTICE

Description

This message occurs when the system detects an inconsistency in the LSM BFC Lookup file. The
inconsistency is repaired automatically as soon as it is detected.

Corrective Action
(None).

Syslog Message
LSM BFC Lookup file %s was corrected at block %d. Source %s.

Parameters

fh (STRING): File handle of the affected file.
block (LONGINT): Block number of the inconsistent block.
source (STRING): Location of the failing metadata validation test.

air.repaired.Ism.bloom.file

Severity
NOTICE

Description

This message occurs when the system detects an inconsistency in the LSM Bloomfilter file. The
inconsistency is repaired automatically as soon as it is detected.

Corrective Action
(None).
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Syslog Message
LSM Bloomfilter file %s was corrected at block %d. Source %s.

Parameters

fh (STRING): File handle of the affected file.
block (LONGINT): Block number of the inconsistent block.
source (STRING): Location of the failing metadata validation test.

air.repaired.Ism.info.file

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in the LSM Info file. The inconsistency is
repaired automatically as soon as it is detected.

Corrective Action
(None).

Syslog Message
LSM Info file %s was corrected at block %d. Source %s.

Parameters

fh (STRING): File handle of the affected file.
block (INT): Block number of the inconsistent block.
source (STRING): Location of the failing metadata validation test.

air.repaired.lsm.keyspc.file

Severity
NOTICE

Description

This message occurs when the system detects an inconsistency in the LSM Keyspace Information file. The
inconsistency is repaired automatically as soon as it is detected.

Corrective Action
(None).

Syslog Message
Inconsistent LSM Keyspace Information metafile on aggregate "%s" was repaired. Source %s.

Parameters
aggregate (STRING): Name of the aggregate.
source (STRING): Location of the failing metadata validation test.

air.repaired.Ism.lookup.file
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Severity
NOTICE

Description

This message occurs when the system detects an inconsistency in the LSM Lookup file. The inconsistency
is repaired automatically as soon as it is detected.

Corrective Action
(None).

Syslog Message
LSM Lookup file %s was corrected at block %d. Source %s.

Parameters

fh (STRING): File handle of the affected file.
block (LONGINT): Block number of the inconsistent block.
source (STRING): Location of the failing metadata validation test.

air.repaired.merkle

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in the metadata (Merkle tree file). Repairs to the
Merkle tree file have automatically been started.

Corrective Action
(None).

Syslog Message

Merkle file "%s" certification failed: %s, directory ID (%llu), branch ID (%llu), buffer level %d, fon (%llu),
Merkle tree level (%d)

Parameters

fh (STRING): File handle of the Merkle file that needs repairs.
condition (STRING): Initial validation test that failed.

dir_id (LONGINT): Slice directory ID of the Merkle file.
branch_id (LONGINT): Slice branch ID of the Merkle file.
level (INT): Buffer level of the Merkle file block.

fbn (LONGINT): File block number (FBN) of the Merkle file.
merkle_level (INT): Merkle checksum level of the Merkle file.
source (STRING): The location of the failing validation test.

air.repaired.mpu.catalog

Severity
NOTICE

Description

This message occurs when ONTAP® discovers an inconsistency in a multipart upload catalog record of a
bucket upload table. The inconsistency is automatically repaired immediately upon detection.
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Corrective Action
(None).

Syslog Message
Bucket upload table (%s) has an inconsistent record for the multipart upload catalog (%s). %s.

Parameters

upload_table_fh (STRING): File handle of the bucket upload table file.
mp_catalog_fh (STRING): File handle of the multipart catalog file.

state (STRING): Description of the metadata that was found to be inconsistent.
condition (STRING): Initial metadata validation test that failed.

source (STRING): Location of the failing metadata validation test.

air.repaired.multipart.database

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in the metadata of a multipart inode. The
inconsistency is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
Multipart inode %s certification failed: %s, %s (%s)

Parameters

fh (STRING): File handle of the affected file.

condition (STRING): The database validation test that failed.

source (STRING): The location of the failing database validation test.

state (STRING): A description of the metadata that was found to be inconsistent.

air.repaired.multipart.inode

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in a multipart inode. The inconsistency is
automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
Multipart inode %s certification failed: %s, %s

Parameters
fh (STRING): File handle of the affected file.
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condition (STRING): The initial multipart inode validation test that failed.
source (STRING): The location of the failing multipart inode validation test.

air.repaired.multipart.record

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in the metadata of the multipart inode. The
inconsistency is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
Multipart inode %s certification failed: %s, %s (%s)

Parameters

fh (STRING): File handle of the affected file.

condition (STRING): The initial record validation test that failed.

source (STRING): The location of the failing record validation test.

state (STRING): A description of the record that was found to be inconsistent.

air.repaired.multipart.rectify

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in the rectification metadata for a multipart file.

The inconsistency is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
Multipart inode %s certification failed: %s, %s (%s)

Parameters

fh (STRING): File handle of the affected file.

condition (STRING): The initial record validation test that failed.

source (STRING): The location of the failing record validation test.

state (STRING): A description of the record that was found to be inconsistent.

air.repaired.multipart.userheader

Severity
NOTICE
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Description

This message occurs when an inconsistency is discovered in the userheader section of a multipart file. The
inconsistency is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
Multipart inode %s userheader certification failed: %s, %s

Parameters

fh (STRING): File handle of the affected file.
condition (STRING): The initial userheader validation test that failed.
source (STRING): The location of the failing userheader validation test.

air.repaired.name.info.flags

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in the name information flags of a directory. The
inconsistency is repaired automatically as soon as it is detected.

Corrective Action
(None).

Syslog Message
Name information flags for directory entry %s corrected at block %d and index %d. Source %s.

Parameters

fh (STRING): File handle of the affected directory.

block (INT): Block number that contains the affected entry

index (INT): Location within the block that holds the affected entry
source (STRING): Location of the failing metadata validation test.

air.repaired.pct.entry

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in a metadata record. The inconsistency is
automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
PCT metadata has inconsistent record for bucket (%u) file (%u). Source %s (%s, %sS).
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Parameters

bucketid (INT): Bucket identifier.

fileid (INT): File identifier.

source (STRING): Location of the failing metadata validation test.

condition (STRING): Initial metadata validation test that failed.

state (STRING): Description of the metadata that was found to be inconsistent.

air.repaired.qtree.id

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in the gtree ID of an inode. The inconsistency is
repaired automatically as soon as it is discovered.

Corrective Action
(None).

Syslog Message

Repaired inconsistent inode with fh %s due to a corrupted gtree ID: Old gtree ID %d, new gtree ID %d,
volume %s.

Parameters

fh (STRING): File handle of the affected inode.
old_tid (INT): Old gtree ID.

new_tid (INT): New gtree ID.

volume (STRING): Name of the volume.

air.repaired.qgtree.metafile

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in a qtree metafile.The inconsistency is repaired
automatically as soon as it is detected.

Corrective Action
(None).

Syslog Message
Qtree metafile %s

Parameters
details (STRING): Description of the metadata failure that has been fixed.

air.repaired.qtree.root
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Severity
NOTICE

Description

This message occurs when the system discovers an inconsistency between the qgtree file root and a qtree
metafile entry. The system repairs this inconsistency automatically, as soon as it detects it.

Corrective Action
(None).

Syslog Message
Qtree root %s certification failed: %s, %s corrections: %s.

Parameters

fh (STRING): File handle of the affected gtree root.

condition (STRING): Initial metadata validation test that failed.
source (STRING): Location of the failing metadata validation test.
state (STRING): Description of the metadata that has been fixed.

air.repaired.ral.clone.exp

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered between the source, clone created via ral
retrieve and the clone expansion structure in source’s remote state.

Corrective Action
(None).

Syslog Message
Remote RAL Clone %s certification failed: %s, %s (%s)

Parameters

fh (STRING): File handle of the affected clone.

condition (STRING): The initial metadata validation test that failed.
source (STRING): The location of the failing metadata validation test.
state (STRING): A description of the source and clone files.

air.repaired.rclone.database

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered within the WAFL Remote Clone Database. The
inconsistency is automatically repaired immediately upon detection.

Corrective Action
(None).

60



Syslog Message
Remote Clone Database %s certification failed: %s, %s (%s)

Parameters

fh (STRING): File handle of the affected metafile.

condition (STRING): The initial metadata validation test that failed.

source (STRING): The location of the failing metadata validation test.

state (STRING): A description of the metafile that was found to be inconsistent.

air.repaired.rclone.record

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in any record of the WAFL Remote Clone
Database. The inconsistency is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
Remote Clone Record %s certification failed: %s, %s (%s)

Parameters

fh (STRING): File handle of the affected record.

condition (STRING): The initial record validation test that failed.

source (STRING): The location of the failing record validation test.

state (STRING): A description of the entry that was found to be inconsistent.

air.repaired.remote.index

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered within the WAFL RAL index. The inconsistency
is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
Remote index %s certification failed: %s, %s (%s)

Parameters

fh (STRING): File handle of the affected metafile.

condition (STRING): The initial metadata validation test that failed.
source (STRING): The location of the failing metadata validation test.
state (STRING): The RAL index record that was discovered to be incorrect.
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air.repaired.remote.inode

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered between a file and its RAL state within WAFL.
The inconsistency is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
Remote inode %s certification failed: %s, %s (%s)

Parameters

fh (STRING): File handle of the affected file.

condition (STRING): The initial metadata validation test that failed.

source (STRING): The location of the failing metadata validation test.

state (STRING): A description of the RAL state metadata that was found to be inconsistent.

air.repaired.remote.metafile

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered within a WAFL RAL metafile. The inconsistency
is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
Remote metafile %s certification failed: %s, %s (%s)

Parameters

fh (STRING): File handle of the affected metafile.

condition (STRING): The initial metadata validation test that failed.

source (STRING): The location of the failing metadata validation test.

state (STRING): A description of the RAL metafile that was found to be inconsistent.

air.repaired.remote.tallies

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in the tallies in Remote Entry metafile. The
inconsistency is automatically repaired immediately upon detection.
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Corrective Action
(None).

Syslog Message
Remote metafile %s certification failed: %s, %s (%s)

Parameters

fh (STRING): File handle of the affected metafile.

condition (STRING): The initial metadata validation test that failed.

source (STRING): The location of the failing metadata validation test.

state (STRING): A description of the RAL metafile that was found to be inconsistent.

air.repaired.remote.writeback.dirtylist.record

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered between a file and its writeback metadata within
WAFL. The inconsistency is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
Remote inode %s writeback certification failed: %s, %s (%s)

Parameters

fh (STRING): File handle of the affected file.

condition (STRING): The initial metadata validation test that failed.

source (STRING): The location of the failing metadata validation test.

state (STRING): A description of the writeback metadata that was found to be inconsistent.

air.repaired.rlem.tallies

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in the tallies in Remote Lock Entry
metafile(RLEM). The inconsistency is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
Remote lock entry metafile %s certification failed: %s, %s (%s)

Parameters

fh (STRING): File handle of the affected metafile.
rlem (STRING): Describes the metafile to which this lock entry belongs to.
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condition (STRING): The initial metadata validation test that failed.
source (STRING): The location of the failing metadata validation test.
state (STRING): A description of the RLEM that was found to be inconsistent.

air.repaired.slice

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered in the metadata (slice file). Repairs to the slice
file from the secondary copy have automatically been started.

Corrective Action
(None).

Syslog Message
Slice file "%s" certification failed: %s, dir ID (%llu), branch ID (%llu), level %d, fbn (%llu)

Parameters

fh (STRING): File handle of the slice file that needs repairs.
condition (STRING): The initial validation test that failed.
dir_id (LONGINT): Slice directory ID of the slice file.
branch_id (LONGINT): Slice branch ID of the slice file.
level (INT): Buffer level of the slice file block.

fbn (LONGINT): File block number (FBN) of the slice file.
source (STRING): The location of the failing validation test.

air.repaired.snapinfo.block

Severity
NOTICE

Description

This message occurs when the system detects an inconsistency in the persistent lock entry metafile. The
inconsistent entry has been removed.

Corrective Action
(None).

Syslog Message
Repaired inconsistent block (%s) found in Snapinfo metafile on volume "%s".

Parameters

state (STRING): Description of the Snapinfo metafile block that was found to be inconsistent.
volume (STRING): Name of the volume.

air.repaired.ssm.iftp.inode

Severity
NOTICE
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Description

This message occurs when an inconsistency is discovered in ssm iftp metafile. The inconsistency is
repaired automatically as soon as it is detected.

Corrective Action
(None).

Syslog Message
AIR vlist metafile %s certification failed: %s, %s.

Parameters

fh (STRING): File handle of the affected metafile.
condition (STRING): Initial metadata validation test that failed.
source (STRING): Location of the failing metadata validation test.

air.repaired.toc.entry

Severity
ALERT

Description

This message occurs when an inconsistency is discovered in a metadata record. The inconsistency is
automatically repaired immediately upon detection. But it can leave behind lost objects that are no longer
pointed to by the namespace.

Corrective Action

The command "object-store-server lost-object-recovery start" under diag privilege can be used to add lost
objects back into namespace. The progress of this command can be monitored using "object-store-server
lost-object-recovery show" command.

Syslog Message
TOC metadata (%s) has inconsistent record for chapter (%s). %s (%s).

Parameters

toc_fh (STRING): File handle of the TOC metadata file.

chapter_fh (STRING): File handle of the chapter metadata file.

state (STRING): Description of the metadata that was found to be inconsistent.
condition (STRING): Initial metadata validation test that failed.

air.repaired.user.ind

Severity
ERROR

Description

This message occurs when an inconsistency is discovered in the user indirect block. The inconsistency is
repaired automatically immediately upon detection.

Corrective Action
(None).
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Syslog Message
User indirect %s certification failed: %s (%s)

Parameters

fh (STRING): File handle of the affected file.

condition (STRING): Initial metadata validation test that failed.

state (STRING): Description of the user indirect block that was found to be inconsistent.
source (STRING): Location of the failing metadata validation test.

air.repaired.vplus

Severity
NOTICE

Description

This message occurs when an indexed storage tree is rebuilt to repair a metadata inconsistency that was
discovered.

Corrective Action
(None).

Syslog Message
AIR vplus rebuild of %s completed for subtype %d

Parameters

fh (STRING): File handle of the storage tree.
subtype (INT): Subtype of the inode encountering the inconsistency.

air.vplus events

air.vplus.certify.issue

Severity
NOTICE

Description

This message occurs when an inconsistency is discovered inside an indexed storage tree. The
inconsistency is automatically repaired immediately upon detection.

Corrective Action
(None).

Syslog Message
AIR vplus certification of %s failed: %s, %s for subtype %d

Parameters

fh (STRING): File handle of the storage tree.

condition (STRING): Specific metadata validation test that failed.
source (STRING): Location of the failing metadata validation test.
subtype (INT): Subtype of the inode encountering the inconsistency.
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am events

am.dest events

am.dest.check.failed

Severity
NOTICE

Description

Relocation of aggregates fails at the destination as we no longer accept aggregates from versions 8.2.0 or
lower.

Corrective Action
User needs to upgrade to 8.2.1 before attempting ARL to 8.3.0 or higher. *

Syslog Message

Relocation of aggregates failed from node %s to current node as ARL is no longer supported from releases
8.2.0 or lower to 8.3.0 or higher.

Parameters
partner_node (STRING): Source of the aggregate migration
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api events

api.engine events

api.engine.killed

Severity
EMERGENCY

Description

This event is posted when the ONTAPI® engine is unexpectedly terminated. The ONTAPI APIs cannot be
executed until the system is rebooted.

Corrective Action
Reboot the controller. If the problem persists, contact Contact NetApp technical support.

Syslog Message
Error in API Engine. Engine name: %s.

Parameters
engineName (STRING): Name of the execution engine (e.g., "m" or "d").

api.fileio events

api.fileio

Severity
NOTICE

Description

This message occurs after a file I/O error that typically causes a Data ONTAP® API to fail. While processing
Data ONTAP API requests, the system might write intermediate results to files. For example, a long running
command returning quantities of data might send a batch of data and save remaining data in a file for
subsequent delivery. An 1/O error occurred during one of these operations.

Corrective Action
If the problem is related to creating a file, use the system’s "df" and "df -i" commands to determine whether
the root volume is full or all inodes are in use. If so, it might be possible to remove unneeded files to release
space or inodes needed for Data ONTAP API operations. If the problem is that an intermediate file is being
deleted because of its age, no action is needed. Probably the client that requested the API did not complete
the API processing.

Syslog Message
(None).

Parameters

errorDescription (STRING): Description of the 1/O error that occurred.

targetDescription (STRING): Description of the file or directory in which the error occurred.
errorCode (INT): Numeric error code.

errorDetail (STRING): Description of the error code.
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api.input events

api.input.invalidSchema

Severity
ERROR

Description

This message occurs when an ONTAPI(tm) API receives extra input parameters as part of the API request
or when a required input parameter is missing in the API request. Most often this is due to a bug in the
application that initiates the API request.

Corrective Action

The error is due to strict schema validation. You can turn off the input schema validation by using the
following CLI commands: $priv set advanced $registry set state.api.schema_input_validate.enable off

Syslog Message
Error in APl input schema validation. APl name: %s. Detailed error: %s.

Parameters

apiName (STRING): Name of the ONTAPI API in which something invalid was detected.
detaillnfo (STRING): Description of the error in the APl input, such as an extra input value or a missing
input value.

api.output events

api.output.invalid

Severity
NOTICE

Description

This message occurs when An invalid character was detected while checking the output for a Data
ONTAP® API. All Data ONTAP API output must be valid UTF-8 characters. From time to time invalid output
is detected. Most often this is due to hardware errors, for example, a disk-list-info APl might query a disk
drive for its serial number but receive invalid data from a malfunctioning drive.

Corrective Action

Examine the information in detaillnfo to see if it pinpoints defective hardware. If an APl name is provided,
that API can be executed to determine which field in the API output is being given invalid data.

Syslog Message
(None).

Parameters

detaillnfo (STRING): Information regarding the circumstances in which the error was detected, for
example, the APl name and/or the piece of hardware that provided invalid data.
invalidValue (INTHEX): The character in the string that was invalid, printed as a hexadecimal number.
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api.output.invalidSchema

Severity
ERROR

Description

This message occurs when an ONTAPI(tm) API generates output that violates the declared schema of the
API. Most often this is due to a bug in the APl handler.

Corrective Action

The error is due to strict schema validation. You can turn off the output schema validation by using the
following CLI commands: $priv set advanced $registry set state.api.schema_output_validate.enable off

Syslog Message
Error in API output schema validation. API name: %s. Detailed error: %s.

Parameters

apiName (STRING): Name of the ONTAPI API in which something invalid was detected.
detaillnfo (STRING): Description of the error in the API output, such as an extra output value or a missing
output value.
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app events

app.cg events

app.cg.snap.smbc.lookup.fail

Severity
ERROR

Description
This message occurs when a consistency group on either side of a SnapMirror® active sync relationship

cannot be resolved to the remote consistency group for correctly replicating consistency group snapshots.

Corrective Action

Use the "volume snapshot show" command on the destination cluster to view the consistency group
snapshot and "volume snapshot restore" (In ASA r2, available at privilege:diagnostic) for restoring each
individual volume instead of the consistency group REST interface.

Syslog Message

Failed to resolve snapshot "%s" in consistency group "%s" on SVM "%s" to the remote consistency group.

Error: "%s".

Parameters

snapshot_name (STRING): Name of the consistency group’s snapshot.
consistency_group (STRING): Name of the consistency group.

vserver (STRING): Name of the storage virtual machine (SVM).

error (STRING): Error that was encountered while resolving the local consistency group to its
corresponding remote consistency group.

app.log events

app.log.alert

Severity
ALERT

Description
This event is issued when an application is in a condition that should be corrected immediately.

Corrective Action
(None).

Syslog Message
%s: %s %s: (%u) %s: %s

Parameters

computerName (STRING): Client Computer connected to the Filer.
eventSource (STRING): Client application that generated this event.
appVersion (STRING): Client application version.

eventID (INT): Application eventID.
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category (STRING): Event category.
subject (STRING): Event description.

app.log.emerg

Severity
EMERGENCY

Description
This message occurs when an application encounters a fatal error and requires immediate attention.

Corrective Action
Contact NetApp technical support.

Syslog Message
%s: %s %s: (%u) %s: %s

Parameters

computerName (STRING): Client Computer connected to the Filer.
eventSource (STRING): Client application that generated this event.
appVersion (STRING): Client application version.

eventID (INT): Application eventID.

category (STRING): Event category.

subject (STRING): Event description.

app.log.err

Severity
ERROR

Description
This event is issued when an application encounters an error condition.

Corrective Action
(None).

Syslog Message
%s: %s %s: (%u) %s: %s

Parameters

computerName (STRING): Client Computer connected to the Filer.
eventSource (STRING): Client application that generated this event.
appVersion (STRING): Client application version.

eventID (INT): Application eventID.

category (STRING): Event category.

subject (STRING): Event description.

app.log.info

Severity
INFORMATIONAL
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Description
This event is issued when an application’s message is meant for informational purposes.

Corrective Action
(None).

Syslog Message
%s: %s %s: (You) %s: %s

Parameters

computerName (STRING): Client Computer connected to the Filer.
eventSource (STRING): Client application that generated this event.
appVersion (STRING): Client application version.

eventID (INT): Application eventlD.

category (STRING): Event category.

subject (STRING): Event description.

app.log.notice

Severity
NOTICE

Description
This event is issued when an application is notifing of a certain event.

Corrective Action
(None).

Syslog Message
%s: %s %s: (%u) %s: %s

Parameters

computerName (STRING): Client Computer connected to the Filer.
eventSource (STRING): Client application that generated this event.
appVersion (STRING): Client application version.

eventID (INT): Application eventID.

category (STRING): Event category.

subject (STRING): Event description.

app.temp events

app.temp.delete.s3bucket.fail

Severity
ERROR

Description
This message occurs when a S3 Bucket cannot be deleted as a part of an application destroy operation.



Corrective Action

Use the "object-store-server bucket delete" command to delete the S3 bucket manually. Retry the
"application destroy" command on the specified application.

Syslog Message
Failed to delete S3 Bucket %s of application %s on Vserver %s. Error %s.

Parameters

s3bucket (STRING): Name of the S3 Bucket.

application_name (STRING): Name of the application that contains this S3 bucket.

vserver (STRING): Name of the Vserver.

error (STRING): The error that the application destroy service encountered while destroying the S3 bucket.

app-temp.destroy.flexcache.fail

Severity
ERROR

Description
This message occurs when a flexcache cannot be destroyed as a part of an application destroy operation.

Corrective Action

Use the "volume offline" command to take the flexcache offline, and then use the "flexcache delete"
command to delete the flexcache manually. Retry the "application destroy" command on the specified
application.

Syslog Message
Failed to destroy flexcache %s of application %s on Vserver %s. Error %s.

Parameters

flexcache (STRING): Name of the flexcache.

application_name (STRING): Name of the application that contains this volume.

vserver (STRING): Name of the Vserver.

error (STRING): The error that the application destroy service encountered while destroying the flexcache.

app.temp.destroy.volume.fail

Severity
ERROR

Description
This message occurs when a volume cannot be destroyed as a part of an application destroy operation.

Corrective Action

Use the "volume offline" command to take the volume offline, and then use the "volume delete" command to
delete the volume manually. Retry the "application destroy" command on the specified application.

Syslog Message
Failed to destroy volume %s of application %s on Vserver %s. Error %s.
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Parameters

volume (STRING): Name of the volume.

application_name (STRING): Name of the application that contains this volume.

vserver (STRING): Name of the Vserver.

error (STRING): The error that the application destroy service encountered while destroying the volume.

app.-temp.mcc.sb.modify.abort

Severity
ERROR

Description

This message occurs on MetroCluster(tm) systems, as part of a failed "application modify" command. For
this to happen, the primary site must be in the midst of modifying application provisioning when an
unplanned MetroCluster switchover occurs. The secondary site must then successfully modify the same
application. During MetroCluster switchback, the state of the original application provisioning job is checked
before allowing the originally issued "application modify" command from the primary site to continue. If the
state of the application has changed due to it being modified by the secondary site during switchover, the
original "application modify" command is canceled during switchback. This is to prevent possible corruption
to the application provisioning modifications from the secondary site.

Corrective Action

Verify that the changes made by the MetroCluster secondary site are acceptable by using the "application
show" command. If the changes are acceptable, no further action is required. Otherwise, rerun the
"application modify" command as necessary.

Syslog Message
Failed to modify application %s on Vserver %s.

Parameters

app_name (STRING): Name of the application being modified.
vserver (STRING): Name of the Vserver.

app.temp.mcc.veto.fail

Severity
ERROR

Description

This message occurs when a metrocluster switchover or switchback command fails due to unfinished
application jobs running on the node.

Corrective Action

Run the "job show -category APS" command to first verify that there are no application provisioning jobs
running. Then Retry the metrocluster switchover or switchback command.

Syslog Message

A metrocluster switchover or switchback command was vetoed due to application provisioning jobs still in
progress: %s.
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Parameters
error (STRING): Error returned by Metrocluster application provisioning.

app.temp.remove.app.fail

Severity
ERROR

Description

This message occurs when an application cannot be removed from the persistent database during an
"application destroy" operation.

Corrective Action
Retry the "application destroy" command. Contact NetApp technical support if the failure persists.

Syslog Message
Failed to remove application %s on Vserver %s from the persistent database. Error %s.

Parameters

application_name (STRING): Name of the application.

vserver_name (STRING): Name of the Vserver.

error (STRING): The error that the application destroy service encountered while removing the application
from the persistent database.
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application events

application.volume events

application.volume.removed

Severity
ERROR

Description

This message occurs when an application is destroyed, but a member volume was not deleted after an
error was encountered. This volume is no longer associated with the application and must be deleted
manually.

Corrective Action

Delete the volume using the "volume delete" command. For ASA r2, contact NetApp technical support for
assistance to resolve this internal error.

Syslog Message

Fails to destroy member volume %s in storage virtual machine %s during an application destroy operation.

The volume must be deleted manually. The volume was previously associated with an application with
UUID %s.

Parameters

volumeName (STRING): Name of the volume.
vserver (STRING): Storage virtual machine (SVM) containing the volume.
applicationUUID (STRING): Universal unique identifier (UUID) of the application.
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arl events

arl.abort events

arl.abort.raid

Severity
ERROR

Description
This message occurs when a relocation of an aggregate is canceled due to activity in RAID.

Corrective Action

Reissue the "storage aggregate relocation start" command to initiate relocation of an aggregate to the
specified destination node after the pending or in-progress operation on the aggregate is complete.

Syslog Message
Aggregate %s%s is %s; canceling 'storage aggregate relocation start' operation.

Parameters

owner (STRING): String indicating the owner of the affected aggregate.
vol (STRING): Name of the aggregate.
reason (STRING): Activity that is preventing the aggregate relocation operation.

arl.aggrdesttimeout events

arl.aggrDestTimeout

Severity
NOTICE

Description

This message occurs during an aggregate relocation operation, when the source node does not receive
notification from the destination node, within the specified time, that the aggregate is online.

Corrective Action

Use the "storage aggregate show" command to verify that the aggregate and its volumes are online on the
destination node.

Syslog Message

Node did not receive notification from the destination in %llu milliseconds that aggregate %s is online after
relocation.

Parameters

time (LONGINT): Timeout, in milliseconds, for notification from the destination node that an aggregate is
online after relocation.
aggrName (STRING): Name of the aggregate that was relocated.
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arl.aggronlinefailed events

arl.aggrOnlineFailed

Severity
EMERGENCY

Description

This message occurs when the RAID or WAFL® subsystem fails to bring online the aggregate or its
containing volumes after relocation.

Corrective Action

Check the EMS logs for messages from the RAID and WAFL subsystems to determine the exact cause of
the failure and the corrective action.

Syslog Message
Bringing online of aggregate %s or its volumes failed after relocation with error %d.

Parameters

aggrName (STRING): Name of the aggregate that was relocated.
error (INT): Error that occurred while bringing online the aggregate or its volumes after relocation.

arl.aggronlinetimeout events

arl.aggrOnlineTimeout

Severity
ALERT

Description

This message occurs when a node fails to bring online the aggregate and its containing volumes within the
specified time after relocation.

Corrective Action
Use the "storage aggregate show" command to verify that the aggregate and its volumes are online.

Syslog Message
Node did not bring online the aggregate %s and its volumes after relocation for %llu milliseconds.

Parameters

aggrUUID (STRING): UUID of the aggregate that was relocated.
time (LONGINT): Timeout, in milliseconds, to bring online the aggregate and its volumes after relocation.

arl.aggrstart events

arl.aggrStart

Severity
NOTICE
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Description
This message occurs when relocation of a storage failover aggregate starts.

Corrective Action
(None).

Syslog Message
Starting relocation of aggregate %s at time %llu.

Parameters

aggrName (STRING): Name of the aggregate being relocated.
time (LONGINT): Time at which relocation of the aggregate started.
aggrUuiD (STRING): UUID of the aggregate being relocated.

arl.connecttodestfailed events

arl.connectToDestFailed

Severity
ALERT

Description

This message occurs when the local node cannot connect over the cluster network to the d-blade of the
destination node while relocating an aggregate.

Corrective Action

1. Verify that the destination node is up. 2. Use the "network interface show" command to verify that the
cluster network interfaces on the local node and the destination node are both up. 3. Retry the
aggregate relocation command.

Syslog Message
Failed to connect with the destination node %s (d-blade ID: %s) over the cluster network while relocating
aggregate %s.

Parameters

destName (STRING): Name of the destination node.
destDbladeid (STRING): D-blade ID of the destination node.
aggrName (STRING): Name of the aggregate being relocated.

arl.netra events

arl.netra.ca.check.failed

Severity
ERROR

Description

This message occurs during the relocation of an aggregate, when the destination node cannot reach the
object stores.
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Corrective Action

Verify that your intercluster LIF is online and functional by using the 'network interface show' command.
Also, check network connectivity to the object store server by using the 'ping' command over the destination
node intercluster LIF. Additionally, verify that the configuration of your object store has not changed and that
login and connectivity information is still accurate by using the 'aggregate object-store config show'
command. It is possible to override this error by using the 'override-destination-checks' parameter of the
relocation command. For more information or assistance, contact NetApp technical support.

Syslog Message

Relocation of aggregate '%s' (uuid: %s) failed due to %s preventing object store access on the destination
node.

Parameters

vol (STRING): Name of the aggregate.
aggr_uuid (STRING): UUID of the aggregate.
reason (STRING): Activity that is preventing the aggregate relocation operation.

arl.netra.ha.dskChkFailed

Severity
ALERT

Description

This message occurs when relocation of an aggregate fails because the destination node cannot see all
disks belonging to the aggregate.

Corrective Action

If the destination is the source node’s high-availability (HA) partner, identify the missing disks by using the
"storage failover show -fields local-missing-disks, partner-missing-disks" command. If the destination is not
the source node’s HA partner, use the "storage disk show -aggregate" command to list the disks belonging
to the aggregate, and then verify that those disks are visible from the destination by using the "storage disk
show" command.

Syslog Message

Relocation of aggregate %s failed from node %s because the destination node cannot see all disks
belonging to the aggregate.

Parameters

aggr (STRING): Name of the aggregate that was not relocated.
node (STRING): Name of the node that failed the relocation.

arl.netra.Imgr.limit.failed

Severity
ERROR

Description

This message occurs during the relocation of an aggregate, when the destination node fails the lock count
limit checks.
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Corrective Action

Ensure that the destination node supports the identified lock count limits, or select a different destination
node and retry the operation.

Syslog Message
Aggregate '%s": Lock limits check failed on destination node. %s

Parameters

vol (STRING): Name of the aggregate.
reason (STRING): Activity that is preventing the aggregate relocation operation.

arl.netra.Imgr.reserve.fail

Severity
ERROR

Description

This message occurs when an aggregate is being relocated, and the partner node fails to reserve lock
resources needed for this aggregate.

Corrective Action

Take the appropriate action based on the reason supplied in the logged message: - 'Partner reconstructing
locks': Retry the relocation after reconstruction is complete on the partner node. You can check the
reconstruction progress by using the 'debug locks reconstruction show' diagnostic privilege command. -
'Partner does not have sufficient lock resources': Free up lock resources on the partner and retry the
relocation. You can free lock resources on the partner as client applications using locks are closed for
volumes contained on that node. You can also free lock resources by moving volumes with locks from the
partner node to a different node in the cluster. - 'Memory allocation failure': The system is running low on
memory. Monitor memory statistics on the node and retry the relocation when more memory is available. -
For other reason messages, or for further assistance, contact NetApp technical support.

Syslog Message
Aggregate '%s": Lock reservation failed. Reason: %s.

Parameters

aggr (STRING): Name of the aggregate being relocated.
reason (STRING): Reason the lock reservation failed.

arl.netra.raid.failed

Severity
ERROR

Description

This message occurs during migration of an aggregate as part of aggregate relocation, when one of the
aggregate checks fails on the destination node, which include duplicate aggregate name, duplicate
Universally Unique Identifier (UUID), aggregate count, and capacity limits.

Corrective Action

1. If checks fail due to aggregate count or capacity limits, then relocate this aggregate to an alternate
destination node that has enough capacity to receive the aggregate. 2. If checks fail due to duplicate
aggregate name or UUID, delete the duplicate aggregate created from previous "storage failover
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giveback" or "storage aggregate relocation" operations. Contact NetApp technical support for
assistance with deletion of the unwanted duplicate aggregate.

Syslog Message

Aggregate '%s' (UUID = %s, type = %s, home_owner_id = %llu, dr_home_owner_id = %llu): RAID
aggregate migration checks failed on destination node %s.

Parameters

vol (STRING): Name of the aggregate.

aggregate_uuid (STRING): UUID of the aggregate.

raid_type (STRING): RAID type of the volume.

home_owner_id (LONGINT): NVRAM system ID of the aggregate’s home owner.
dr_home_owner_id (LONGINT): NVRAM system ID of the aggregate’s disaster recovery (DR) home
owner.

reason (STRING): Activity that is preventing the aggregate relocation or giveback operation.

arl.netra.wafl.mcc.veto

Severity
ERROR

Description

This message occurs during the relocation of an aggregate, when one or more online left-behind disaster
recovery(DR) aggregates are found on the destination node and the "node-object-limit" option is set to off.

Corrective Action

Check whether there exists any online left-behind DR aggregates on the destination node from a previous
switchover operation. If such an aggregate exists, then perform the corrective actions specified in the earlier
EMS messages for the left-behind aggregate to return it to its original owner, and then retry the operation. If
you cannot perform the corrective action, then use the "override-destination-checks" option in the
"relocation" command to force the relocation.

Syslog Message

Aggregate '%s": One or more online left-behind DR aggregates were found on the destination node and the
"node-object-limit" option is set to off.

Parameters
vol (STRING): Name of the aggregate.

arl.opaborted events

arl.OpAborted

Severity
ERROR

Description
This message occurs when an aggregate relocation operation is aborted.

Corrective Action
Refer to other generated error messages to identify the exact cause of failure and the corrective action.
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Syslog Message
Aggregate relocation operation aborted by node %s because %s.

Parameters

node (STRING): Name of the node that aborted relocation.
msg (STRING): Error that prevented relocation.

arl.opfinished events

arl.OpFinished

Severity
NOTICE

Description
This message occurs when the aggregate relocation operation from the source node to the specified

destination is finished. Use the "storage aggregate relocation show" command to check whether all
aggregates were relocated successfully.

Corrective Action
(None).

Syslog Message

Aggregate relocation operation from the source node %s to the destination node %s finished in %llu
milliseconds. 'override-vetoes' set to %s, and 'override-destination-checks' set to %s.

Parameters

srcName (STRING): Name of the source node.

destName (STRING): Name of the destination node.

time (LONGINT): Time, in milliseconds, taken to complete the relocation operation.

override_vetoes (STRING): Flag that indicates whether the system should override veto checks for a
relocation operation. This flag corresponds to the "-override-vetoes" parameter of the "storage aggregate
relocation start" command. When set to true, it might result in the relocation proceeding even if the node
detects outstanding issues that would make aggregate relocation dangerous or disruptive.
override_dest_checks (STRING): Flag that indicates whether the system should override checks done on
the destination node. This flag corresponds to the "-override-destination-checks" parameter of the "storage
aggregate relocation start" command. When set to true, it can be used to force relocation of aggregates
even if the destination has outstanding issues. Note that this could make the relocation dangerous or
disruptive.

arl.opstart events

arl.OpStart

Severity
NOTICE

Description

This message occurs when the aggregate relocation operation starts. After this message is displayed,
aggregates are relocated to the specified destination serially.
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Corrective Action
(None).

Syslog Message

Starting relocation to destination %s at time %llu. 'override-vetoes' set to %s, and 'override-destination-
checks' set to %s.

Parameters

destName (STRING): Name of the destination node.

time (LONGINT): Time at which relocation started.

override_vetoes (STRING): Flag that indicates whether the system should override veto checks for a
relocation operation. This flag corresponds to the "-override-vetoes" parameter of the "storage aggregate
relocation start" command. When set to true, it might result in the relocation proceeding even if the node
detects outstanding issues that would make aggregate relocation dangerous or disruptive.
override_dest_checks (STRING): Flag that indicates whether the system should override checks done on
the destination node. This flag corresponds to the "-override-destination-checks" parameter of the "storage
aggregate relocation start" command. When set to true, it can be used to force relocation of aggregates
even if the destination has outstanding issues. Note that this could make the relocation dangerous or
disruptive.

arl.postmigrnotok events

arl.postMigrNotOk

Severity
ERROR

Description

This message occurs when the specified subsystem encounters an error during the post-migration phase of
the aggregate relocation (ARL) operation.

Corrective Action

Check the event log for a subsystem-specific reason as to why the subsystem failed the post-migration
phase of the relocation operation. The corrective action is subsystem-specific and is detailed in the
corrective action portion of the message. Follow the corrective action specified by that message.

Syslog Message

Relocation of aggregate '%s' encountered an error during post-migration processing. The error was
encountered by the subsystem '%s".

Parameters

aggr (STRING): Name of the aggregate on which the subsystem attempted the relocation operation.
subsystem (STRING): Name of the subsystem that failed the relocation operation.

arl.precmt events

arl.precmt.Imgr.resync.abrt

Severity
NOTICE
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Description

This message occurs during aggregate relocation, when automatic lock resynchronization with the node’s
high-availability (HA) partner for files on this aggregate was aborted.

Corrective Action
(None).

Syslog Message
Automatic lock resynchronization was aborted for aggregate %s on forced relocation.

Parameters
aggr (STRING): Name of the aggregate for which resynchronization was aborted.

arl.precmt.Imgr.resyncing

Severity
ERROR

Description

This message occurs during aggregate relocation, when automatic lock resynchronization with the node’s
high-availability (HA) partner is in progress for files on this aggregate.

Corrective Action

Retry the relocation after verifying that lock synchronization is complete by using the 'debug locks auto-
resync-status -aggregate <aggregate>' diagnostic privilege command. If lock state disruption for all CA
locks on the aggregate is acceptable, retry the aggregate relocation with the "-override-vetoes true' option.

Syslog Message
Could not relocate aggregate %s because automatic lock resynchronization was in progress.

Parameters
aggr (STRING): Name of the aggregate with locks not yet in sync.

arl.precmt.Imgr.sync.failed

Severity
ERROR

Description

This message occurs when relocation of an aggregate has started but mirrored lock state cannot be created
locally for the relocating aggregate. The relocate operation is aborted.

Corrective Action

Take the appropriate action based on the reason supplied in the logged message: - 'Timed Out": Retry the
aggregate relocation with the '-override-destination-checks' option. Overriding the check might result in a
longer administrative outage period during which no administrative operations can be performed for
volumes on this aggregate. - 'Fatal Error': Contact NetApp technical support.

Syslog Message
Could not relocate the aggregate %s because creating locally mirrored lock state failed.
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Parameters

aggr (STRING): Name of the aggregate being relocated.
reason (STRING): Reason the local mirrored lock state creation failed.

arl.precmt.Imgr.sync.forced

Severity
NOTICE

Description

This message occurs during aggregate relocation, when local mirrored lock state creation is allowed to
proceed without any time restrictions. This might result in a longer administrative outage period during
which no administrative operations can be performed for volumes on this aggregate.

Corrective Action
(None).

Syslog Message
Local mirrored lock state creation for relocating aggregate %s is proceeding without time restrictions.

Parameters
aggr (STRING): Name of the aggregate being relocated.

arl.precmt.repl

Severity
NOTICE

Description
This message occurs when all replication transfers are aborted because of aggregate relocation.

Corrective Action
(None).

Syslog Message
Replication transfers aborted due to aggregate relocation.

Parameters
(None).

arl.precmt.vdom.lowMem

Severity
ERROR

Description

This message occurs when an aggregate relocation fails due to the unavailability of Data ONTAP® memory

on the source node.
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Corrective Action
Free some memory and retry the aggregate relocation.

Syslog Message
Relocation of aggregate %s failed due to unavailability of Data ONTAP® memory on the source node.

Parameters
aggr (STRING): Name of the aggregate that was not relocated.

arl.precmt.wafl.volconversion

Severity
ERROR

Description

This message occurs when an active volume conversion is running on one or more volumes on the source
aggregate. Pre-commit is aborted.

Corrective Action
When volume conversion is complete, re-run the command 'storage aggregate relocation start'.

Syslog Message

Aggregate relocation/takeover is blocked as Volume Conversion is in progress on one of the volumes on
aggregate %s.

Parameters

aggregate_name (STRING): The name of the aggregate containing the volume on which conversion is in
progress.

arl.subsystemabort events

arl.subsystemAbort

Severity
ERROR

Description
This message occurs when the specified subsystem aborts relocation of the aggregate.

Corrective Action

Check the syslog/EMS output for a subsystem-specific reason for aborting the relocation operation. The
corrective action is subsystem-specific and is detailed in the corrective action portion of the message.
Follow the corrective action specified by the subsystem and then reissue the 'relocation' command. If you
cannot perform the corrective action, then use the 'override-vetoes' option in the 'relocation' command to
force the relocation.

Syslog Message
The relocation operation of '%s' was aborted by '%s'.
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Parameters

aggr (STRING): Name of the aggregate on which the subsystem attempted the relocation operation.
subsystem (STRING): Name of the subsystem that aborted the relocation operation.

arl.veto events

arl.veto.coredump.saveinprog

Severity
INFORMATIONAL

Description

This message occurs when the coredump subsystem vetoes the use of storage failover (SFO) during
takeover because a coredump save is in progress; cluster failover (CFO) will be used instead. The
coredump save must be complete before the system can perform a takeover.

Corrective Action
(None).

Syslog Message
Takeover use of SFO vetoed because a coredump save was in progress.

Parameters
(None).

arl.veto.coredump.unsavedcor

Severity
ERROR

Description

This message occurs when aggregate relocation (ARL) is vetoed because there is an unsaved kernel core
file on one of the aggregate disks.

Corrective Action

Use the "node coredump save" command to save any unsaved cores, or use the "-override-vetoes true"
option when relocating aggregates.

Syslog Message
Aggregate relocation vetoed due to an unsaved coredump %s on disk %s ("%s").

Parameters

corefile (STRING): Name of the kernel core file.

disk (STRING): Name of the disk containing the kernel core file.

panic (STRING): Panic string of the unsaved kernel core file that caused the aggregate relocation (ARL)
veto.

arl.veto.kmgr.keysmissing
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Severity
ERROR

Description

This message occurs when an aggregate relocation fails due to the unavailability of volume encryption keys
for the encrypted volumes of the aggregate on the destination node.

Corrective Action

Wait a few minutes, and then try the aggregate relocation again. If the problem persists, run the "security
key-manager external restore" command for external key manager, or the "security key-manager onboard
sync" command for Onboard Key Manager. The commands retrieve the encryption keys for the encrypted
volumes of the aggregate from the key manager. Then try the aggregate relocation again.

Syslog Message

Relocation of aggregate %s failed due to unavailability of volume encryption keys for the encrypted volumes
of the aggregate on the destination node %s. Details: %s.

Parameters

aggr (STRING): Name of the aggregate that was not relocated.
node (STRING): Name of the destination node that is missing encryption keys.
details (STRING): Detailed reason for failure.

arl.veto.Imgr.CA.volmove

Severity
ERROR

Description
This message occurs when an aggregate relocation has started but cannot proceed because a volume
move to or from this aggregate is in the cutover phase and the volume being moved has continuously
available (CA) locks. CA locks are established by opens through CIFS CA shares for regular files on read-
write volumes that reside in storage failover (SFO) aggregates. These locks are mirrored to the node’s high-
availability (HA) partner to support the nondisruptive property of CA shares. The rest of the locks are
classified as non-CA locks and are not mirrored to the node’s HA partner.

Corrective Action

Retry the relocation after volume move exits the cutover phase. To check for volume move state, run the
'volume move show' command.

Syslog Message

Could not complete aggregate relocation because volume move of '%s%s%s%s' is in the cutover phase
and this volume has CA locks.

Parameters

owner (STRING): Volume owner.

vol (STRING): Volume name.

app (STRING): Application UUID.

volident (STRING): Unique identifier of the volume in cases where the volume name itself is insufficient.
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arl.veto.Imgr.nonCA.broken

Severity
NOTICE

Description

This message occurs when an aggregate relocation is forced that causes non-continuously available (non-

CA) locks on the volume to be dropped. CA locks are established by opens through CIFS CA shares for
regular files on read-write volumes that reside in storage failover (SFO) aggregates. These locks are

mirrored to the node’s high-availability (HA) partner to support the nondisruptive property of CA shares. The

rest of the locks are classified as non-CA locks and are not mirrored to the node’s HA partner.

Corrective Action
(None).

Syslog Message
Dropped non-CA locks on volume %s%s%s%s due to forced aggregate relocation of aggregate %s.

Parameters

owner (STRING): Volume owner.
vol (STRING): Volume name.
app (STRING): Application UUID.

volident (STRING): Unique identifier of the volume in cases where the volume name alone is insufficient.

aggrname (STRING): Aggregate name.

arl.veto.Imgr.nonCA.locks

Severity
ERROR

Description

This message occurs when an aggregate relocation has started but cannot proceed because non-
continuously available (non-CA) locks are present on the volume. CA locks are established by opens
through CIFS CA shares for regular files on read-write volumes that reside in storage failover (SFO)
aggregates. These locks are mirrored to the node’s high-availability (HA) partner to support the
nondisruptive property of CA shares. The rest of the locks are classified as non-CA locks and are not
mirrored to the node’s HA partner.

Corrective Action

Based on how resilient they are to failures, applications must either gracefully close sessions over which
non-CA locks are established or accept lock state disruption. To determine the open files that have these

sessions established, run the 'vserver cifs session file show -hosting-aggregate "aggregate name"
-continuously-available No' command. "aggregate name" is the aggregate for which relocation is being

attempted. If lock state disruption for all existing non-CA locks is acceptable, retry the aggregate relocation

by using the '-override-vetoes true' option.

Syslog Message

Could not complete aggregate relocation because of non-CA locks on volume %s%s%s%s aggregate %s.

Parameters

owner (STRING): Volume owner.
vol (STRING): Volume name.
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app (STRING): Application UUID.
volident (STRING): Unique identifier of the volume in cases where the volume name alone is insufficient.
aggrname (STRING): Aggregate name.

arl.veto.Imgr.recons.left

Severity
ERROR

Description

This message occurs when an aggregate relocation has started, but cannot proceed because
reconstruction of client file locks from mirrored lock information is not yet complete.

Corrective Action

Retry the relocation a few times after checking the status of reconstruction by using the 'debug locks
reconstruction show' diagnostic privilege command. If the locks reconstruction operation is not completed,
contact NetApp technical support.

Syslog Message
Could not relocate aggregate '%s' because lock reconstruction on node %s is in progress.

Parameters

aggregate (STRING): Name of the aggregate being relocated.
node (STRING): Name of the node reconstructing locks.

arl.veto.Imgr.syncing

Severity
ERROR

Description

This message occurs when an aggregate relocation has started but cannot proceed because
synchronization of client file locks ("locks sync") with the partner is not yet complete.

Corrective Action

Retry the relocation after verifying that lock synchronization is complete,by using the 'debug locks lock-sync
show' diagnostic privilege command.

Syslog Message
Could not relocate aggregate '%s' because locks sync from node %s to its partner node %s is in progress.

Parameters

aggregate (STRING): Name of the aggregate being relocated.
node (STRING): Name of the node performing locks sync with its partner.
partner (STRING): Name of the partner node with which locks sync is being performed.

arl.veto.repl

Severity
NOTICE
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Description

This message occurs when an aggregate relocation is vetoed by a critical replication transfer (for example,
volume move in the cutover phase).

Corrective Action

Either abort the replication transfer that is preventing the aggregate relocation from being completed, retry
the "aggregate relocation start' command with the '-override-vetoes true' option, or wait for the transfer to
finish.

Syslog Message

Could not complete giveback because a replication transfer with UUID %s involving the aggregate %s is in
progress.

Parameters

transferld (STRING): UUID of the SnapMirror® replication transfer that vetoed the aggregate relocation.
aggr (STRING): Name of the aggregate.

arl.veto.snaprestore

Severity
ERROR

Description

This message occurs when the system cannot perform an aggregate relocation because a volume
snaprestore operation is active. The relocation is aborted.

Corrective Action
Retry aggregate relocation after the snaprestore operation is finished.

Syslog Message
%s %s%s%s%s is running snaprestore. Canceling aggregate relocation.

Parameters

type (STRING): Type of object (volume or aggregate).

owner (STRING): Volume owner.

vol (STRING): Volume name.

app (STRING): Application UUID.

volident (STRING): Unique volume identity when the volume name itself is insufficient.

arl.veto.volmove

Severity
ERROR

Description

This message occurs when an active volume move operation that cannot be automatically aborted prevents
aggregate relocation from starting. When the volume move operation is completed, aggregate relocation
can be retried using the 'storage aggregate relocation start' command.

Corrective Action

When the volume move operation is complete, reissue the 'storage aggregate relocation start' command. To
abort the volume move immediately, include the '-override-vetoes true' command option.
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Syslog Message

Unable to relocate aggregate while volume move for volume (DSID: %llu, NAME: %s) on aggregate %s is in
progress.

Parameters

volume_dsid (LONGINT): Source/destination volume Data Set ID (DSID).
vol_name (STRING): The name of the volume.
aggr_name (STRING): The name of the containing aggregate.

arl.veto.wafl.volconversion

Severity
ERROR

Description

This message occurs when an active volume conversion against one or more of the volumes on the source
aggregate vetoed aggregate relocation.

Corrective Action
When volume conversion is complete, re-run the command 'storage aggregate relocation start'.

Syslog Message

Aggregate relocation is blocked as Volume Conversion is in progress on one of the volumes on aggregate
%s.

Parameters

aggregate_name (STRING): The name of the aggregate containing the volume on which conversion is in
progress.
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arw events

arw.analytics events

arw.analytics.ext.report

Deprecated
This event is created and documented but never used.

Severity
NOTICE

Description

This message occurs when anti-ransomware analytics generates or updates the "suspicious file extensions
report for a volume.

Corrective Action
(None).

Syslog Message

Anti-ransomware file extension analytics has found %s across high entropy data on the volume "%s" in
Vserver "%s". Report location: %s.

Parameters

fileExtension (STRING): Previously unseen file extension or suspicious file extension
volumeName (STRING): Name of the volume.

vserverName (STRING): Name of the Vserver.

fileExtensionReport (STRING): Link to report run after file extension analysis.

arw.analytics.high.entropy

Deprecated
This event is created and documented but never used.

Severity
ERROR

Description

This message occurs when the number of high entropy data log messages (pertaining to ransomware
detection and analysis) that were generated for a volume cross the predefined threshold.

Corrective Action

To correct this issue: 1) Restore data from the last Snapshot copy that were saved before high entropy data
was detected. 2) Refer to the anti-ransomware documentation to learn how to implement ransomware
protection and mitigation strategies.

Syslog Message
A large amount of high entropy data was found on volume "%s" in Vserver "%s".
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Parameters

volumeName (STRING): Name of the volume.
vserverName (STRING): Name of the Vserver.

arw.analytics.probability

Deprecated
This event is created and documented but never used.

Severity
ERROR

Description

This message occurs when an anti-ransomware attack probability has changed from "low" to "high" on a
volume.

Corrective Action

To correct this issue: 1) Restore to the last safe Snapshot copy before attack probabilty became high. 2)
Refer to the anti-ransomware documentation to diagnose further and take remedial measures.

Syslog Message
Anti-ransomware attack probability changed from low to high on volume "%s" in Vserver "%s".

Parameters

volumeName (STRING): Name of the volume.
vserverName (STRING): Name of the Vserver.

arw.analytics.report

Deprecated
This event is created and documented but never used.

Severity
NOTICE

Description
This message occurs when an anti-ransomware analytics report is generated or updated for a volume.

Corrective Action
(None).

Syslog Message

Anti-ransomware analytics report has been generated for volume %s of Vserver %s. The report is available
at %s.

Parameters

volumeName (STRING): Name of the volume.
vserverName (STRING): Name of the Vserver.
report_path (STRING): Path to anti-ransomware report.
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arw.analytics.suspects

Deprecated
This event is created and documented but never used.

Severity
ERROR

Description

This message occurs when a list of suspects generated by anti-ransomware analytics grows to a point
where further investigation is needed.

Corrective Action
(None).

Syslog Message
Anti-ransomware analytics on volume "%s" in Vserver "%s" has outstanding suspect files.

Parameters

volumeName (STRING): Name of the volume.
vserverName (STRING): Name of the Vserver.

arw.auto events

arw.auto.switch.enabled

Severity
NOTICE

Description

This message occurs when anti-ransomware has been automatically switched from learning mode to
enabled after various conditions have been satisfied, such as learning period, file creation, file write, and file
extension discovery activities.

Corrective Action
(None).

Syslog Message

Anti-ransomware has been automatically switched from learning mode to enabled on volume "%s" in SVM
"%S"_

Parameters

VolumeName (STRING): Name of the volume.

VserverName (STRING): Name of the SVM.

LearningPeriod (INT): Number of days needed for learning.

IncomingWrite (INT): Amount of write (in MB) received during Learning mode.
DurationWithoutNewExtension (INT): Number of days without a new file extension being discovered.
FileCount (INT): Number of new files created in a volume.

FileExtensionCount (INT): Number of new file extensions discovered in a volume.
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arw.new events

arw.new.file.extn.seen

Severity
NOTICE

Description

This message occurs when a new file extension is observed in anti-ransomware enabled volume. Its
purpose is to promptly notify about the extension seen and enabling timely investigation.

Corrective Action
(None).

Syslog Message
A new file-extension "%s" is observed on volume "%s" (UUID: "%s") in SVM "%s" (UUID: "%s") at "%s".

Parameters

fileExtension (STRING): Name of the File-Extension seen.
volumeName (STRING): Name of the volume.
volumeUuid (STRING): UUID of the Volume.
vserverName (STRING): Name of the SVM.

vserverUuid (STRING): UUID of the SVM.

time (STRING): Time when new extension is seen.

arw.snapshot events

arw.snapshot.created

Severity
NOTICE

Description

This message occurs when a new ARP snapshot is created in anti-ransomware enabled volume.
Additionally, it provides information about the reason behind the creation of the snapshot.

Corrective Action
(None).

Syslog Message
ARP snapshot created on volume "%s" (UUID: "%s") in SVM "%s" (UUID: "%s") at "%s". Reason: "%s".

Parameters

volumeName (STRING): Name of the volume.
volumeUuid (STRING): UUID of the Volume.
vserverName (STRING): Name of the SVM.
vserverUuid (STRING): UUID of the SVM.

time (STRING): Time when new ARP snapshot is created.
reason (STRING): Reason for snapshot creation.
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arw.volume events

arw.volume.state

Severity
NOTICE

Description
This message occurs when the anti-ransomware state of a volume is changed.

Corrective Action
(None).

Syslog Message
Anti-ransomware state was changed to "%s" on volume "%s" (UUID: "%s") in Vserver "%s" (UUID: "%s").

Parameters

op (STRING): Monitoring state (enabled, disabled, dry-run).
volumeName (STRING): Name of the volume.
volumeUuid (STRING): UUID of the volume.
vserverName (STRING): Name of the Vserver.
vserverUuid (STRING): UUID of the Vserver.

arw.vserver events

arw.vserver.state

Severity
NOTICE

Description
This message occurs when the anti-ransomware state of a Vserver is changed.

Corrective Action
(None).

Syslog Message
Anti-ransomware was changed to "%s" on Vserver "%s" (UUID: "%s").

Parameters

op (STRING): Anti-ransomware state (enabled, disabled,or dry-run).
vserverName (STRING): Name of the Vserver.
vserverUuid (STRING): UUID of the Vserver.
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asa events

asa.personality events

asa.personality.enable.end

Severity
NOTICE

Description
This message occurs when the cluster personality has been changed to an All SAN Array.

Corrective Action
(None).

Syslog Message
The cluster personality is now an All SAN Array.

Parameters
job_id (LONGINT): ID of the conversion job.
asa.personality.enable.fail

Severity
ERROR

Description
This message occurs when the job to change the cluster personality to an All SAN Array has failed.

Corrective Action
Attempt the failed command again. If the problem persists, contact NetApp technical support.

Syslog Message

The cluster personality was not changed to an All SAN Array. For more information, use the command "job
show -id %llu" to see the job details.

Parameters
job_id (LONGINT): ID of the conversion job.

asa.personality.enable.start

Severity
NOTICE

Description
This message occurs when the cluster personality is being changed to All SAN Array.

Corrective Action
(None).
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Syslog Message
The cluster personality is changing to All SAN Array.

Parameters
job_id (LONGINT): ID of the conversion job.
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asup events

asup.aods events

asup.aods.response.overLimit

Severity
ERROR

Description

This message occurs when the size of the response from the AutoSupport OnDemand Server (AODS) goes
over the AOD response buffer size limit in ONTAP.

Corrective Action
Contact Contact NetApp technical support. for assistance.

Syslog Message

AutoSupport OnDemand Server (AODS) response went over the response buffer size limit in ONTAP. Size
limit: %u bytes.

Parameters
SizeLimit (INT): AOD response buffer size limit in bytes.

asup.aods.response.timeOut

Severity
ERROR

Description

This message occurs when a response is not received from the AutoSupport OnDemand Server (AODS)
before the system time limit.

Corrective Action

Check AOD Server connectivity using the "autosupport check show-details -check-type ondemand-server"
command. If the issue persists, contact NetApp technical support.

Syslog Message
AutoSupport OnDemand Server (AODS) response was not received before the %u second time limit.

Parameters
TimeLimit (INT): System AODS response time limit in seconds.

asup.config events

asup.config.minimal.parse

Severity
INFORMATIONAL
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Description
This event is issued when we are unable to parse /etc/asup_content.conf

Corrective Action

Either the /etc/asup_content.conf file was corrupt or it may have been accidentally modified, compare the
file to the released version of the file and make the appropriate modifications.

Syslog Message
AutoSupport could not parse section %s in /etc/asup_content.conf

Parameters
section (STRING): The section that failed to parse.
asup.config.minimal.unavailable

Severity
ERROR

Description
This event is issued when we are unable to access /etc/asup_content.conf

Corrective Action

Either the /etc/asup_content.conf file does not exist or the permissions don'’t allow it to be accessed. Verify
that the file is in the correct location and that the system has access to it.

Syslog Message
Minimal AutoSupports unavailable. Could not read /etc/asup_content.conf

Parameters

(None).

asup.general events

asup.general.drop

Severity
NOTICE

Description

This message occurs when the system cannot generate an AutoSupport message from a callhome EMS
event.

Corrective Action
(None).

Syslog Message
Could not create AutoSupport message (sequence #: %u, ID: %s). %s.

Parameters

sequence (LONGINT): AutoSupport sequence number assigned to the callhome event.
trigger (STRING): AutoSupport callhome EMS event ID.
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detail (STRING): Additional details about why an AutoSupport message could not be created for the
callhome EMS event.
parameters (STRING): A comma-delimited list of the parameter name and value pairs passed to the
callhome EMS event.

asup.general.optout

Severity
NOTICE

Description

This message occurs when an opt-out condition exists to notify you that you can turn off AutoSupport®
reporting to NetApp, if desired. To disable AutoSupport reporting to NetApp, run the "system node
autosupport modify -support disable" command within 24 hours of system initialization. Enabling
AutoSupport can significantly speed problem determination and resolution, should a problem occur on your
system.

Corrective Action
(None).

Syslog Message
AutoSupport will be enabled 24 hours after system initialization.

Parameters
(None).
asup.general.queue.deleted

Severity
INFORMATIONAL

Description

This event is issued when all entries have been deleted from the AutoSupport queue and the disk file spool.
This should only occur when the autosupport.content option is changed from complete to minimal.

Corrective Action
(None).

Syslog Message
All AutoSupport message queue entries have been deleted.

Parameters
(None).

asup.general.reminder

Severity
INFORMATIONAL

Description
This message occurs when AutoSupport is not configured to send messages to NetApp.
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Corrective Action
(None).

Syslog Message

AutoSupport is not configured to send messages to NetApp. Enabling AutoSupport can significantly speed
problem determination and resolution should a problem occur on your system. More information about
AutoSupport is available at http://support.netapp.com/autosupport/.

Parameters
(None).

asup.post events

asup.post.drop

Severity
ERROR

Description

This message occurs when the AutoSupport® mechanism quits trying to post to the NetApp URL after
having retried for the specified number of times.

Corrective Action

Use the "system node autosupport check show-details" command to check for connectivity or certificate
errors. If the connectivity check shows no errors and if the problem persists, contact NetApp technical
support for further assistance.

Syslog Message
AutoSupport message (%s) was not posted to NetApp. The system will drop the message.

Parameters
subject (STRING): AutoSupport message title.

asup.smtp events

asup.smtp.drop

Severity
ERROR

Description

This message occurs when the AutoSupport® mechanism drops email messages after having retried for
the specified times.

Corrective Action

Use the "system node autosupport check show-details" command to check for connectivity errors with the
configured mailhost. If the connectivity check shows no errors and if the problem persists, contact NetApp
technical support for further assistance.
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Syslog Message
AutoSupport mail (%s) was not sent. The system will drop the message.

Parameters
subject (STRING): AutoSupport message title.
asup.smtp.invalid.credential

Severity
ERROR

Description

This message occurs when incorrect credentials are configured for the AutoSupport SMTP mailhost.
AutoSupport will not be delivered to the configured email destinations until the credentials are corrected.

Corrective Action

Configure the AutoSupport SMTP mailhost with the correct credentials. Use the "system node autosupport
modify -mail-hosts <username@mailhost>" command to update the mailhost configuration.

Syslog Message
AutoSupport SMTP connection to "%s" failed due to invalid credentials.

Parameters
mailhost (STRING): Mailhost name.
asup.smtp.missing.cert

Severity
ERROR

Description

This message occurs when the Root CA certificates to validate the SMTP server certificate is missing in
ONTAP. AutoSupport will not be delivered to the configured email destinations until the correct Root CA
certificate is installed.

Corrective Action
Install the correct Root CA certificates for the SMTP server using the "security certificate install" command.

Syslog Message
AutoSupport SMTP connection to "%s" failed due to missing Root CA certificate.

Parameters
mailhost (STRING): Mailhost name.

asup.throttle events

asup.throttle.drop

Severity
NOTICE
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Description
This message occurs when an AutoSupport message is dropped because it is believed to be spam.

Corrective Action

To disable AutoSupport throttling, run the (privilege: diagnostic) "system node autosupport modify -throttle
false -node <node name>" command.

Syslog Message
Too many AutoSupport messages in too short a time, throttling AutoSupport: %s

Parameters
subject (STRING): AutoSupport message title.
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async events

async.igroup events

async.igroup.replication.error

Severity
ALERT

Description
This message occurs when an error occurs asynchronously replicating an initiator group.

Corrective Action

To get further details on initiator groups that have replication errors, use the command: "lun igroup show
-replication-error 1-".

Syslog Message

Asynchronous replication of an initiator group between source Vserver "%s" and peer Vserver "%s" has
failed with error "%s".

Parameters

vserver_name (STRING): The name of the source Vserver.

peer_vserver_name (STRING): The name of the replication peer Vserver.

error (STRING): The error that occured.

vserver_uuid (STRING): The UUID of the source Vserver.

peer_vserver_uuid (STRING): The UUID of the replication peer Vserver.
peer_relationship_uuid (STRING): The UUID of the relationship between the source and peer.
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asyncdelcli events

asyncdelcli.message events

asyncDelCli.message.finish

Severity
NOTICE

Description
This message occurs when an async-delete job has finished on the specified path.

Corrective Action
(None).

Syslog Message
Async-delete "%s" has finished on inode: %llu in volume (DSID: %llu, MSID: %llu).

Parameters

Job_Id (STRING): Async-delete job ID.

Inode (LONGINT): Inode to be deleted.

volume_dsid (LONGINT): DSID of the volume containing the directory.
volume_msid (LONGINT): MSID of the volume containing the directory.

asyncDelCli.message.start

Severity
NOTICE

Description
This message occurs when an async-delete job starts on the specified path.

Corrective Action
(None).

Syslog Message
Async-delete "%s" has started on inode: %llu in volume (DSID: %llu, MSID: %llu).

Parameters

Job_Id (STRING): Async-delete job ID.

Inode (LONGINT): Inode to be deleted.

volume_dsid (LONGINT): DSID of the volume containing the directory.
volume_msid (LONGINT): MSID of the volume containing the directory.

asyncdelcli.permscheck events

asyncDelCli.permsCheck.fail
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Severity
ALERT

Description
This message occurs when an async-delete job fails to delete file/directory due to permission issues.

Corrective Action
Verify that the user has permission to delete the inode.

Syslog Message
Async-delete %s encountered permission failures for user (%s) when deleting inode: %llu in volume (DSID:
%llu, MSID: %llu).

Parameters

Job_Id (STRING): Async-delete Job ID.

User_Id (STRING): User Identifier.

Path_Inode (LONGINT): Inode that has permission issues for deletion.

volume_dsid (LONGINT): DSID of the volume containing the directory.

volume_msid (LONGINT): MSID of the volume containing the directory.
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asyncdelete events

asyncdelete.cancel events

asyncDelete.cancel.start

Severity
NOTICE

Description

This message occurs when cancellation of async delete jobs is started on a node due to Vserver migrate
operation. The administrator will need to restart the jobs after the migration is complete or aborted.

Corrective Action

The administrator will need to restart the cancelled async delete jobs after the migration is complete or
aborted. Command to start an async-delete job: "volume file async-delete start -volume <volume-name<
-vserver <vserver-names< -path <directory path<".

Syslog Message

Cancellation of async delete jobs was started on node "%s" because of Vserver migration. The
administrator will need to restart the jobs after the migration is complete or aborted.

Parameters
Node (STRING): Node where async delete jobs are running.

asyncdelete.message events

asyncDelete.message.fail

Severity
ALERT

Description
This message occurs when an async delete job fails.

Corrective Action

Ensure that all nodes in the cluster are online and healthy, and that all volumes needed for the directory
traversal are online. Then retry the operation.

Syslog Message
Async delete job on path %s of volume (MSID: %llu) failed: %s.

Parameters

path (STRING): Path to be deleted.
volume_msid (LONGINT): MSID of the volume containing the directory.
error (STRING): Description of the error that occurred.
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asyncDelete.message.start

Severity
NOTICE

Description
This message occurs when an async delete job starts on the path specified.

Corrective Action
(None).

Syslog Message
Async delete job started on path %s of volume (MSID: %llu).

Parameters

path (STRING): Path to be deleted.
volume_msid (LONGINT): MSID of the volume containing the directory.

asyncDelete.message.success

Severity
NOTICE

Description
This message occurs when an async delete job finishes successfully on the specified path.

Corrective Action
(None).

Syslog Message

Async delete job on path %s of volume (MSID: %llu) was completed. Number of files deleted: %llu, Number
of directories deleted: %llu. Total number of bytes deleted: %llu.

Parameters

path (STRING): Path to be deleted.

volume_msid (LONGINT): MSID of the volume containing the directory.
file_count (LONGINT): Total number of files deleted.

dir_count (LONGINT): Total number of directories deleted.
deleted_size (LONGINT): Total number of bytes deleted.

112



ata events

ata.excessive events

ata.excessive.latency

Severity
NOTICE

Description

This message occurs when an 1/O request to the ATA driver in ONTAP® Select takes longer than five
seconds. This might be an indication of an overloaded or misconfigured back-end storage subsystem.

Corrective Action

If possible, reduce the I/O load on the system. Verify that the device is configured correctly and is
functioning correctly.

Syslog Message
Excessive latency on ATA device %s

Parameters
ata_latency_message (STRING): ATA high latency message

ata.timeout events

ata.timeout.failed

Deprecated
Last used 9.2

Severity
NOTICE

Description

This message occurs when an I/O request to the ATA driver times out. This might be indicative of an
overloaded back-end storage subsystem. The retries for this /O operation have been exhausted; the 1/0
operation has failed and will not be retried.

Corrective Action
(None).

Syslog Message
ATA device timeout (%s).

Parameters
ata_timeout (STRING): Timeout message from the ATA driver.
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ata.timeout.retry

Deprecated

This event is no longer used because of misleading text. See new EMS of EMS_cam_timeout_retry. Last
used 9.7.

Severity
NOTICE

Description

This message occurs when an I/O request to the ATA driver times out. This might be indicative of an
overloaded back-end storage subsystem. The I/O operation will be retried; this message does not indicate
failure.

Corrective Action
(None).

Syslog Message
ATA device timeout (%s).

Parameters
ata_timeout (STRING): Timeout message from the ATA driver.
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audit events

audit.cap events

audit.cap.staging.event.failure

Severity
NOTICE

Description

This message occurs when the system fails to generate an audit staging event as a part of the Central
Access Policy (CAP) evaluation during access checks.

Corrective Action
(None).

Syslog Message
Failed to generate an audit staging event when evaluating CAPs for the Vserver "%s". Reason: "%s".

Parameters

vserverUuidStr (STRING): UUID of the Vserver.
errorStr (STRING): Error encountered.

audit.log events

audit.log.event

Severity
NOTICE

Description
This message occurs when there is an issue during message auditing. The system recovers by itself.

Corrective Action
(None).

Syslog Message
Auditing error (%s) occurred at %s.

Parameters

error (STRING): Error encountered during message auditing.
time (STRING): Time that this error occurred.

audit.log.file.recovered

Severity
NOTICE
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Description
This message occurs when the system recovers a previously deleted log file as part of audit log policy.

Corrective Action
(None).

Syslog Message
Recovered previously deleted audit log file "%s".

Parameters

log_name (STRING): Log file name.
recovered_time (STRING): File recovery timestamp.

audit.log.queue.high

Severity
NOTICE

Description
This message occurs when the syslog queue reaches 75% of its maximum size.

Corrective Action
Verify remote server network reachability and processing performance.

Syslog Message

Log queue for destination %s, protocol %s has exceeded 75%% of capacity. Last audit log was sent
successfully at %s, number of pending messages: %d.

Parameters

syslog_dest (STRING): Log forwarding destination for which messages are being dropped.
protocol (STRING): Protocol used for syslog destination.

last_sent (STRING): Time that the audit log was last successfully sent to the syslog destination.
pending_msg (INT): Number of pending messages in queue.

audit.log.queue.overflow

Severity
NOTICE

Description

This message occurs when an internal queue overflow causes the audit logging mechanism to drop
messages destined for a particular log forwarding destination.

Corrective Action
Verify remote server network reachability and processing performance.

Syslog Message
Log queue overflowed for destination %s, protocol %s. Current drop count: %Id.
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Parameters

syslog_dest (STRING): Log forwarding destination for which messages are being dropped.
protocol (STRING): Protocol used for syslog destination.
drop_count (LONGINT): Number of messages dropped since the last drop was reported.

audit.log.queue.recovered

Severity
NOTICE

Description

This message occurs when the audit logging queue recovers after earlier message drops, and the current
queue is less than 75% full.

Corrective Action
(None).

Syslog Message

Log queue recovered for destination %s, protocol %s. Issue start time: %s, end time: %s, total number of
drops during this period: %ld.

Parameters

syslog_dest (STRING): Log forwarding destination for which the queue has recovered.
protocol (STRING): Protocol used for the syslog destination.

issue_start_time (STRING): Time that the queue overflowed.

recovered_time (STRING): Time that the queue recovered.

drop_count (LONGINT): Total number of drops since the last time the queue overflowed.

audit.log.rotate.size.limit

Severity
NOTICE

Description
This message occurs when the system rotates a log file that has reached its size limit.

Corrective Action
(None).

Syslog Message
Log file %s has been rotated because size limit %Id was reached.

Parameters

log_name (STRING): Log file name.
max_log_size (LONGINT): Maximum log file size.
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auditlog events

auditlog.change events

auditlog.change.detected

Severity
ERROR

Description
This message occurs when the system detects that audit log files have been tampered with.

Corrective Action
Contact Contact NetApp technical support. for assistance.

Syslog Message
Audit log file "%s" was tampered with.

Parameters
file_name (STRING): Name of the audit log file which was tampered with.
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auto events

auto.cds events

auto.cds.feature.disable.failed

Severity
INFORMATIONAL

Description

This message occurs during upgrade to Data ONTAP® 9.11.1 or later, when volume efficiency inactive data
compression scan disablement failed on the existing compatible volumes.

Corrective Action

Manually try disabling the inline Volume Efficiency Inactive data compression on the volume using the
"volume efficiency inactive-data-compression" command.

Syslog Message
Volume Inactive Data Compression disablement failed on Volume %s of Vserver %s.

Parameters

volume (STRING): Volume name.
vserver (STRING): Vserver name.
reason (STRING): Reason for failure.

auto.cds.feature.disable.success

Severity
INFORMATIONAL

Description

This message occurs during upgrade to Data ONTAP® 9.11.1 or later, when volume efficiency inactive data
compression scan is disabled on the existing compatible volumes.

Corrective Action
(None).

Syslog Message
Volume Inactive Data Compression disabled on Volume %s of Vserver %s.

Parameters

volume (STRING): Volume name.
vserver (STRING): Vserver name.

auto.policy events

auto.policy.feature.enable
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Severity
NOTICE

Description

This message occurs during upgrade to Data ONTAP® 9.3 or later, when we start enabling the "auto"
efficiency policy on the existing compatible volumes on All-Flash Optimized nodes in the background.

Corrective Action
(None).

Syslog Message
Volume efficiency features will be enabled on Volumes of All-Flash Optimized nodes in the Cluster.

Parameters
(None).
auto.policy.feature.enable.done

Severity
NOTICE

Description

This message occurs during upgrade to Data ONTAP® 9.3 or later, when we have completed enabling the
"auto" efficiency policy on the existing compatible volumes.

Corrective Action
(None).

Syslog Message
Volume efficiency features were enabled on Volumes of All-Flash Optimized nodes in the Cluster.

Parameters
(None).
auto.policy.feature.enable.fail

Severity
INFORMATIONAL

Description

This message occurs during upgrade to Data ONTAP® 9.3 or later, when we fail to enable the "auto”
efficiency policy on the existing compatible volume on All-Flash Optimized nodes.

Corrective Action

Manually try enabling the inline Volume Efficiency features on the volume using the "volume efficiency
modify" command.

Syslog Message
Could not enable Volume Efficiency features for Volume %s of vserver %s.%s
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Parameters

volume (STRING): Volume name.
vserver (STRING): Vserver name.
reason (STRING): Reason for failure.

auto.policy.feature.enabled

Severity
INFORMATIONAL

Description

This message occurs during upgrade to Data ONTAP® 9.3 or later, when we enable the "auto” efficiency
policy on the existing compatible volume on All-Flash Optimized nodes.

Corrective Action
(None).

Syslog Message
Volume Efficiency features enabled on Volume %s of Vserver %s.

Parameters

volume (STRING): Volume name.
vserver (STRING): Vserver name.

auto.update events

auto.update.action

Severity
NOTICE

Description

This message occurs when an action is applied to an automatic update request. This step requires input
from the customer or a pre-configured default setting.

Corrective Action
(None).

Syslog Message
Automatic update: Applied the action "%s" to package: %s.

Parameters

action (STRING): Action selected for the automatic update request. Possible actions are "install",
"schedule", or "dismiss".

package_description (STRING): Information about the package.

package_id (STRING): Unique identifier for the package.

auto.update.eula.accepted
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Severity
NOTICE

Description

This message occurs when the customer has accepted the End User License Agreement (EULA). This is
required before the Automatic update feature is enabled.

Corrective Action
(None).

Syslog Message
Automatic update: End User License Agreement accepted by "%s".

Parameters
user (STRING): Name of the user account that accepted the EULA.
auto.update.eula.reset

Severity
NOTICE

Description

This message occurs when the Automatic update feature is disabled and the End User License Agreement
(EULA) is no longer considered accepted.

Corrective Action
(None).

Syslog Message
Automatic update: Feature has been disabled by "%s".

Parameters
user (STRING): Name of the user account that disabled the EULA.
auto.update.expired

Severity
NOTICE

Description

This message occurs when an automatic update request has not been acted upon before the request
expiration date.

Corrective Action
(None).

Syslog Message
Automatic update: Request expired on %s for package: %s.

Parameters

expired_date_time (STRING): Date and time when the request expired.
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package_description (STRING): Information about the package.
package_id (STRING): Unique identifier for the package.

auto.update.failure

Severity
ERROR

Description
This message occurs when an automatic update has failed to complete.

Corrective Action

Fix the issues causing the failure and retry the automatic update. If the issue persists, contact NetApp
technical support.

Syslog Message
Automatic update: Failed update for package: %s. Error: %s.

Parameters

package_description (STRING): Information about the package.

error_msg (STRING): String containing details regarding the cause of the failure.
package_id (STRING): Unique identifier for the package.

stage (STRING): Stage at which the update failed.

auto.update.received

Severity
NOTICE

Description

This message occurs when the automatic update information is received from the AutoSupport OnDemand
server.

Corrective Action
(None).

Syslog Message
Automatic update: Received update for package: %s.

Parameters

package_description (STRING): Information about the package.
package_id (STRING): Unique identifier for the package.

auto.update.retracted

Severity
NOTICE

Description

This message occurs when an automatic update request has been superseded, retracted or otherwise
considered unnecessary.
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Corrective Action
(None).

Syslog Message
Automatic update: Request retracted for package: %s.

Parameters

package_description (STRING): Information about the package.
package_id (STRING): Unique identifier for the package.

auto.update.success

Severity
NOTICE

Description
This message occurs when an automatic update has completed successfully.

Corrective Action
(None).

Syslog Message
Automatic update: Successfully updated package: %s.

Parameters

package_description (STRING): Information about the package.
package_id (STRING): Unique identifier for the package.
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aws events

aws.dev events

aws.dev.diskFailure

Severity
ERROR

Description

This message occurs when ONTAP® is running as an instance in Amazon Web Services (AWS), and a
data disk failure occurs because of an I/0O hang. ONTAP marks the disk as broken and marks the data
aggregrate as partial or degraded.

Corrective Action
Detach the failed device from the AWS instance.

Syslog Message
Disk failure detected after I/O to device %s hung for %d seconds.

Parameters

dev (STRING): Name of the device.
timeout (INT): Number of seconds the disk is hung.

aws.dev.diskNotUnique

Severity
ERROR

Description

This message occurs when Data ONTAP® is running as an instance in Amazon Web Services (AWS), and
the volume being added has a UUID that is already used by the attached volumes. This usually happens
when the user creates a Snapshot® copy from a volume, creates the volume from this copy and then tries
to attach the volume to the instance.

Corrective Action
Detach the being added duplicate UUID device from the AWS instance.

Syslog Message

The volume #%d(%s) being added has a duplicate UUID which is already used by the attached volume
#%d(%s).

Parameters

curr_unit (INT): Unit number of the device which is being attached.
curr_devname (STRING): Name of the device which is being attached.
orig_unit (INT): Unit number of the original device which is being duplicated.
orig_devname (STRING): Name of the original device which is being duplicated.
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aws.dev.limitExceeded

Severity
ERROR

Description

This message occurs when Data ONTAP® is running as an instance in Amazon Web Services (AWS), and
the volume being added is attached to an unsupported device name. Data ONTAP supports attaching a
maximum of 51 Elastic Block Storage (EBS) volumes to a single instance. Supported device names are
xvdf-xvdz, xvdaa-xvdaz, and xvdba-xvdbd.

Corrective Action
Detach the unsupported device from the AWS instance.

Syslog Message

The volume being added is attached to an unsupported device name #%d(%s). Data ONTAP supports
attaching a maximum of 51 device volumes to a single instance. Supported device names are xvdf-xvdz,
xvdaa-xvdaz, and xvdba-xvdbd.

Parameters

unit (INT): Device unit number.
devname (STRING): Device name.

aws.instance events

aws.instance.metadata.fail

Severity
ERROR

Description

This message occurs when instance metadata retrieval fails on a hypervisor hosting an Amazon Web
Services (AWS) ONTAP instance. The Instance Metadata Service (IMDS) is not reachable at this time.
Failure to retrieve the instance metadata indicates issues with the hypervisor.

Corrective Action

This error indicates an issue with the AWS environment. Contact AWS technical support for further
assistance. Stopping and starting the instance can also resolve the issue because the instance will typically
be relaunched on a different host.

Syslog Message
IMDS%s request fails to retrieve AWS instance metadata: %s.

Parameters

IMDS_Version (STRING): Metadata request version that generates this event.
metadataType (STRING): Metadata request type that generates this event.

aws.nic events
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aws.nic.noTxIntr

Severity
ALERT

Description

This message occurs when Data ONTAP® is running in Amazon Web Services (AWS) and a network
interface stops processing packets at the beginning of system boot.

Corrective Action

If the issue persists, reboot the node. If reboot does not help, contact NetApp technical support for
troubleshooting assistance.

Syslog Message
No TX interrupt on NIC '%s' for %u seconds.

Parameters

nicName (STRING): Network interface or port name.
secElasped (INT): Seconds elapsed since the last send interrupt.
sigCnt (INT): Number of signals sent to the back-end host OS.
reqPending (INT): Number of outstanding send requests.
reqTotal (INT): Number of total send requests.

respPending (INT): Number of outstanding responses.
respTotal (INT): Number of total responses.

evtBackend (INT): Number of back-end events.

evtFrontend (INT): Number of front-end events.
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backup events

backup.abort events

backup.abort. ROOLR

Severity
NOTICE

Description

This event is generated when backup event like dump has been aborted and currently ROOLR (Read Only
On Line Replica) is running on the Filer. This event might have been aborted because of user intervention
or device like bad tape has encountered backup failure.

Corrective Action
(None).

Syslog Message
The abort event, %s, is just notified.

Parameters
errmsg (STRING): Error Description

backup.abort.STSP

Severity
NOTICE

Description

This event is generated when a backup started by VERITAS NBU STSP Protocol has been aborted. This
event might have been aborted because of user intervention or device like bad tape has encountered
backup failure.

Corrective Action
(None).

Syslog Message
The abort event, %s, is just notified.

Parameters
errmsg (STRING): Error Description

backup.fail events

backup.fail.giveback

Severity
ERROR
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Description

This message occurs during a giveback operation, when there are active dump or restore processes
running on cfo aggregates of the partner node.

Corrective Action

Wait for backup operations like dump or restore running on cfo aggregates of the partner node to finish
before retrying the giveback operation. To kill the active backup operations and proceed, retry the giveback
operation with the -override-vetoes option set to true.

Syslog Message
Backup/restore services: There are active backup/restore sessions on the partner.

Parameters
(None).
backup.fail.logopen

Severity
ERROR

Description
This event is generated when we tried to open up the log file and it failed while opening the file

Corrective Action
Make sure that the log file exists with proper permission and the file is not corrupted.

Syslog Message
Failed to open backup log file: %s

Parameters
log_file_open_err (STRING): The error encountered during log file open
backup.fail.logwrite

Severity
ERROR

Description

This event is generated when we tried to write a log event to the log file and it failed while writing it to the
file.

Corrective Action
Make sure that the log file exists with proper permission and the file is not corrupted.

Syslog Message
Failed to write to backup log file: %s

Parameters
log_file_write_err (STRING): The error encountered during log file write
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backup.flip events

backup.flip.inodemap

Severity
INFORMATIONAL

Description
This message is generated while flipping inodemap.

Corrective Action
(None).

Syslog Message
Took %u seconds to flip inodemap.

Parameters
time (INT): Time in seconds taken to flip inodemap.
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bcomd events

bcomd.fcnvmelifadded events

bcomd.fcNvmeLifAdded

Severity
NOTICE

Description
This message occurs when an FC NVMe (Nonvolatile Memory Express) logical interface (LIF) is added.

Corrective Action
(None).

Syslog Message
LIF %s (on Vserver %s), WWPN %s, was added to node %s, port %s.

Parameters

lifname (STRING): Name of the LIF that was added.

vserver (STRING): Name of the Vserver on which the LIF resides.
wwpn (STRING): WWPN that was added.

node (STRING): Name of the node on which the LIF is hosted.
port (STRING): Name of the port on which the LIF is hosted.

bcomd.fcnvmelifmovefail events

bcomd.fcNvmeLifMoveFail

Severity
EMERGENCY

Description

This message occurs when a LIF move failed and the recovery action to restore the LIF has also failed.
Namespaces are no longer accessible through this LIF. The LIF must be recovered manually.

Corrective Action
Contact NetApp technical support.

Syslog Message
Moving FC-NVMe LIF %s of vserver %s from %s:%s to %s:%s failed. Manual recovery required.

Parameters

lif_name (STRING): LIF name.

vserver_uuid (STRING): Vserver Uuid.

src_node (STRING): LIF was moving from this node.
src_port (STRING): LIF was moving from this port.
dest_node (STRING): LIF was moving to this node.
dest_port (STRING): LIF was moving to this port.
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bcomd.fcnvmelifremoved events

bcomd.fcNvmeLifRemoved

Severity
NOTICE

Description
This message occurs when an FC NVMe (Nonvolatile Memory Express) logical interface (LIF) is removed.

Corrective Action
(None).

Syslog Message
LIF %s (on Vserver %s), WWPN %s, was removed from node %s, port %s.

Parameters

lifname (STRING): Name of the LIF that was removed.

vserver (STRING): Name of the Vserver on which the LIF resided.
wwpn (STRING): WWPN that was removed.

node (STRING): Name of the node on which the LIF had been hosted.
port (STRING): Name of the port on which the LIF had been hosted.

bcomd.fcplifadded events

bcomd.fcpLifAdded

Severity
NOTICE

Description
This message occurs when a Fibre Channel logical interface (LIF) is added.

Corrective Action
(None).

Syslog Message
LIF %s (on Vserver %s), WWPN %s, was added to node %s, port %s.

Parameters

lifname (STRING): Name of the LIF that was added.

vserver (STRING): Name of the Vserver on which the LIF resides.
wwpn (STRING): WWPN that was added.

node (STRING): Name of the node on which the LIF is hosted.
port (STRING): Name of the port on which the LIF is hosted.

bcomd.fcplifremoved events
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bcomd.fcpLifRemoved

Severity
NOTICE

Description
This message occurs when a Fibre Channel logical interface (LIF) is removed.

Corrective Action
(None).

Syslog Message
LIF %s (on Vserver %s), WWPN %s, was removed from node %s, port %s.

Parameters

lifname (STRING): Name of the LIF that was removed.

vserver (STRING): Name of the Vserver on which the LIF resided.
wwpn (STRING): WWPN that was removed.

node (STRING): Name of the node on which the LIF had been hosted.
port (STRING): Name of the port on which the LIF had been hosted.

bcomd.igroup events

bcomd.igroup.auto.delete.fail

Severity
ERROR

Description

This message occurs when an initiator group marked with the delete-on-unmap flag is not automatically
deleted when it is no longer part of a LUN mapping relationship.

Corrective Action
Use the "lun igroup delete” command to delete the initiator group manually.

Syslog Message
Failed to delete initiator group %s on Vserver %s: %s

Parameters

igroup (STRING): Name of the initiator group.
vserver (STRING): Name of the Vserver.
error (STRING): The error encountered when deleting the initiator group.

bcomd.lun events

bcomd.lun.update.lost

Severity
ERROR
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Description

This message occurs when the SAN Kernel Agent is unable to process a LUN metadata update resulting
from a Snapshot® copy restore operation or other LUN event.

Corrective Action
Resolve the error and then reload the indicated Vserver with the command "debug san vserver reload".

Syslog Message
A metadata change notification for a LUN in VServer %s on volume %llu has been lost due to error: %s

Parameters

vserver (STRING): Name of the Vserver.
volume (LONGINT): MSID of the volume.
error (STRING): Error preventing the update from being processed.

bcomd.vdisk events

bcomd.vdisk.repl.failed

Severity
ERROR

Description

This message occurs after a replication failure of a LUN or an NVMe namespace configuration in a
MetroCluster™ configuration.

Corrective Action

Use the "metrocluster vserver resync" command to resynchronize the Vserver configuration for the affected
Vserver.

Syslog Message
Replication of a LUN or an NVMe namespace configuration failed on Vserver "%s". Reason: %s.

Parameters

vserver (STRING): Name of the Vserver.
error (STRING): Error encountered while replicating the configuration.

bcomd.vdisk.transition

Severity
NOTICE

Description
This message occurs when a user attempts to convert a LUN into an NVMe namespace or vice-versa.

Corrective Action
(None).

Syslog Message
Conversion for "%s", Vserver "%s" to type "%s" completed with status "%s".
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Parameters

source_vdisk_path (STRING): Path to the LUN or NVMe namespace to be converted.
vserver (STRING): Name of the Vserver.

destination_vdisk_type (STRING): Destination vdisk type after conversion.

status (STRING): Status of conversion operation.

bcomd.volume events

bcomd.volume.update.lost

Severity
ERROR

Description

This message occurs when the SAN Kernel Agent is unable to process a volume LUN inventory update
resulting from a Snapshot® copy restore operation. This might lead to stale LUN map entries in the system,
which might have minimal impact and can be cleaned up manually.

Corrective Action
Resolve the error and then delete stale LUN maps with the command "lun mapping delete-stale".

Syslog Message
A volume LUN inventory change notification for SVM %s volume %llu has been lost due to error: %s

Parameters

vserver (STRING): Name of the storage virtual machine (SVM).
volume (LONGINT): MSID of the volume.
error (STRING): Error preventing the update from being processed.
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bdfu events

bdfu.selected events

bdfu.selected

Severity
INFORMATIONAL

Description

This message occurs when background disk firmware update selects a disk for firmware download. The
disk contents will be copied to a suitable spare, the disk will be removed from the raid group and then
firmware will be downloaded to it. After the firmware download is complete, the contents of the disk will be
restored.

Corrective Action
(None).

Syslog Message
Disk %s [%s %s %s] S/N [%s] selected for background disk firmware update.

Parameters

diskName (STRING): Name of the disk.
vendorName (STRING): Vendor name of the disk.
productld (STRING): Product ID of the disk.
fwVersion (STRING): Firmware version of the disk.
serialno (STRING): Serial number of the disk.
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block events

block.giveback events

block.giveback.during.aufo

Severity
ALERT

Description

This message occurs during a storage failover (SFO) aggregate giveback, when a SnapMirror® active sync
automatic unplanned failover operation is in progress.

Corrective Action

Wait for the operation to finish. If giveback is required immediately, use the "override-veto true" parameter
with the giveback command, or retry the operation with the "override-vetoes true" parameter. Note: Using
this option might cause an 1/O disruption.

Syslog Message
Storage Failover giveback cannot complete for aggregate "%s" because an SnapMirror® active sync
automatic unplanned failover is in progress.

Parameters
aggrname (STRING): Name of the aggregate.
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boot events

boot.bootmenu events

boot.bootmenu.issue

Severity
EMERGENCY

Description
This message occurs when an error is detected while booting into, or using, the system boot menu.

Corrective Action

Retry the boot. If the problem persists, contact NetApp technical support for assistance in replacing the boot
device media.

Syslog Message
Failed to boot the system. Error: %s

Parameters

err_str (STRING): Error string.

boot.shutdown events

boot.shutdown.issue

Severity
ALERT

Description
This message occurs when an error is detected while shutting down the system.

Corrective Action
Contact NetApp technical support.

Syslog Message
Failed to shutdown the system. Error: %s

Parameters
err_str (STRING): Error string.

boot.varfs events

boot.varfs.backup.issue

Severity
EMERGENCY
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Description

This message occurs when an error is detected while trying to back up the /var file system to the boot
media or node root volume (mroot).

Corrective Action
Contact NetApp technical support.

Syslog Message
Backup of the /var file system failed (%s)

Parameters
err_str (STRING): Error string.

boot.varfs.backup.success

Severity
NOTICE

Description
This message occurs when a subsequent backup is successful following a failure.

Corrective Action
(None).

Syslog Message
Backup of the /var file system is successful after previous failures.

Parameters
(None).

boot.varfs.repair.partial

Severity
ERROR

Description

This message occurs when the system is unable to restore all missing files detected by a scan of the /var
file system during boot.

Corrective Action
Contact NetApp technical support.

Syslog Message
Unable to restore all missing files in /var file system.

Parameters
(None).

boot.varfs.repair.success
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Severity
NOTICE

Description
This message occurs when missing files are restored during a scan of the /var file system during boot.

Corrective Action
(None).

Syslog Message
All missing files in /var are restored.

Parameters
(None).
boot.varfs.restore.issue

Severity
ALERT

Description
This message occurs when an error is detected while restoring the /var file system from a shutdown.

Corrective Action

The file system is automatically restored from the boot media. If the problem persists, contact NetApp
technical support.

Syslog Message
Failed to restore the /var file system. Error: %s

Parameters
err_str (STRING): Error string.

boot.varfs.restore.success

Severity
NOTICE

Description
This message occurs when, following a failure, a subsequent restore of the /var file system is successful.

Corrective Action
(None).

Syslog Message
Successfully restored the /var file system.

Parameters
(None).
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boot.verify events

boot.verify.kmods.disabled

Severity
ALERT

Description
This message occurs when the verification of digitally signed kernel modules has been disabled.

Corrective Action
Contact NetApp technical support immediately.

Syslog Message
The verification of digitally signed kernel modules has been disabled.

Parameters
(None).

boot.verify.kmods.success

Severity
NOTICE

Description
This message occurs when the verification of digitally signed kernel modules succeeds.

Corrective Action
(None).

Syslog Message
The verification of digitally signed kernel modules has completed.

Parameters
(None).
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bootfs events

bootfs.env events

bootfs.env.issue

Severity
ERROR

Description

This message occurs when an error is detected while trying to access the environment file stored on the
boot device. Environment variables on the system cannot be changed or saved.

Corrective Action
Reformat or replace the boot media. If the problem persists, contact NetApp technical support.

Syslog Message
Environmental variables cannot be accessed or saved on the boot device (%s).

Parameters
err_str (STRING): Error string.
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bridge events

bridge.discovered events

bridge.discovered

Severity
INFORMATIONAL

Description
This message occurs when the system discovers an FC-to-SAS bridge.

Corrective Action
(None).

Syslog Message
FC-to-SAS bridge %s [%s %s %s] S/N [%s] was discovered.

Parameters

bridgeName (STRING): Name of the bridge.
bridgeVendor (STRING): Vendor name of the bridge.
bridgeModel (STRING): Model name of the bridge.
bridgeRevision (STRING): Firmware revision of the bridge.
bridgeSerialNum (STRING): Serial number of the bridge.

bridge.duplicate events

bridge.duplicate.ip.address

Severity
ALERT

Description

This message occurs when the system discovers an ATTO FibreBridge using the same IP address as some
other device in the network.

Corrective Action

Using the IP and MAC addresses from the alert, attempt to locate the other device in the network, and
change one of the IP addresses. If unsuccessful, contact NetApp support for assistance with this issue.

Syslog Message
FC-to-SAS bridge %s [%s] Y%s %s %s.

Parameters

bridgeName (STRING): Name of the bridge that detected the duplicate IP address.
bridgeSerialNum (STRING): Serial number of the bridge that detected the duplicate address.
duplicatelPAddress (STRING): Duplicate IP address detection message from the bridge log.
duplicateMAC (STRING): Duplicate MAC address detection message from the bridge log.
addlinfo (STRING): Additional information about the alert being generated, if available.
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bridge.duplicate.wwn

Severity
ALERT

Description
This message occurs when the system discovers two FC-to-SAS bridges reporting the same WWN.

Corrective Action
Contact NetApp support for assistance with this issue.

Syslog Message
FC-to-SAS bridge %s [%s] and bridge %s [%s] are presenting a duplicate WWN [%s] %s.

Parameters

bridgeName1 (STRING): Name of the first bridge.

bridgeSerialNum1 (STRING): Serial number of the first bridge.

bridgeName2 (STRING): Name of the second bridge.

bridgeSerialNum2 (STRING): Serial number of the secondbridge.

bridgeWWN (STRING): World wide name of the bridges.

addlIinfo (STRING): Additional information about the alert being generated, if available.

bridge.removed events

bridge.removed

Severity
INFORMATIONAL

Description
This message occurs when an FC-to-SAS bridge is removed from the system.

Corrective Action
(None).

Syslog Message
FC-to-SAS bridge %s [%s %s %s] S/N [%s] was removed.

Parameters

bridgeName (STRING): Name of the bridge.
bridgeVendor (STRING): Vendor name of the bridge.
bridgeModel (STRING): Model name of the bridge.
bridgeRevision (STRING): Firmware revision of the bridge.
bridgeSerialNum (STRING): Serial number of the bridge.

bridge.sas events

bridge.SAS.invalidTransition
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Severity
ERROR

Description

This message occurs when the SAS disk shelves behind an FC-to-SAS bridge are not cabled correctly,
indicating an invalid SAS2 to SAS3 transition.

Corrective Action
Follow the defined Fabric-attached or stretch MetroCluster cabling guide.

Syslog Message
An invalid SAS2 to SAS3 transition exists on FC-to-SAS bridge %s S/N [%s]: %s

Parameters

bridgeName (STRING): Name of the FC-to-SAS bridge.
bridgeSerialNum (STRING): Serial number of the FC-to-SAS bridge.
bridgeError (STRING): Error string from the FC-to-SAS bridge.

bridge.timestamp events

bridge.timestamp.noSync

Severity
NOTICE

Description

This message occurs when the max number of retries is exceeded when attempting to apply SCSI SET
TIMESTAMP command on one or more attached FC-to-SAS bridges. A timestamp that is not in sync does
not affect the functional operation of the bridge. The SET TIMESTAMP operation is only used to
synchronize timestamps between ONTAP® and the bridge to assist with correlating log events.

Corrective Action
A timestamp operation will always retry in 24 hours. If this notice persists, contact NetApp technical support.

Syslog Message
ONTAP timestamp sync did not complete on FC-to-SAS bridge with S/N: %s WWN: %s.

Parameters

bridgeSerialNum (STRING): Serial number of the bridge.
bridgeWWN (STRING): World Wide Name of the bridge.
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bsdsocket events

bsdsocket.queuelimit events

bsdsocket.queueLimit.reached

Severity
ERROR

Description

This message occurs when the number of connection requests for a socket reaches the maximum number.
These connection requests include partially completed connections and connections that are ready to be
accepted. Network misconfigurations can cause ONTAP servers to slow down on a given TCP port and can
be the cause of this message. This event can also be caused by a denial-of-service attack or an overloaded
system.

Corrective Action

Try turning off and back on the LIF on which the last connection was received. If the issue remains after
correcting any network misconfigurations, contact NetApp technical support.

Syslog Message
Number of connection requests for the socket bound to port %d having the IP address %s has reached the

limit of %d connections. The last connection was received on IP address %s. The socket uses %s protocol.
This event has occurred %llu times since the last warning.

Parameters

port (INT): Local port bound to the socket.

ipAddress (STRING): IP address of the socket.

limit (INT): Maximum number of connection requests per socket.

childRecvipAddress (STRING): IP address on which the last connection request was received.
protocol (STRING): Protocol used by the socket.

count (LONGINT): Number of occurrences for this event since the last warning.
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bucket events

bucket.soft events

bucket.soft.limit.exceeded

Severity
NOTICE

Description
This message occurs when a bucket exceeds the soft quota limit (block).

Corrective Action
(None).

Syslog Message
Bucket "%s" on volume "%s%s%s" has exceeded the soft block limit and is at %s capacity.

Parameters

whom (STRING): Entity for which this event is generated.

volname (STRING): Volume name.

app (STRING): Application UUID.

volident (STRING): Unique identifier for the volume in cases in which the volume name alone is
insufficient.

capacity (STRING): Capacity percentage.

bucket.soft.limit.normal

Severity
NOTICE

Description
This message occurs when a bucket’s soft quota limit (block) returns to normal.

Corrective Action
(None).

Syslog Message
Bucket "%s" on volume "%s%s%s" is below the soft block limit and is at %s capacity.

Parameters

whom (STRING): Entity for which this event is generated.

volname (STRING): Volume name.

app (STRING): Application UUID.

volident (STRING): Unique identifier for the volume in cases in which the volume name alone is
insufficient.

capacity (STRING): Capacity percentage.
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cache events

cache.ttl events

cache.ttl.settings.change

Severity
ERROR

Description

This message occurs on the last node during the upgrade to ONTAP® 9.3, if the default TTL values of any
of the SecD or NFS export caches are changed.

Corrective Action

Use the "vserver services name-service cache" commands to configure TTL values after the system is fully
upgraded to ONTAP 9.3.

Syslog Message
One or more default cache TTL values for SecD and NFS export caches have been changed.

Parameters
(None).
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cachemirror events

cachemirror.offline events

cacheMirror.offline

Severity
ERROR

Description

This message occurs when Cache Mirror encounters an error and has to be taken offline. The system
functions normally except that takeover and giveback operation times will be negatively affected.

Corrective Action

Reboot the node by performing a planned takeover and giveback. Contact NetApp technical support if the
problem persists.

Syslog Message
Cache Mirror was taken offline because of an unrecoverable error. %s.

Parameters
error_reason (STRING): String providing information about why Cache Mirror was taken offline.
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callhome events

callhome.aggr events

callhome.aggr.meta.repair

Severity
ERROR

Description

This message occurs after WAFL® Iron (wafliron) detects and repairs corruption in an aggregate metafile.
Wafliron is a detection and repair process. If your system is configured to do so, it generates and transmits
an AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action

Wafliron might need to be run on other volumes in aggregate or complete aggregate. Check for
wafl.iron.cont.corrupt messages in the node’s event log to find other corrupt volumes. Run wafliron on all
corrupt volumes. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for WAFLIRON AGGREGATE METAFILE REPAIRED

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.aggr.offline

Severity
ALERT

Description

This message occurs when an aggregate is inconsistent and is taken offline. The inconsistency might stem
from one or more sources and might be related to previous operations or to current operations. Disabling
access is a protective measure to ensure that further inconsistencies are avoided. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action

If the operating environment for the system, storage, or associated cabling has changed in terms of
temperature, humidity, vibration, unstable electrical power, or other physical factors, gracefully shut down
and power off the system until the environment is restored to normal operations. If the operating
environment has not changed, identify the source of the inconsistency by checking for previous errors and
warnings. Also check for hardware statistics from Fibre Channel, SCSI, disk drives, other communications
mechanisms, and previous administrative activities. Another approach is to consult with NetApp technical
support (it is recommended that you do so before attempting this step), and then run WAFL® Iron (wafliron)
on the aggregate to identify and optionally repair the inconsistency. If you need further assistance, contact
NetApp technical support.
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Syslog Message
Call home for AGGREGATE INCONSISTENT AND TAKEN OFFLINE

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.aggr.restricted

Severity
ERROR

Description

This message occurs when a medium error is encountered during a reconstruction. Medium errors during
reconstruction automatically invoke wafliron if your system’s 'raid.reconstruct.wafliron.enable’ option is set
to "on". If the option is set to "off", the aggregate is moved offline. In this case, the option was set to "off"
and the aggregate was moved offline. The failed disk drive’s reconstruction continues and the aggregate
stays offline until you repair it. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action

Run wafliron manually to bring this aggregate online. It is recommended that you contact NetApp technical
support before attempting this. If you need further assistance, contact NetApp technical support.

Syslog Message
Call home for MEDIUM ERROR DURING RECONSTRUCTION (aggregate restricted)

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.aggr.wafliron

Severity
ERROR

Description

This message occurs when a medium error is encountered during a reconstruction. Medium errors during
reconstruction automatically invoke wafliron if your system’s 'raid.reconstruct.wafliron.enable’ option is set
to "on". If the option is set to "off", the aggregate is moved offline. In this case, the option was set to "on"
and the aggregate remains online. The failed disk drive’s reconstruction continues and wafliron begins
repairing the aggregate. If your system is configured to do so, it generates and transmits an AutoSupport (or
'call home') message to NetApp technical support and to the configured destinations. Successful delivery of
an AutoSupport message significantly improves problem determination and resolution.

Corrective Action

The corrective process of running wafliron has already begun. Wait until you see a message indicating that
the wafliron process is complete and the inconsistency status of the aggregate is cleared. If this doesn’t
happen, or if you see subsequent error messages, contact NetApp technical support. If you need
assistance in bringing the aggregate online, contact NetApp technical support.
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Syslog Message
Call home for MEDIUM ERROR DURING RECONSTRUCTION (wafliron started)

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.andu events

callhome.andu.completed

Severity
NOTICE

Description

This message occurs when the automated update of the cluster has been completed. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action
(None).

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.andu.pausederr

Severity
ALERT

Description

This message occurs when the automated update of the cluster has been paused due to an error. If your
system is configured to do so, it generates and transmits an AutoSupport (or 'call home') message to
NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action

The automated update of the cluster has been paused due to an error. Determine the cause of the error by
using the "cluster image show-update-progress" command. Correct the cause of the error, and then issue
the "cluster image resume-update" command to continue the automated update of the cluster.

Syslog Message
(None).

Parameters

subject (STRING): AutoSupport subject or title for this event.
epoch (STRING): Identifying tag for multinode AutoSupport.
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callhome.appdm events

callhome.appdm.snaprest.fail

Severity
ALERT

Description

This message occurs when the Application Data Management feature encounters an error while attempting
to restore an application from a snapshot. If your system is configured to do so, it generates and transmits
an AutoSupport (or "call home") message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action
Use the "application snapshot show -vserver <vserver> -application <app> -protection-group <pg>"
command to determine if the snapshot exists. If it does, retry the operation. Contact NetApp technical
support for assistance with reviewing the event log to determine the cause of the application snapshot
restore failure.

Syslog Message
Call home for %s.

Parameters

subject (STRING): AutoSupport subject or title for this event.

vserver_name (STRING): Vserver name related to this event.
application_name (STRING): Application name related to this event.
protection_group_name (STRING): Protection group name related to this event.
snapshot_name (STRING): Snapshot name related to this event.

callhome.arw events

callhome.arw.activity.seen

Severity
ALERT

Description

This message occurs when ransomware activity is detected. To protect the data, a snapshot has been
created, which can be used to restore the original data. If your system is configured to do so, it generates
and transmits an AutoSupport (or "call home") message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

Use the "security anti-ransomware volume attack generate-report" command to generate the report file of
the suspected attack on the volume. Search the knowledge base of the NetApp technical support web site
for the "callhome.arw.activity.seen" keyword and refer to ONTAP anti-ransomware documentation to take
remedial measures for ransomware activity. If you need further assistance, contact NetApp technical
support.
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Syslog Message
Call home message for %s, Volume: %s (UUID: %s) in Vserver: %s (UUID: %s)

Parameters

subject (STRING): AutoSupport subject or title for this event.
volName (STRING): Name of the volume.

volUuid (STRING): UUID of the volume.

vserverName (STRING): Name of the Vserver.
vserverUuid (STRING): UUID of the Vserver.

callhome.bad events

callhome.bad.ram

Severity
ERROR

Description

This message occurs when correctable ECC errors are masked off, possibly due to bad or poorly seated
memory or a faulty motherboard. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action

If anyone recently installed memory, try removing and reseating it. If problems persist, replace the memory
module. If problems still persist, replace the motherboard. If you need assistance, contact NetApp technical
support.

Syslog Message
Call home for POSSIBLE BAD RAM

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.battery events

callhome.battery.failure

Severity
EMERGENCY

Description

This message occurs when the battery is either incapable of maintaining data during a power-outage, or is
experiencing a failure that poses a physical threat. To prevent data loss and/or damage, the system will shut
down momentarily. If your system is configured to do so, it generates and transmits an AutoSupport(tm) (or
'call home') message to NetApp technical support and to the configured destinations. Successful delivery of
an AutoSupport message significantly improves problem determination and resolution.
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Corrective Action

Correct any environmental issues, such as a high ambient temperature. If the condition persists, replace the
NVRAM card/battery. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s CRITICAL.

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.battery.low

Severity
ALERT

Description

This message occurs when the NVRAM battery capacity is critically low. If your system is configured to do
so, it generates and transmits an AutoSupport® (or 'call home') message to NetApp® technical support and
to the configured destinations. Successful delivery of an AutoSupport message significantly improves
problem determination and resolution.

Corrective Action

Use the "system node environment sensors show" command to view the battery’s current status, capacity,
and charging state. If the battery was recently replaced or the system was nonoperational for an extended
period of time, monitor the battery to verify that it is charging properly. If the battery run time continues to
decrease below critical levels, the storage system will automatically shut down. Contact NetApp technical
support for assistance.

Syslog Message
Call home for BATTERY_LOW.

Parameters

subject (STRING): AutoSupport subject or title for this event.

object_type (STRING): Type of resource object under notification. For this EMS, the object_type will
always be NODE.

object_uuid (STRING): UUID of the resource object. For this EMS, the UUID will be of the node.

callhome.battery.notice

Severity
NOTICE

Description

This message occurs when the battery is operating near the limit of its supported environment. If your
system is configured to do so, it generates and transmits an AutoSupport(tm) (or 'call home') message to
NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action

Correct any environmental issues, such as a high ambient temperature. If the condition persists, replace the
NVRAM card/battery in the next three months. If you need assistance, contact NetApp technical support.
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Syslog Message
Call home for %s NOTICE.

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.battery.overchg

Severity
ALERT

Description

This message occurs when the NVRAM card lithium battery is overcharged and is at risk of failure. The
system is currently serving data but will shut down shortly. If your system is configured to do so, it generates
and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

Replace the NVRAM card/battery and start the system back up. The system will not boot with the battery in
this state. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for BATTERY OVERCHARGED

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.battery.overtemp

Severity
ALERT

Description

This message occurs when the sensor for the NVRAM card lithium battery over the intended temperature
limit. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call home")
message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

Corrective Action

If the system is excessively warm, allow it to cool gradually. If the battery temperature is still too high,
replace the battery pack. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for BATTERY OVERTEMP

Parameters
subject (STRING): AutoSupport subject or title for this event.
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callhome.battery.warning

Severity
ALERT

Description

This message occurs when the battery is operating outside the limit of its supported environment. Under
these conditions, the battery might not be capable of maintaining data during a power-loss event. To
prevent data loss, the system will automatically shut down in 24 hours. If your system is configured to do so,
it generates and transmits an AutoSupport(tm) (or 'call home') message to NetApp technical support and to
the configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action

Correct any environmental issues, such as a high ambient temperature. If the condition persists, replace the
NVRAM card/battery. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s WARNING.

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.bcom events

callhome.bcom.vsinit.failed

Severity
ALERT

Description

This message occurs when multiple attempts to initialize the SAN Kernel Agent for a Vserver have failed. If
your system is configured to do so, it generates and transmits an AutoSupport (or 'call home') message to
NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action

Use the "cluster kernel-service show" (advanced) command to verify the cluster kernel quorum service is
"in-quorum" on the source node. Contact NetApp technical support for assistance determining the root
cause of the failed Vserver initialization.

Syslog Message
Call home for %s.

Parameters

subject (STRING): AutoSupport subject or title for this event.

source (STRING): The name of the node that failed to initialize.

vserver (STRING): The name of the Vserver that failed to initialize.
vserver_uuid (STRING): The UUID of the Vserver that failed to initialize.
error (STRING): The error of the last failed initialization.
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callhome.bdfu events

callhome.bdfu.suspended

Severity
ALERT

Description

This message occurs when drive unlock fails for firmware download on a FIPS-certified NetApp Storage
Encryption SAS drive.

Corrective Action
Contact NetApp technical support for assistance with restoring valid authentication keys on the disk.

Syslog Message
Call home for %s.

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.bootfs events

callhome.bootfs.chkdsk

Severity
ALERT

Description

This message occurs when a consistency check of the boot media (compact flash or other type) has shown
a problem and has not been corrected automatically. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

The boot media should be reformatted and/or replaced. After corrective steps have been taken, the "bootfs
chkdsk" command should be used to confirm the recovery has been successful. If you need assistance,
contact NetApp technical support.

Syslog Message
Call home for BOOTFS CHKDSK

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.bridge events

callhome.bridge.reboot.unexp
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Severity
ALERT

Description

This message occurs when a bridge reboots unexpectedly. If your system is configured to do so, it
generates and transmits an AutoSupport(tm) (or 'call home') message to NetApp technical support and to
the configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action

Analyze the bridge event log to determine the cause of the reboot. If you need further assistance, contact
NetApp technical support.

Syslog Message
Call home for %s

Parameters

subject (STRING): AutoSupport subject or title for this event.
bridgeName (STRING): Name of the bridge.

bridgeVendor (STRING): Vendor name of the bridge.
bridgeModel (STRING): Model name of the bridge.
bridgeRevision (STRING): Firmware revision of the bridge.
bridgeSerialNum (STRING): Serial number of the bridge.
rebootReason (STRING): Reason for the bridge reboot.

callhome.c events

callhome.c.fan

Severity
ERROR

Description

This message occurs when there is an unexpected decrease in a chassis fan’s spin rate, possibly due to a
slight decrease in revolutions or to a failed chassis fan. A failed chassis fan can lead to overheating and can
cause damage to your equipment. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action

Check the chassis fan to determine whether it is spinning. Replace the chassis fan if it failed or is not
operating correctly. You might need to replace the motherboard to replace the chassis fan. If a slight
decrease in revolutions seems to have caused this event, and if this has not happened often, you do not
need to replace the chassis fan. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.
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callhome.c.fan.fru.degraded

Severity
ERROR

Description

This message occurs when a chassis fan might be operating in a degraded state. This condition can lead to
overheating and can cause damage to your equipment. If your system is configured to do so, it generates
and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

Check the chassis fan to determine whether it is spinning. Replace the chassis fan if it failed or is not
operating correctly. You might need to replace the motherboard to replace the chassis fan. A slight
decrease in revolutions might have caused this event. If this seems to be the case and has not happened
often, you do not need to replace the chassis fan. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.c.fan.fru.fault

Severity
ERROR

Description

This message occurs when a chassis fan might have failed. This failure can lead to overheating and can
cause damage to your equipment. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action

Check the chassis fan to determine whether it is spinning. Replace the chassis fan if it failed or is not
operating correctly. You might need to replace the motherboard to replace the chassis fan. A slight
decrease in revolutions might have caused this event. If this seems to be the case and has not happened
often, you do not need to replace the chassis fan. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.c.fan.fru.rm
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Severity
ERROR

Description

This message occurs when a chassis fan is removed. You have two minutes to install a replacement
chassis fan or the system shuts down automatically to avoid overheating. If your system is configured to do
S0, it generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to
the configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action

Install a replacement chassis fan within two minutes of removing the original to complete the hot-swap.
Otherwise, install the replacement chassis fan when you are ready. If you need assistance, contact NetApp
technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.c.fan.fru.shut

Severity
ERROR

Description

This message occurs when multiple chassis fans have failed. This failure can lead to overheating and can
cause damage to your equipment. It is sent just before the system shutdown. If your system is configured to
do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and
to the configured destinations. Successful delivery of an AutoSupport message significantly improves
problem determination and resolution.

Corrective Action

Check the chassis fans to determine whether they are spinning. Replace the chassis fans if any have failed
or they are not operating correctly. You might need to replace the motherboard to replace the chassis fans.
A slight decrease in revolutions might have caused this event. If this seems to be the case and has not
happened often, you do not need to replace the chassis fan. If you need assistance, contact NetApp
technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.carrier events

callhome.carrier.fault
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Severity
ERROR

Description

This message occurs when all the disks in the carrier, that contains more than one disk in it, have failed.
The carrier should be replaced. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action

Locate the carrier with the failed disks by looking for the carrier whose amber LED is on and the green LED
does not indicate any disk activity. Replace the carrier with the failed disks. If you need assistance, contact
NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.ch events

callhome.ch.ps.degraded

Severity
ERROR

Description

This message occurs when a degraded chassis power supply unit (PSU) state exists. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action
You might need to replace a chassis PSU. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.
callhome.ch.ps.fan.bad.xmin

Severity
EMERGENCY

Description

This message occurs when a power supply fan has been detected as no longer working and the
overheating is expected shortly. If your system is configured to do so, it generates and transmits an
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AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action

Replace the power supply unit or the power supply unit’s fan. If you need assistance, contact NetApp
technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.ch.ps.fault

Severity
ERROR

Description

This message occurs when one chassis power supply unit (PSU) fails. If your system is configured to do so,
it generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the
configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action
You might need to replace a chassis PSU. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.ch.ps.wrong.in

Severity
ERROR

Description

This message occurs when a power supply is not connected to the correct type of power source (voltage,
amperage, type, etc. difference). If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action

Connect the power supply to the proper power source or replace the power supply with the appropriate one
for the available power source. If you need assistance, contact NetApp technical support.
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Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.chassis events

callhome.chassis.hitemp

Severity
ERROR

Description
This message occurs when the chassis temperature is too warm and might cause an environmental
problem, or when there is faulty hardware in the system, such as a fan failure or a malfunctioning
temperature sensor. If your system is configured to do so, it generates and transmits an AutoSupport (or
'call home') message to NetApp technical support and to the configured destinations. Successful delivery of
an AutoSupport message significantly improves problem determination and resolution.

Corrective Action
Evaluate the environment in which your system is operating and identify whether the problem is
environmental or hardware-related. Your system should be in a room with an operating temperature of 18C
to 24C (65F to 75F). If faulty hardware caused the error, such as a bad temperature sensor or a broken fan,
replace the faulty part as soon as possible. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for CHASSIS OVER TEMPERATURE

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.chassis.overtemp

Severity
EMERGENCY

Description

This message occurs when the chassis temperature is too hot. It is sent just before system shutdown and
indicates a potential environmental problem or faulty hardware in the system, such as a fan failure or a
malfunctioning temperature sensor. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action

Evaluate the environment in which your system is operating and identify whether the problem is
environmental or hardware-related. Your system should be in a room with an operating temperature of 18C
to 24C (65F to 75F). If the environment is too hot, shut down and power off your system until the
environmental conditions are restored to the normal operating temperature range. If faulty hardware caused
the error, such as a bad temperature sensor or a broken fan, replace the faulty part as soon as possible. If
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you need assistance, contact NetApp technical support.

Syslog Message
Call home for CHASSIS OVER TEMPERATURE SHUTDOWN

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.chassis.power

Severity
ERROR

Description

This message occurs when power is in a degraded state because of bad power supply units (PSUs), bad
wall power, or bad components on the motherboard. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

If spare PSUs are available, try exchanging them to see whether that alleviates the problem. If not, you
might need to replace motherboard components or the motherboard. If you need assistance, contact
NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.chassis.power.down

Severity
ERROR

Description

This message occurs when voltage and other power sensors for the system power show critical values. A
power supply unit (PSU) might have failed or the sensors might be malfunctioning. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action

Replace the faulty hardware. Most likely, you need to replace a PSU. If you need assistance, contact
NetApp technical support.

Syslog Message
Call home for %s
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Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.chassis.ps.degraded

Severity
ERROR

Description

This message occurs when a degraded chassis power supply unit (PSU) state exists. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action
You might need to replace a chassis PSU. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.chassis.ps.fault

Severity
ERROR

Description

This message occurs when one chassis power supply unit (PSU) fails. If your system is configured to do so,
it generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the
configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action
You might need to replace a chassis PSU. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.chassis.ps.off

Severity
ERROR

Description

This message occurs when the system detects that a chassis power supply unit (PSU) is turned off. If your
system is configured to do so, it generates and transmits an AutoSupport (or 'call home') message to
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NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action

Turn on the chassis PSU to restore normal operations. If you need assistance, contact NetApp technical
support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.chassis.ps.ok

Severity
NOTICE

Description

This message occurs when the system detects that a chassis power supply unit (PSU) was restored to
normal operations. If your system is configured to do so, it generates and transmits an AutoSupport (or ‘call
home') message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

Corrective Action
(None).

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.chassis.ps.replace

Severity
ERROR

Description

This message occurs when a chassis power supply unit (PSU) fails. The PSU’s DC power output was
abnormal although the AC input power was within acceptable limits. If your system is configured to do so, it
generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the
configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action
Replace the affected chassis PSU. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s
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Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.chassis.ps.rm

Severity
ERROR

Description
This message occurs when the system detects that a chassis power supply unit (PSU) was removed. You
have two minutes to install a replacement chassis PSU or the system shuts down automatically to avoid
overheating. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call
home') message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

Corrective Action

Install a replacement chassis PSU within two minutes of removing the original to complete the hot-swap.
Otherwise, install the replacement chassis PSU when you are ready. If you need assistance, contact
NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.chassis.undertemp

Severity
EMERGENCY

Description

This message occurs when the chassis temperature is too cold. It is sent just before system shutdown and
indicates a potential environmental problem or faulty hardware in the system, such as a fan failure or a
malfunctioning temperature sensor. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action
Evaluate the environment in which your system is operating and identify whether the problem is
environmental or hardware-related. Your system should be in a room with an operating temperature of 18C
to 24C (65F to 75F). If the environment is too cold, shut down and power off your system until the
environmental conditions are restored to the normal operating temperature range. If faulty hardware caused
the error, such as a bad temperature sensor or a broken fan, replace the faulty part as soon as possible. If
you need assistance, contact NetApp technical support.

Syslog Message
Call home for CHASSIS UNDER TEMPERATURE SHUTDOWN
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Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.checksum events

callhome.checksum

Severity
ALERT

Description

This message occurs when the system detects a RAID level checksum error. If your system is configured to
do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and
to the configured destinations. Successful delivery of an AutoSupport message significantly improves
problem determination and resolution.

Corrective Action
If you need assistance, contact NetApp technical support.

Syslog Message
Call home for CHECKSUM ERROR

Parameters
subject (STRING): AutoSupport subject or title for this event.
callhome.checksum.multiple

Severity
ALERT

Description

This message occurs when the system detects a RAID checksum error involving multiple disk drives. If your
system is configured to do so, it generates and transmits an AutoSupport (or 'call home') message to
NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action
If you need assistance, contact NetApp technical support.

Syslog Message
Call home for CHECKSUM ERROR (multiple disks)

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.clam events

callhome.clam.node.ooq
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Severity
EMERGENCY

Description

This message occurs when the Kernel Cluster Services (KCS) Connectivity, Liveness, Availability Monitor
(CLAM) determines that one of the nodes is out of "cluster quorum".

Corrective Action

One or more of the following actions may be needed: - Check if the node that is out of quorum is
administratively down; if it is, enable it with: "cluster modify -node node_name -eligibility true"; - Check if the
node that is out of quorum has panic’ed or hung; if it is, troubleshoot and resolve that problem. - Check the
connectivity of the node that is out of quorum to the cluster interconnect. Fix any issues, if needed. - Check
if there is a version incompatibility between the node that is out of quorum and the rest of the nodes in the
cluster; if there is, upgrade nodes as needed so that they are compatible.

Syslog Message
Call home for %s.

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.client events

callhome.client.app.alert

Severity
ALERT

Description

This message occurs when a remote client accesses the node using Manage ONTAP® and triggers an
event using the ems-autosupport-log API call with "auto-support” field set to "true". If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action

Identify and resolve the issue on the remote client that is using the Manage ONTAP API to trigger this
event. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.client.app.emerg

Severity
EMERGENCY
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Description

This message occurs when a remote client accesses the node using Manage ONTAP® and triggers an
event using the ems-autosupport-log API call with "auto-support” field set to "true". If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action

Identify and resolve the issue on the remote client that is using the Manage ONTAP API to trigger this
event. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.client.app.err

Severity
ERROR

Description

This message occurs when a remote client accesses the node using Manage ONTAP® and triggers an
event using the ems-autosupport-log API call with "auto-support” field set to "true". If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action

Identify and resolve the issue on the remote client that is using the Manage ONTAP API to trigger this
event. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.client.app.info

Severity
NOTICE

Description

This message occurs when a remote client accesses the node using Manage ONTAP® and triggers an
event using the ems-autosupport-log API call with "auto-support” field set to "true". If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.
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Corrective Action

Identify and resolve the issue on the remote client that is using the Manage ONTAP API to trigger this
event. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.client.app.notice

Severity
NOTICE

Description

This message occurs when a remote client accesses the node using Manage ONTAP® and triggers an
event using the ems-autosupport-log API call with "auto-support" field set to "true". If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action

Identify and resolve the issue on the remote client that is using the Manage ONTAP API to trigger this
event. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.clus events

callhome.clus.net.degraded

Severity
ALERT

Description

This message occurs when the cluster network has experienced an issue that could potentially affect
connectivity, reliability, redundancy, or performance, as observed from the local node. A degraded cluster

network might cause a cluster-wide outage. If your system is configured to do so, it generates and transmits

an AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action
See the EMS event log for additional information related to the issue. If the event_type is "Frequent Link

Flapping", check the network cables that are connected to the specified port for any loose connections. If
the event_type is "Large MTU Packet Loss", verify cluster switch MTU settings and ensure that all cluster
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network ports are configured with the same MTU. If the event_type is "Total Packet Loss", verify all cluster
network connectivity and configuration and ensure that all cluster network ports are reachable from one
another. If the event_type is "Cluster LIF Not Assigned to Any Port" and the cluster ports are link "down",
check the network cables that are connected to the specified port for any loose connnections. Ensure that
the cluster ports are administratively configured link "up"”. If the cluster ports are link "up", attempt to
manually migrate the cluster LIF to another cluster port. If the event_type is "Cluster LIF Administratively
Down", use the "network interface modify" command to change the status-admin state of the cluster LIF to
"up". If the event_type is "Insufficient L2 Reachability", verify that the network topology is correct and the
ports are correctly assigned to the right broadcast domain. If the problem persists after correcting any
issues, call NetApp technical support.

Syslog Message
Call home for %s: %s - %s

Parameters

subject (STRING): AutoSupport subject or title for this event.

event_type (STRING): The type of the event that signaled that the cluster network might be operating in a
degraded state from the perspective of the local node.

event_details (STRING): Details of the event that signaled that the cluster network might be operating in a
degraded state from the perspective of the local node.

callhome.clus.vol.cre.fail

Severity
ERROR

Description

This message occurs when the active volume required to store the system data needed for cluster-wide
storage cannot be created. This is typically due to not finding an aggregate with the specified size or
mirrored attribute to create the volume. The specified feature cannot function without this volume. If your
system is configured to do so, it generates and transmits an AutoSupport (or 'call home') message to
NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action

Study the error message and take steps to rectify the problem. For example, if the error message indicates
that the volume create failed because the aggregate is offline, use the 'aggr online -aggregate' command to
bring it back online. If the error message does not indicate an obvious problem, run the 'aggregate show'
command to find the state of the aggregate and 'metrocluster check config-replication show-aggregate-
eligibility' command to find the eligibility of aggregates for configuration replication. If the aggregate is full,
try to create space on it. Otherwise, if possible, create an aggregate with the specified mirror attribute and
size by using the 'aggregate create -aggregate name -diskcount diskcount -disksize size -mirror
mirrorattribute’ command. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s. Could not create volume after %d attempts for feature %s.

Parameters

subject (STRING): AutoSupport subject or title for this event.

AttemptsMade (INT): Count of failed attempts to create the volume.

Feature (STRING): Feature using the cluster-wide storage.

ErrorMessage (STRING): Error message on create failure at time of event generation
Size (STRING): Size of the volume to be created.
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Mirror (STRING): Mirrored attribute of the aggregate.

callhome.clus.vol.del.fail

Severity
ERROR

Description

This message occurs when the volumes that were used for cluster-wide storage cannot be deleted. If your
system is configured to do so, it generates and transmits an AutoSupport (or 'call home') message to
NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action
Study the error message and take steps to rectify the problem. For example, if the error message indicates
that the volume delete failed because the aggregate is offline, use the 'aggr online -aggregate
aggregate_name' command to bring it back online. If the error message does not indicate an obvious
problem, contact NetApp technical support

Syslog Message
Call home for %s. Could not delete volumes "%s" and "%s" for feature %s.

Parameters

subject (STRING): AutoSupport subject or title for this event.
ActiveVolume (STRING): Active volume name.
StandbyVolume (STRING): Standby volume name.

Feature (STRING): Feature using the cluster-wide storage.

callhome.config events

callhome.config

Severity
ALERT

Description

This message occurs when the system detects a disk shelf configuration error for one or more disk shelves.
The system continues to report this error until you resolve the problem. If your system is configured to do
so, it generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to
the configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action

Use the command "storage errors show" to display outstanding storage errors in the system. Use the "event
log show" command to identify earlier EMS messages related to shelf configuration errors. Correct the
cause of the configuration error. Common causes of configuration errors are as follows: - A previously
attached disk shelf was removed - A loss of disk shelf enclosure services occurred - A disk shelf fan module
failed - An invalid disk shelf drive configuration was created - An operating environment temperature was
50C (122F) degrees or higher - A disk shelf environment module failure occurred If you need assistance,
contact NetApp technical support.
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Syslog Message
Call home for CONFIGURATION_ERROR

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.coredump events

callhome.coredump.save.done

Severity
NOTICE

Description

This message occurs when all the core segments belonging to a coredump have been saved. If your
system is configured to do so, it generates and transmits an AutoSupport (or 'call home') message to
NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action
Use the "system node coredump show" command to obtain coredump file details.

Syslog Message
Call home for %s

Parameters

subject (STRING): AutoSupport subject or title for this event.

file (STRING): Primary core segment file that was created.

node (STRING): Name of the node whose core was saved.

size (LONGINT): Size of primary core segment in bytes.

chksum (STRING): Checksum of primary core segment file’s data.
ancillary_segment_directory (STRING): Directory which holds ancillary core segments.
ancillary_segments (STRING): List of ancillary segments.

callhome.corefile events

callhome.corefile.upload

Severity
NOTICE

Description

This message occurs when you invoke an AutoSupport for corefile upload. This Autosupport collects and
sends only the corefile specified as part of the payload. This autosupport is sent only when the transport is
set to http or https. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call
home') message to NetApp technical support. Successful delivery of an AutoSupport message significantly
improves problem determination and resolution.

Corrective Action
(None).
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Syslog Message
corefile upload callhome for %s

Parameters

subject (STRING): AutoSupport message subject or title for this event.

URI (STRING): Alternate destination for this AutoSupport message. If this is set, this AutoSupport message
is delivered to this alternate destination.

force (INT): This flag indicates this AutoSupport message should be generated and delivered even if the
AutoSupport configuration is disabled. If "0" then obey the normal "state" and "support” flags. If this is "1",
then ignore the "state" and "support" configuration and deliver as if both "state" and "support" are enabled.
case_number (STRING): Case number to be associated with this coredump AutoSupport message.
core_filename (STRING): Coredump filename to be included in the coredump AutoSupport message.
aod_.initiated (INT): This flag indicates that NetApp technical support has remotely requested for this
AutoSupport message via AutoSupport OnDemand.

sequence (LONGINT): Sequence number to use to generate this Autosupport. Use value zero to auto-
generate or a value higher than last used ASUP sequence number.

aod_req_id (STRING): AOD request ID

callhome.cpu events

callhome.cpu.fan

Severity
ERROR

Description

This message occurs when a CPU fan failed or the fan is spinning too slowly or too fast. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action

Analyze whether you need to replace the CPU fan. CPU fan replacement might require that you replace the
motherboard as well. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.cpu.fan.fault

Severity
ERROR

Description

This message occurs when a CPU fan failed or the fan is spinning too slowly or too fast. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.
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Corrective Action

Analyze whether you need to replace the CPU fan. CPU fan replacement might require that you replace the
motherboard as well. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.css events

callhome.css.toc.repair

Severity
ALERT

Description

This message occurs when an inconsistency is discovered in a metadata record of the Cloud Storage
Service (CSS). The inconsistency is automatically repaired immediately upon detection. But it can leave
behind lost objects that are no longer pointed to by the namespace. If your system is configured to do so, it
generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the
configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action

The (privilege: diag) "object-store-server lost-object-recovery start" command can be used to add lost
objects back into the namespace. The progress of this operation can be monitored with the "object-store-
server lost-object-recovery show" command. If you need further assistance, contact NetApp technical
support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.ctran events

callhome.ctran.gcror.timeout

Severity
ALERT

Description

This message occurs when the Kernel Cluster Services (KCS) / Cluster Transaction Manager (CTRAN)
detects that one or more newly selected Group Coordinators (GCs) are taking too long to successfully
complete the GC Ready on Reselect procedure. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.
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Corrective Action
Call NetApp technical support immediately for further assistance.

Syslog Message
Call home for GROUP COORDINATOR ROR TIMEOUT.

Parameters

subject (STRING): AutoSupport subject or title for this event.
epoch (STRING): Identifying tag for multi node ASUP.

callhome.ctran.jpc.splitbrain

Severity
ALERT

Description

This message occurs when the Kernel Cluster Services (KCS) / Cluster Transaction Manager (CTRAN)
detects that there is a disagreement in the cluster - a split brain - about which node has the Join Proposal
Coordinator (JPC). If your system is configured to do so, it generates and transmits an AutoSupport (or 'call
home') message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

Corrective Action
Call NetApp technical support immediately for further assistance.

Syslog Message
Call home for CTRAN JPC SPLIT BRAIN DETECTED.

Parameters

subject (STRING): AutoSupport subject or title for this event.
epoch (STRING): Identifying tag for multi node ASUP.

callhome.ctran.proposal.stuck

Severity
ALERT

Description

This message occurs when the Kernel Cluster Services (KCS) / Cluster Transaction Manager (CTRAN)
detects that the proposal is stuck. Proposal is the transaction between nodes in a cluster. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action
Call NetApp technical support immediately for further assistance.

Syslog Message
Call home for %s.
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Parameters

subject (STRING): AutoSupport subject or title for this event.
epoch (STRING): Identifying tag for multi-node ASUP.

callhome.dafs events

callhome.dafs.nic.stop

Severity
ALERT

Description

This message occurs when the DAFS (Direct Acess File System) NIC (Network Interface Controller) has
stopped while DAFS was running. This is caused by a failure of the NIC processor firmware during heavy
and complex workloads. DAFS can usually recover and continue. If your system is configured to do so, it
generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the
configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action
Reboot the system to recover the NIC. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for DAFS VI NIC HALTED - DAFS SERVICE MAY BE INACCESSIBLE

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.dbs events

callhome.dbs.assign.error

Severity
EMERGENCY

Description

This message occurs when the Distributed Block Store (DBS) assignments reports a validation error. An
assignment validation error may indicate that data is inaccessible or data loss has occurred. The DBS is
responsible for managing the data that backs the FlexVols®. If your system is configured to do so, it
generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the
configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action
Contact NetApp technical support for assistance.

Syslog Message
Call home for %s, event %s, type %s, service %u, node %u/%s, drive %u/%s, eventID %u.
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Parameters

subject (STRING): AutoSupport subject or title for this event.

evtMessage (STRING): Description of the data event, including context details.

evtType (STRING): Type of the original DBS event.

servicelD (INT): Service ID that identifies the associated DBS service. It will be "0" if there is no associated
service.

nodelD (INT): Node ID number of the associated node. It will be 0 if there is no associated node.
nodeUuid (STRING): Node UUID of the associated node. It will be zeroes if there is no associated node.
drivelD (INT): Drive ID number of the associated drive. It will be 0 if there is no associated drive.
driveUuid (STRING): Drive UUID of the associated drive. It will be zeroes if there is no associated drive.
evtID (INT): DBS event ID number.

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

evtDetails (STRING): Specific details of the DBS data event. It may be a string, in JSON format, or empty.

callhome.dbs.block.repair

Severity
EMERGENCY

Description

This message occurs when the Distributed Block Store (DBS) attempts a new block repair or fails to repair
block in maximum number of repair attempts allowed. See event details for more information. The DBS is
responsible for managing the data that backs the FlexVols®. Multiple DBS events that indicate inconsistent
data are mapped to this one event. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action
Contact NetApp technical support for help immediately.

Syslog Message
Call home for %s, event %s, type %s, service %u, node %u/%s, drive %u/%s, eventID %u.

Parameters

subject (STRING): AutoSupport subject or title for this event.

evtMessage (STRING): Description of the data event, including context details.

evtType (STRING): Type of the original DBS event.

servicelD (INT): Service ID that identifies the associated DBS service. It will be "0" if there is no associated
service.

nodelD (INT): Node ID number of the associated node. It will be 0 if there is no associated node.
nodeUuid (STRING): Node UUID of the associated node. It will be zeroes if there is no associated node.
drivelD (INT): Drive ID number of the associated drive. It will be 0 if there is no associated drive.
driveUuid (STRING): Drive UUID of the associated drive. It will be zeroes if there is no associated drive.
evtID (INT): DBS event ID number.

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

evtDetails (STRING): Specific details of the DBS data event. It may be a string, in JSON format, or empty.
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callhome.dbs.cannot.sync.blk

Severity
EMERGENCY

Description

This message occurs when the Distributed Block Store (DBS) detects the cluster Block data is in a
degraded state, and the auto-heal process to restore full Block data redundancy cannot proceed. Block
resources need to be added or restored to the cluster. Too many nodes, Block services, FireStorm services
or aggregates may be offline; or possibly the cluster Block services are full. The DBS is responsible for
managing the data that backs the FlexVols®. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

Evaluate the storage capacity of the cluster. If some capacity is currently unavailable due to drives or nodes
being offline, attempt the repairs needed to bring them online. Free storage used by FlexVols by deleting
unneeded volumes.

Syslog Message
The DBS cluster Block data cannot be made fully redundant.

Parameters

subject (STRING): AutoSupport subject or title for this event.

cfType (STRING): DBS cluster fault type of the associated object.

cflD (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

cfDetails (STRING): Description of the cluster fault, including context details.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
done for newly reported faults (see cfStatus).

callhome.dbs.clcap.full

Severity
EMERGENCY

Description

This message occurs when the Distributed Block Store (DBS) detects the cluster (or node in the cluster)
has completely consumed its capacity. The DBS is responsible for managing the data that backs the
FlexVols®. The cluster data is now read-only. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

Evaluate the available capacity of this cluster relative to its usage. If some capacity is currently unavailable
due to drives or nodes being offline, attempt the repairs needed to bring them online. Free storage used by
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FlexVols by deleting unneeded volumes. If the cluster’s available capacity appears inconsistent with the
calculated expected capacity, then contact NetApp technical support.

Syslog Message
The DBS cluster capacity is 100%% full.

Parameters

subject (STRING): AutoSupport subject or title for this event.

cfType (STRING): DBS cluster fault type of the associated object.

cfID (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

cfDetails (STRING): Description of the cluster fault, including context details.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
done for newly reported faults (see cfStatus).

callhome.dbs.clcap.near.full

Severity
ALERT

Description

This message occurs when the Distributed Block Store (DBS) detects the cluster (or node in the cluster)
has consumed nearly all of its capacity. The DBS is responsible for managing the data that backs the
FlexVols®. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call home')
message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

Corrective Action

Evaluate the available capacity of this cluster relative to its usage. If some capacity is currently unavailable
due to drives or nodes being offline, attempt the repairs needed to bring them online. Free storage used by
FlexVols by deleting unneeded volumes.

Syslog Message
The DBS cluster capacity is nearly full.

Parameters

subject (STRING): AutoSupport subject or title for this event.

cfType (STRING): DBS cluster fault type of the associated object.

cfID (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

cfDetails (STRING): Description of the cluster fault, including context details.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
done for newly reported faults (see cfStatus).
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callhome.dbs.clst.ekm.server

Severity
EMERGENCY

Description

This message occurs when the Distributed Block Store (DBS) detects one or more of the following: 1. An
External Key Management server cannot be reached by any node and is considered down. 2. A fatal
communication error has occured with an External Key Management server. Seek corrective-action
immediately.

Corrective Action

Verify that the External Key Management server is running and can be reached by the management
network. Verify that the correct root CA certificate and client certificate are configured for the Key Server
(use openssl s_client to assist with troubleshooting). Check the logs on the External Key Management
server for additional troubleshooting help. Contact NetApp technical support for assistance.

Syslog Message
Callhome for %s. Fault type %s, fault ID %u, status %u, nodes %s. %s

Parameters

subject (STRING): AutoSupport subject or title for this event.

cfType (STRING): DBS cluster fault type of the associated object.

cflD (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

cfDetails (STRING): Description of the cluster fault, including context details.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
done for newly reported faults (see cfStatus).

callhome.dbs.data.unavail

Severity
EMERGENCY

Description

This message occurs when some portion of the Distributed Block Store (DBS) data cannot be accessed.
The DBS is responsible for managing the data that backs the FlexVols®. Multiple DBS events that indicate
data is unavailable are mapped to this one event. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action
Contact NetApp technical support for help immediately.

Syslog Message
Call home for %s, event %s, type %s, service %u, node %u/%s, drive %u/%s, eventlD %u.
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Parameters

subject (STRING): AutoSupport subject or title for this event.

evtMessage (STRING): Description of the data event, including context details.

evtType (STRING): Type of the original DBS event.

servicelD (INT): Service ID that identifies the associated DBS service. It will be "0" if there is no associated
service.

nodelD (INT): Node ID number of the associated node. It will be 0 if there is no associated node.
nodeUuid (STRING): Node UUID of the associated node. It will be zeroes if there is no associated node.
drivelD (INT): Drive ID number of the associated drive. It will be 0 if there is no associated drive.
driveUuid (STRING): Drive UUID of the associated drive. It will be zeroes if there is no associated drive.
evtID (INT): DBS event ID number.

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

evtDetails (STRING): Specific details of the DBS data event. It may be a string, in JSON format, or empty.

callhome.dbs.dup.master

Severity
EMERGENCY

Description

This message occurs when the Distributed Block Store (DBS) detects an internal database inconsistency.
Master services have multiple entries for cluster master candidacy. Manual intervention is required.

Corrective Action
Contact NetApp technical support immediately.

Syslog Message

Callhome for %s. DBS has detected a critical issue. Cluster fault type %s, fault ID %u, status %u, nodes
%s. %s

Parameters

subject (STRING): AutoSupport subject or title for this event.

cfType (STRING): DBS cluster fault type of the associated object.

cflD (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

cfDetails (STRING): Details of the duplicate master candidates.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
done for newly reported faults (see cfStatus).

callhome.dbs.ekm.cert.emer

Severity
EMERGENCY
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Description
This message occurs when the Distributed Block Store (DBS) detects that an External Key Management
server configuration contains a certificate that is invalid, is expired, or will expire in less than 3 days. Seek
corrective-action immediately.

Corrective Action

Renew or correct each listed certificate and update the associated Key Server configuration. Contact
NetApp technical support for assistance.

Syslog Message
Callhome for %s. Fault type %s, fault ID %u, status %u, nodes %s. %s

Parameters

subject (STRING): AutoSupport subject or title for this event.

cfType (STRING): DBS cluster fault type of the associated object.

cfID (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

cfDetails (STRING): Description of the cluster fault, including context details.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
done for newly reported faults (see cfStatus).

callhome.dbs.ensemble.emer

Severity
ERROR

Description
This message occurs when the Distributed Block Store (DBS) loses the database connection to over half of
the ensemble nodes (of 3 or 5 total). DB quorum has been lost and the DB is down. The cluster cannot
operate without access to the DB.

Corrective Action

Bring offline nodes back online and/or restore node network connectivity. If that does not resolve the fault,
contact NetApp technical support.

Syslog Message
Callhome for %s. DBS has lost network connectivity or power on ensemble node. Cluster fault type %s,
fault ID %u, status %u, nodes %s. %s

Parameters

subject (STRING): AutoSupport subject or title for this event.

cfType (STRING): DBS cluster fault type of the associated object.

cfID (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.
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cfDetails (STRING): Description of the degraded ensembile.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
done for newly reported faults (see cfStatus).

callhome.dbs.ffmAggrFlagSet

Severity
EMERGENCY

Description

This message occurs when the Distributed Block Store (DBS) detects one or more aggrs have a don’t
attach, don’t mount or don’t detach flag set.

Corrective Action

Resolve the issue that required the flag to be set, then remove the flag using the SetAggrFlags API
command.

Syslog Message
Callhome for %s. Fault type %s, fault ID %u, status %u, nodes %s. %s

Parameters

subject (STRING): AutoSupport subject or title for this event.

cfType (STRING): DBS cluster fault type of the associated object.

cflD (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

cfDetails (STRING): Description of the cluster fault, including context details.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
done for newly reported faults (see cfStatus).

callhome.dbs.ffmFlexvolsOffl

Severity
EMERGENCY

Description
This message occurs when the Distributed Block Store (DBS) detects one or more FlexVols are offline.

Corrective Action
Solve any issue contributing to the FlexVols being taken offline.

Syslog Message
Callhome for %s. Fault type %s, fault ID %u, status %u, nodes %s. %s
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Parameters

subject (STRING): AutoSupport subject or title for this event.

cfType (STRING): DBS cluster fault type of the associated object.

cfID (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

cfDetails (STRING): Description of the cluster fault, including context details.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
done for newly reported faults (see cfStatus).

callhome.dbs.generic.cfault

Severity
EMERGENCY

Description

This message occurs when a Distributed Block Store (DBS) emergency cluster fault is reported as a
generic fault. The DBS is responsible for managing the data that backs the FlexVols®. Multiple faults are
mapped to this one event. If your system is configured to do so, it generates and transmits an AutoSupport
(or 'call home') message to NetApp technical support and to the configured destinations. Successful
delivery of an AutoSupport message significantly improves problem determination and resolution.

Corrective Action
Contact NetApp technical support for interpretation of this event.

Syslog Message
Call home for %s, fault %s (%u), sev %u, service %u, node %u/%s, drives %s.

Parameters

subject (STRING): AutoSupport subject or title for this event.

cfCodeName (STRING): Name of the original DBS cluster fault code.

cfCode (INT): DBS cluster fault code number.

cfSeverity (INT): Severity of the original DBS cluster fault. This is different than the EMS severity.
servicelD (INT): Service ID that identifies the associated cluster service. It will be "0" if there is no
associated service.

nodelD (INT): Node ID number of the associated node. It will be "0" if there is no associated node.
nodeUuid (STRING): Node UUID of the associated node. It will be zeroes if there is no associated node.
cfDrivelDs (STRING): List of the drive IDs associated with the fault. The list might be empty.
cfDriveUuids (STRING): List of the drive UUIDs associated with the fault. The list might be empty.
cfType (STRING): DBS cluster fault type of the associated object.

cflD (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

cfDetails (STRING): Description of the cluster fault, including context details.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
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done for newly reported faults (see cfStatus).

callhome.dbs.inv.block.data

Severity
EMERGENCY

Description
This message occurs when a block stored in the Distributed Block Store (DBS) has inconsistent data. The
cluster is checking the compression, block ID and checksum of the block against expected values. The DBS
is responsible for managing the data that backs the FlexVols®. Multiple DBS events that indicate
inconsistent data are mapped to this one event. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action
Contact NetApp technical support for help immediately.

Syslog Message
Call home for %s, event %s, type %s, service %u, node %u/%s, drive %u/%s, eventlD %u.

Parameters

subject (STRING): AutoSupport subject or title for this event.

evtMessage (STRING): Description of the data event, including context details.

evtType (STRING): Type of the original DBS event.

servicelD (INT): Service ID that identifies the associated DBS service. It will be "0" if there is no associated
service.

nodelD (INT): Node ID number of the associated node. It will be 0 if there is no associated node.
nodeUuid (STRING): Node UUID of the associated node. It will be zeroes if there is no associated node.
drivelD (INT): Drive ID number of the associated drive. It will be 0 if there is no associated drive.
driveUuid (STRING): Drive UUID of the associated drive. It will be zeroes if there is no associated drive.
evtID (INT): DBS event ID number.

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

evtDetails (STRING): Specific details of the DBS data event. It may be a string, in JSON format, or empty.

callhome.dbs.mem.thresh.emer

Severity
EMERGENCY

Description

This message occurs when the Distributed Block Store (DBS) detects container memory 100 percent
consumed.

Corrective Action
Add additional nodes, or purge deleted volumes and run GC

Syslog Message

Callhome for %s. DBS has detected free memory is completely consumed on a node’s container. Cluster
fault node %u, node UUID %s, type %s, fault ID %u, status %u, nodes %s. %s
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Parameters

subject (STRING): AutoSupport subject or title for this event.

nodelD (INT): Node ID number of the associated node.

nodeUUID (STRING): Node UUID string of the associated node.

cfType (STRING): DBS cluster fault type of the associated object.

cfID (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

cfDetails (STRING): Details of the memory usage threshold.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
done for newly reported faults (see cfStatus).

callhome.dbs.multSliceSvcDn

Severity
EMERGENCY

Description

This message occurs when the Distributed Block Store (DBS) detects multiple unhealthy slice services.
This may cause some data to be unavailable.

Corrective Action

If multiple slice services are unhealthy, repair offline nodes and drives to bring slice services back online.
Contact NetApp technical support.

Syslog Message
Call home for %s. Fault type %s, fault id %u, status %u, nodes %s. %s.

Parameters

subject (STRING): AutoSupport subject or title for this event.

cfType (STRING): DBS cluster fault type of the associated object.

cflD (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

cfDetails (STRING): Description of the cluster fault, including context details.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
done for newly reported faults (see cfStatus).

callhome.dbs.node.ekm.server

Severity
EMERGENCY
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Description

This message occurs when the Distributed Block Store (DBS) detects that a node is unable to reach an
External Key Management server that is not considered down (other nodes are able to reach it). Seek
corrective-action immediately.

Corrective Action

Perform troubleshooting at the network or node-specific level to determine why the listed node is unable to
reach the External Key Management server. Contact NetApp technical support for assistance.

Syslog Message
Callhome for %s. Cluster fault node %u, node UUID %s, type %s, fault ID %u, status %u, nodes %s. %s

Parameters

subject (STRING): AutoSupport subject or title for this event.

nodelD (INT): Node ID number of the associated node.

nodeUUID (STRING): Node UUID string of the associated node.

cfType (STRING): DBS cluster fault type of the associated object.

cflD (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

cfDetails (STRING): Description of the cluster fault, including context details.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
done for newly reported faults (see cfStatus).

callhome.dbs.sec.cache.full

Severity
EMERGENCY

Description

This message occurs when the Distributed Block Store (DBS) detects that Slice volume secondary write
cache is full. This is caused when Slice service write requests to the Block service (and by extension the
FireStorm service) are not receiving replies. Client write performance may be reduced while this condition
exists. The DBS is responsible for managing the data that backs the FlexVols®. If your system is configured
to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp technical support
and to the configured destinations. Successful delivery of an AutoSupport message significantly improves
problem determination and resolution.

Corrective Action

Verify that all nodes are online. Verify that all Block and FireStorm services, and associated aggregates, are
online. Attempt repairs needed to bring nodes and aggregrates online. If the reason for this condition cannot
be found, contact NetApp technical support.

Syslog Message
Call home for %s, service %u, node %u/%s, drives %s.

Parameters
subject (STRING): AutoSupport subject or title for this event.
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servicelD (INT): Service ID that identifies the associated cluster service.
nodelD (INT): Node ID number of the associated node.

nodeUuid (STRING): Node UUID of the associated node. It will be zeroes if there is no associated node.

cfDrivelDs (STRING): List of the drive IDs associated with the fault. The list might be empty.
cfDriveUuids (STRING): List of the drive UUIDs associated with the fault. The list might be empty.
cfType (STRING): DBS cluster fault type of the associated object.

cfID (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

cfDetails (STRING): Description of the cluster fault, including context details.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
done for newly reported faults (see cfStatus).

callhome.dbs.ssl.ndcert.exc

Severity
EMERGENCY

Description

This message occurs when the Distributed Block Store (DBS) detects that a node has a missing or
corrupted certificate.

Corrective Action
Contact NetApp technical support for assistance.

Syslog Message
Callhome for %s. Cluster fault node %u, node UUID %s, type %s, fault ID %u, status %u, nodes %s. %s

Parameters

subject (STRING): AutoSupport subject or title for this event.

nodelD (INT): Node ID number of the associated node.

nodeUUID (STRING): Node UUID string of the associated node.

cfType (STRING): DBS cluster fault type of the associated object.

cflD (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

cfDetails (STRING): Description of the cluster fault, including context details.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
done for newly reported faults (see cfStatus).

callhome.dbs.ssl.ndcert.exp

Severity
EMERGENCY
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Description

This message occurs when the Distributed Block Store (DBS) detects that a node contains an SSL
certificate that has expired or will expire imminently.

Corrective Action
Contact NetApp technical support for assistance.

Syslog Message

Callhome for %s. Cluster fault node %u, node UUID %s, fault type %s, fault ID %u, status %u, nodes %s.
%s

Parameters

subject (STRING): AutoSupport subject or title for this event.

nodelD (INT): Node ID number of the associated node.

nodeUUID (STRING): Node UUID string of the associated node.

cfType (STRING): DBS cluster fault type of the associated object.

cfID (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

cfDetails (STRING): Description of the cluster fault, including context details.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
done for newly reported faults (see cfStatus).

callhome.dbs.svcap.full

Severity
EMERGENCY

Description

This message occurs when the Distributed Block Store (DBS) detects a service (Slice or Block) that has
completely consumed its capacity. The DBS is responsible for managing the data that backs the FlexVols®.
The data for this service is now read-only. If your system is configured to do so, it generates and transmits
an AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action

Evaluate the available capacity of this service relative to its usage. If some capacity is currently unavailable
due to drives or nodes being offline, attempt the repairs needed to bring them online. Free storage used by
FlexVols by deleting unneeded volumes. If the services’s available capacity appears inconsistent with the
calculated expected capacity, then contact NetApp technical support.

Syslog Message
Call home for %s, service %u, node %u/%s, drives %s.

Parameters

subject (STRING): AutoSupport subject or title for this event.
servicelD (INT): Service ID that identifies the associated cluster service.
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nodelD (INT): Node ID number of the associated node.

nodeUuid (STRING): Node UUID of the associated node. It will be zeroes if there is no associated node.
cfDrivelDs (STRING): List of the drive IDs associated with the fault. The list might be empty.
cfDriveUuids (STRING): List of the drive UUIDs associated with the fault. The list might be empty.
cfType (STRING): DBS cluster fault type of the associated object.

cfID (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

cfDetails (STRING): Description of the cluster fault, including context details.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
done for newly reported faults (see cfStatus).

callhome.dbs.svcap.near.full

Severity
ALERT

Description

This message occurs when the Distributed Block Store (DBS) detects a service (Slice or Block) that has
consumed nearly all of its capacity. The DBS is responsible for managing the data that backs the
FlexVols®. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call home')
message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

Corrective Action

Evaluate the available capacity of this service relative to its usage. If some capacity is currently unavailable
due to drives or nodes being offline, attempt the repairs needed to bring them online. Free storage used by
FlexVols by deleting unneeded volumes.

Syslog Message
Call home for %s, service %u, node %u/%s, drives %s.

Parameters

subject (STRING): AutoSupport subject or title for this event.

servicelD (INT): Service ID that identifies the associated cluster service.

nodelD (INT): Node ID number of the associated node.

nodeUuid (STRING): Node UUID of the associated node. It will be zeroes if there is no associated node.
cfDrivelDs (STRING): List of the drive IDs associated with the fault. The list might be empty.
cfDriveUuids (STRING): List of the drive UUIDs associated with the fault. The list might be empty.
cfType (STRING): DBS cluster fault type of the associated object.

cflD (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

cfDetails (STRING): Description of the cluster fault, including context details.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
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done for newly reported faults (see cfStatus).

callhome.dbs.volumes.offline

Severity
EMERGENCY

Description

This message occurs when the Distributed Block Store (DBS) detects that one or more volumes in the
storage cluster are offline. For the volumes listed, both copies of volume slice data are unavailable. The
volumes are degraded and the primary slice service becomes unresponsive, as detected by the Cluster
Master. The VolumesDegraded fault will also be present. The DBS is responsible for managing the data that
backs the FlexVols®. If your system is configured to do so, it generates and transmits an AutoSupport (or
'call home') message to NetApp technical support and to the configured destinations. Successful delivery of
an AutoSupport message significantly improves problem determination and resolution.

Corrective Action

Check for network connectivity issues and hardware errors. There should be other faults if specific
hardware components have failed. Attempt to resolve these issues. The fault will clear when the primary
slice service is responsive. Contact Support if there are no associated hardware faults and this fault persists
long enough to affect client applications.

Syslog Message
Call home for %s. One or more DBS volumes offline.

Parameters

subject (STRING): AutoSupport subject or title for this event.

cfType (STRING): DBS cluster fault type of the associated object.

cfID (INT): DBS cluster fault ID number associated with the fault.

cfStatus (INT): Current status of the cluster fault. 1 = New (just reported), 2 = Existing (updated), 3 =
Resolved (closed).

collectAsupNodes (STRING): List of the node universal unique identifiers (UUIDs) from which
AutoSupport messages should be collected.

cfDetails (STRING): Description of the cluster fault, including context details.

cfExtSrc (STRING): DBS cluster fault externalSource label created by the CreateClusterFault API
command and attached to the fault for testing purposes.

skip_callhome (INT): If 1, then the ASUP call home was not executed for this event. Call home is only
done for newly reported faults (see cfStatus).

callhome.device events

callhome.device.qual

Severity
ALERT

Description

This message occurs when the system detected a disk drive device that did not receive qualification from
NetApp. Unqualified disk drives can cause serious damage to the system, and the system shuts down
within 72 hours to prevent this potential damage. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
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and resolution.

Corrective Action
To correct this situation, complete one of the following steps: 1. Download and install the latest Drive
Qualification Package (DPQ) from NetApp technical support. This automatically qualifies any disk drives
that were provided by NetApp. Search the support site knowledge base for the "DQP" keyword for further
information. 2. Remove the unqualified disk drives from the system. If you need assistance, contact NetApp
technical support.

Syslog Message
Call home for DEVICE_QUALIFICATION_FAILED

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.disk events

callhome.disk.carrier.evacuation.notpossible

Severity
ALERT

Description

This message occurs when a system does not contain enough spares to correct existing disk failures. This
message is seen only on systems containing disk carriers capable of holding more than one disk. When this
message occurs, manual intervention is required because ONTAP® cannot automatically correct the
existing issues with the system’s disk configuration. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

To correct this issue on systems that contain carriers with multiple disks, try the following (in the specified
order): (1) Assign any unassigned disks that are contained within a multidisk carrier. (2) Add multidisk
carriers. (3) If a replacement carrier is available, do the following: a) Fail ALL disks within the carrier. Do not
remove a multidisk carrier that contains non-failed disks; doing so results in system degradation and might
result in system failure. b) Wait until the disk’s amber Attention LEDs stop flashing and are lit continuously.
Do not remove a carrier while the shelf OPS panel is alternating between the shelf ID and the Attention
Code H1, or while the disks within the carrier are flashing their amber Attention LEDs. c) Replace the
carrier. (4) Reassign partner spare disks in the HA configuration. (5) If the problem persists, call NetApp
technical support.

Syslog Message
Call home for DISK_CARRIER_EVACUATION_NOTPOSSIBLE

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.disk.low.io
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Severity
NOTICE

Description

This message occurs when the storage health monitor detected low disk drive throughput. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action
(None).

Syslog Message
Call home for DISK_LOW_THRUPUT

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.disk.orphan

Severity
NOTICE

Description

This message occurs when RAID subsystem detects an orphan or broken drive and is processing it. If your
system is configured to do so, it generates and transmits an AutoSupport (or 'call home') message to
NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action
(None).

Syslog Message
Call home for %s.

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.diskown events

callhome.diskown.AssignExceeded

Severity
ERROR

Description

This message occurs when too many disks have been installed. An attempt is made to assign more disks
than the maximum that can be supported on this node. This problem must be resolved before the system is
rebooted. If your system is configured to do so, it generates and transmits an AutoSupport(tm) (or 'call
home') message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.
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Corrective Action

Review the system capacity limits and the assigned disks on this system. If possible, unassign the unused
array LUNSs. If you need further assistance, contact NetApp technical support.

Syslog Message
Call home for ATTEMPTED TO ASSIGN MORE DISKS THAN MAXIMUM SUPPORTED.

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.disks events

callhome.disks.missing

Severity
ERROR

Description

This message occurs when the system detected simultaneously that multiple disk drives were missing from
the system. It generated a single "MULTIPLE DISKS MISSING" message rather than multiple "DISK
MISSING" messages. The problem might be due to a Fibre Channel loop (connection) or a disk shelf or
disk drive operating incorrectly. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action
If you need assistance, contact NetApp technical support.

Syslog Message
Call home for MULTIPLE DISKS MISSING

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.dr events

callhome.dr.apply.failed

Severity
ERROR

Description

This message occurs when all attempts to replicate the configuration fails. If your system is configured to do
so, it generates and transmits an AutoSupport(tm) (or 'call home') message to NetApp technical support
and to the configured destinations. Successful delivery of an AutoSupport message significantly improves
problem determination and resolution.

Corrective Action
To troubleshoot further, search the event management system (EMS) logs on the destination cluster for
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events starting with "vsdr". Perform any provided corrective actions. For further assistance, contact NetApp
technical support.

Syslog Message
Call home for DR CONFIG REPLICATION FAILED

Parameters

subject (STRING): AutoSupport subject or title for this event.
DestinationVserver (STRING): Destination Vserver of the DR relationship.
FailedReason (STRING): Failed reason.

callhome.dsk events

callhome.dsk.bypass

Severity
ERROR

Description

This message occurs when a disk drive failure occurred and the Embedded Switched Hub (ESH) removed
the disk drive from the loop electronically—bypassing the disk drive on one or possibly both ports. If your
system is configured to do so, it generates and transmits an AutoSupport (or 'call home') message to
NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action

Depending on your system configuration, you might need to place the disk drive software into a failed state
to match what the ESH module did. Then locate and replace the failed disk drive. If you need assistance,
contact NetApp technical support.

Syslog Message
Call home for DISK_FAIL - Bypassed by ESH

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.dsk.config

Severity
ERROR

Description

This message occurs when the system detects a configuration problem with a disk drive, Fibre Channel
switch, or host bus adapter (HBA). A cabling issue might be causing the problem. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action

Review and repair the cabling and SAN configuration. If you need assistance, contact NetApp technical
support.
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Syslog Message
Call home for DISK CONFIGURATION ERROR

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.dsk.disable

Severity
ERROR

Description

This message occurs when a disk drive failure occurred and the 1/0O Module (IOM) removed the disk drive
from the system by disabling the PHY on one or possibly both ports. If your system is configured to do so, it
generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the
configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action

Depending on your system configuration, you might need to place the disk drive software into a failed state
to match what the IOM did. Then locate and replace the failed disk drive. If you need assistance, contact
NetApp technical support.

Syslog Message
Call home for DISK_FAIL - Disabled by IOM

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.dsk.fault

Severity
ERROR

Description

This message occurs when a disk drive fails. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

Use the “storage disk show -broken” command to locate the failed drive. Confirm the location by looking for
a drive whose red and amber LED fault lights are lit. Replace the failed disk drive. If you need assistance,
contact NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.
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callhome.dsk.fw.needed

Severity
ERROR

Description

This message occurs when the system detects one or more disk drives with out of date or "downrev" disk
firmware. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call home'")
message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

Corrective Action

Check and update all the disk drive firmware levels to the current the disk drive firmware level. If you need
assistance, contact NetApp technical support.

Syslog Message
Call home for DISK_FIRMWARE_NEEDED_UPDATE

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.dsk.init

Severity
ERROR

Description

This message occurs when a disk drive failed to initialize. If your system is configured to do so, it generates
and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

Use the “storage disk show -broken” command to locate the failed drive. Confirm the location by looking for
a drive whose red and amber LED fault lights are lit. Replace the failed disk drive. If you need assistance,
contact NetApp technical support.

Syslog Message
Call home for DISK INIT FAILED

Parameters
subject (STRING): AutoSupport subject or title for this event.
callhome.dsk.io.degraded

Severity
ERROR

Description

This message occurs when the storage health monitor detects degraded disk 1/O (taking too long) that
indicates a problem with a disk drive. A disk drive might not be using the most recent disk drive firmware. If
the disk drive is using the most recent firmware, it might be at a higher risk of failing. If your system is
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configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action

Identify the disk drive that caused this event and verify that it is running the most recent firmware. If the
firmware is not up to date, update it to ensure that problems do not continue. If you need assistance,
contact NetApp technical support.

Syslog Message
Call home for DISK_IO_DEGRADED

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.dsk.label

Severity
ALERT

Description

This message occurs when a disk drive failed due to unexpected RAID metadata. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action

Use the “storage disk show -broken” command to locate the failed drive. Confirm the location by looking for
a drive whose red and amber LED fault lights are lit. Replace the failed disk drive. If you need assistance,
contact NetApp technical support.

Syslog Message
Call home for DISK BAD LABEL

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.dsk.label.broken

Severity
ERROR

Description

This message occurs when a disk drive fails. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

Use the “storage disk show -broken” command to locate the failed drive. Confirm the location by looking for
a drive whose red and amber LED fault lights are lit. Replace the failed disk drive. If you need assistance,
contact NetApp technical support.
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Syslog Message
Call home for DISK LABELED BROKEN

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.dsk.label.v

Severity
ERROR

Description

This message occurs when a disk drive failed due to a version number in its RAID metadata that is
inconsistent with the operating system version installed. If your system is configured to do so, it generates
and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

Use the “storage disk show -broken” command to locate the failed drive. Confirm the location by looking for
a drive whose red and amber LED fault lights are lit. Replace the failed disk drive. If you need assistance,
contact NetApp technical support.

Syslog Message
Call home for DISK BAD LABEL VERSION

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.dsk.missing

Severity
ERROR

Description
This message occurs when the system cannot detect a disk drive in the Fibre Channel network (or loop)
that it previously discovered. The error might be caused by a failed disk drive in the chassis still awaiting
replacement or a broken connection to the disk drive. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

Locate and replace the defective disk drive. If you already replaced it, check the Fibre Channel network for
network connectivity from the appliance to the disk drive. If you need assistance, contact NetApp technical
support.

Syslog Message
Call home for DISK MISSING
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Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.dsk.no.spin

Severity
ERROR

Description

This message occurs when a disk drive fails to start. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

Logged message 'disk.init.failure.spinup' identifies the failed disk drive. Locate and replace the disk drive. If
you need assistance, contact NetApp technical support.

Syslog Message
Call home for DISK NOT SPINNING

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.dsk.noio

Severity
ERROR

Description

This message occurs when disk drive device commands to a disk drive are failing with link errors, adapter
errors, or timeouts. With this type of problem, the disk drives’s red or amber LED fault light may not be lit. If
your system is configured to do so, it generates and transmits an AutoSupport (or 'call home') message to
NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action

Use the “storage disk show -broken” command to locate the failed drive. Confirm the location by looking for
a drive whose red and amber LED fault lights are lit. Replace the failed disk drive. If you need assistance,
contact NetApp technical support.

Syslog Message
Call home for DISK NOT RESPONDING

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.dsk.predict

Deprecated
Deprecated as of ONTAP 9.2. Last used in DOT 7.1.1.

203



Severity
ALERT

Description
This message occurs when the storage health monitor PFA (predictive failure analysis) determines that disk
drive failure is forthcoming. A disk drive might not be using the most recent disk drive firmware. If the disk
drive is using the most recent firmware, it might be at higher risk of failing. If your system is configured to do
s0, it generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to
the configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action

Identify the disk drive that caused this event and check whether the firmware is up-to-date. If the firmware is
not up-to-date, update it to ensure that problems do not continue. If the firmware is up-to-date, manually fail
the faulty disk drive and remove it from the system to ensure the integrity of data. At the earliest opportunity,
install a replacement disk drive. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for DISK_FAILURE_PREDICTED

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.dsk.redun.fault

Severity
ERROR

Description

This message occurs when redundant access to disk storage is lost. This message and associated
Autosupport are issued at most once per day. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

Locate disks which have lost redundancy by using the following command: "storage disk show -fields
disk,primary-port,secondary-name,secondary-port,shelf,bay" Note all channels with single path connectivity.
Check for failures using these commands: "system health node-connectivity shelf show" and "system health
system-connectivity shelf show". If a module or cable failure is identified, replace the failed module or cable.
Confirm redundancy has been restored with the following command: "storage disk show -fields
disk,primary-port,secondary-name,secondary-port,shelf,bay" If you need assistance, contact NetApp
technical support.

Syslog Message
Call home for DISK REDUNDANCY FAILED

Parameters
subject (STRING): AutoSupport subject or title for this event.
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callhome.dsk.scrub

Severity
ALERT

Description

This message occurs when the weekly scheduled disk scrub detects checksum errors. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action

Review the results of the disk scrub. Your next steps depend on the result of your review, and might include
replacing the disk drive. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for DISK SCRUB CHECKSUM ERROR

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.dsk.scrub.done

Severity
ERROR

Description

This message occurs when a disk scrub finishes bypassing media errors and places the aggregate in a
normal state. This type of disk scrub is started automatically after walfiron when disk reconstruction is
bypassing media errors. If your system is configured to do so, it generates and transmits an AutoSupport
(or 'call home') message to NetApp technical support and to the configured destinations. Successful
delivery of an AutoSupport message significantly improves problem determination and resolution.

Corrective Action

Review the results of the disk reconstruction, wafliron, and disk scrub. Your next steps depend on the result
of your review, and might include replacing the disk drive. If you need assistance, contact NetApp technical
support.

Syslog Message
Call home for DISK SCRUB COMPLETED (bypassing media errors)

Parameters
subject (STRING): AutoSupport subject or title for this event.
callhome.dsk.scrub.parity

Severity
ALERT

Description

This message occurs when the scheduled disk scrub detects parity inconsistencies. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
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technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action

Review the results of the disk scrub. Your next steps depend on the result of your review, and might include
replacing the disk drive. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for DISK SCRUB PARITY INCONSISTENCY

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.dsk.sense

Severity
ERROR

Description

This message occurs when storage health monitor detects a SCSI sense error that indicates a problem with
a disk drive. A disk drive might not be using the most recent disk drive firmware. If the disk drive is using the
most recent firmware, it might be at a higher risk of failing. If your system is configured to do so, it generates
and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

Identify the disk drive that caused this event and verify that it is running the most recent firmware. If the
firmware is not up-to- date, update it to ensure that problems do not continue. If the firmware is up-to-date,
manually fail the faulty disk drive and remove it from the system to ensure the integrity of data. At the
earliest opportunity, install a replacement disk drive. If you need assistance, contact NetApp technical
support.

Syslog Message
Call home for DISK_ RECOVERED ERRORS

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.dsk.shrank

Severity
ALERT

Description

This message occurs when either an aggregate or hot spare disk drive fails because its raw capacity was
downsized due to a firmware change. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

206



Corrective Action

Use the “storage disk show -broken” command to locate the failed drive. Confirm the location by looking for
a drive whose red and amber LED fault lights are lit. Replace the failed disk drive. If you need assistance,
contact NetApp technical support.

Syslog Message
Call home for DISK RAWSIZE SHRANK

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.dumptriage events

callhome.dumptriage

Severity
NOTICE

Description

This message occurs when kernel dumptriage files are collected for a coredump event. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action
(None).

Syslog Message
Call home for %s

Parameters

subject (STRING): AutoSupport subject or title for this event.
core_filename (STRING): Coredump filename used to find the correct set of dumptriage files.

callhome.encl events

callhome.encl.access

Severity
ERROR

Description

This message occurs when contact to one or more disk shelf enclosure services (environmental monitoring)
is lost, possibly due to storage cabling, adapter, or configuration problems. The system uses the enclosure
services to monitor the environment continuously to ensure that conditions remain at safe operating levels.
If the system cannot contact the enclosure services, it cannot detect when operating conditions move into
unsafe ranges and cannot minimize any damage that might result. If your system is configured to do so, it
generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the
configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.
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Corrective Action

Use the "storage errors show" command to display the current outstanding shelf error conditions. Use the
"event log show" command to identify earlier EMS messages related to shelf connectivity errors. Restore
connectivity to the disk shelf enclosure services. Check cabling for loose connections. Swap out adapters, if
possible. Double-check the configuration. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for ENCLOSURE SERVICES ACCESS ERROR

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.ext events

callhome.ext.cache.bad

Severity
ALERT

Description

This message occurs when a check of the external memory cache used for increasing system performance
has failed and this cache has been disabled. System operations will continue with possibly reduced
performance. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call
home') message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

Corrective Action

The external memory cache should checked and possibly repaired to restore its service to the system. If
you need assistance, contact NetApp technical support.

Syslog Message
Call home for EXTERNAL CACHE FAILURE

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.fans events

callhome.fans.failed

Severity
EMERGENCY

Description

This message occurs when multiple fans inside the appliance case fail. This failure can lead to overheating
and cause damage to your equipment. The system shuts down within 10 minutes unless you resolve the
fan problems. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call
home') message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

208



Corrective Action

Replace the fans within 10 minutes. If that is not possible, perform a graceful shutdown of the system and
power it off. Then replace the fans when you can, power on the system, and restore it to normal operation.
If you need assistance, contact NetApp technical support.

Syslog Message
Call home for MULTIPLE FAN FAILURE

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.fc events

callhome.fc.al.link

Severity
ALERT

Description

This message occurs when a Fibre Channel arbitrated loop (FC-AL) has link failures. You need to resolve
this issue promptly. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call
home') message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

Corrective Action

Check the FC-AL itself and the connections to the FC-AL for poor or broken connections and
misconfigurations. Examine the event log for messages related to FC or disk 1/O errors and take the
corrective actions found there. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.fc.al.poor

Deprecated
Deprecated as of ONTAP 9.2. Last used in DOT 7.1.0.

Severity
ALERT

Description

This message occurs when the system detects that a Fibre Channel arbitrated loop (FC-AL) is unreliable or
is too poor in quality for data exchange. You need to resolve this issue promptly. The link errors are
recoverable in the sense that the system is up and running. If your system is configured to do so, it
generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the
configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.
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Corrective Action

Check the FC-AL itself and the connections to the FC-AL for poor or broken connections and
misconfigurations. Examine the event log for messages related to FC or disk 1/O errors and take the
corrective actions found there. Restore normal, error-free communication for the FC-AL as quickly as
possible. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for FC-AL RECOVERABLE ERRORS

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.fcp events

callhome.fcp.adapter.failed

Severity
ERROR

Description

This message occurs when a Fibre Channel Protocol (FCP) HBA Host Bus Adapter (HBA) in this node has
failed to read a critical setting from the adapter’s internal configuration. The adapter should be replaced. If
your system is configured to do so, it generates and transmits an AutoSupport (or 'call home') message to
NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action

Locate the FCP adapter in the slot specified in this message. Replace the adapter. If the adapter name
starts with 0, the motherboard may need to be replaced. If you need assistance, contact NetApp technical
support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.fcp.sram.dump

Severity
ERROR

Description

This message occurs when a Fibre Channel Protocol (FCP) HBA Host Bus Adapter (HBA) in this node has
recorded to disk a memory image from its Static Random Access Memory (SRAM). The SRAM dump has
been performed as the result of several possible reasons, including a command directive and HBA firmware
restart. Note that performing a dump of a HBA can disrupt data access operations. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.
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Corrective Action

If this event happens as a result of a command directive such as "fcp dump", the dump operation is
expected. If this event happens as a result of HBA reset, the collected dump files can be used by technical
support for subsequent analysis. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for FCP SRAM DUMP.

Parameters

subject (STRING): AutoSupport subject or title for this event.

portinstance (INT): Instance number of the target port where the dump occurs.
dumpDirName (STRING): Directory location where the FC dumps are stored.
portName (STRING): FC HBA's name.

callhome.fdsk events

callhome.fdsk.admin

Severity
NOTICE

Description

This message occurs when you fail a file system disk drive. If your system is configured to do so, it
generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the
configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action
(None).

Syslog Message
Call home for FILESYSTEM DISK ADMIN FAILED

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.fdsk.fault

Severity
ERROR

Description

This message occurs when a disk drive fails. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

Locate the failed disk drive by looking for a disk drive whose red and amber LED fault lights are NOT lit.
Replace the failed disk drive. If you need assistance, contact NetApp technical support.
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Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.fdsk.label

Severity
ERROR

Description

This message occurs when a disk drive fails due to unexpected RAID metadata. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action

Locate the failed disk drive by looking for a disk drive whose red and amber LED fault lights are NOT lit.
Replace the failed disk drive. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for FILESYSTEM DISK BAD LABEL

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.fdsk.label.v

Severity
ERROR

Description

This message occurs when a disk drive fails due to a version number in its RAID metadata that is
inconsistent with the operating system version installed. If your system is configured to do so, it generates
and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

Locate the failed disk drive by looking for a disk drive whose red and amber LED fault lights are NOT lit.
Replace the failed disk drive. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for FILESYSTEM DISK BAD LABEL VERSION

Parameters
subject (STRING): AutoSupport subject or title for this event.
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callhome.fdsk.missing

Severity
ERROR

Description

This message occurs when the system detects that a disk drive is not in a loop or is missing. This might
also occur when a failed disk drive is still in the chassis awaiting replacement. If your system is configured
to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp technical support
and to the configured destinations. Successful delivery of an AutoSupport message significantly improves
problem determination and resolution.

Corrective Action
Locate and replace the failed disk drive. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for FILESYSTEM DISK MISSING

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.fdsk.noio

Severity
ERROR

Description

This message occurs when disk drive device commands to a file system disk drive are failing with link
errors, adapter errors, or timeouts. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action

Locate the failed disk drive by looking for a disk drive whose red and amber LED fault lights are NOT lit.
Replace the failed disk drive. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for FILESYSTEM DISK NOT RESPONDING

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.fdsk.shrank

Severity
ERROR

Description

This message occurs when an aggregate disk drive fails because its raw capacity was downsized due to a
firmware change. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call
home') message to NetApp technical support and to the configured destinations. Successful delivery of an
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AutoSupport message significantly improves problem determination and resolution.

Corrective Action

Locate the failed disk drive by looking for a disk drive whose red and amber LED fault lights are NOT lit.
Replace the failed disk drive. After the automated e-mail is sent to you with the case# and instructions, the
case is closed. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for FILESYSTEM DISK RAWSIZE SHRANK

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.flash events

callhome.flash.cache.degraded

Severity
ERROR

Description

This message occurs when Flash Management Module (FMM) detects that a percentage of a Flash Cache
is offline that is above a warning threshold. FMM monitors all flash devices in the system that attach with it.
If your system is configured to do so, it generates and transmits an AutoSupport (or 'call home') message to
NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action

A Flash Cache has degraded. This is an indication or the cause of a performance degradation. Exact
impact cannot be estimated. This Flash Cache needs to be repaired or replaced. Contact customer support
for more details.

Syslog Message
Call home for Flash Cache DEGRADED

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.flash.cache.failed

Severity
ALERT

Description

This message occurs when Flash Management Module (FMM) detects that a Flash Cache has suffered a
failure. Typically, this is the result of a hardware failure on the Flash Cache itself. FMM monitors all flash
devices in the system that attach with it. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.
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Corrective Action

The Flash Cache can fail due to many reasons. If you see "iomem.dma.internal" in EMS log, reboot the
system. If the state of the Flash Cache in system configuration shows 'Failed firmware', update the device
(follow the corrective action of the "iomem.card.fail.fpga.rev" EMS message). For all other reasons, replace
the Flash Cache. For further assistance, contact technical support.

Syslog Message
Call home for Flash Cache FAILED

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.flash.cache.offlined

Severity
ALERT

Description

This message occurs when Flash Management Module (FMM) detects that a critical percentage of a Flash
Cache is offline, beyond which the device cannot operate. FMM turned off this device. FMM monitors all
flash devices in the system that attach with it. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

A Flash Cache was offlined. This is an indication or the cause of a performance degradation. Exact impact
cannot be estimated. This Flash Cache needs to be repaired or replaced. Contact customer support for
more details.

Syslog Message
Call home for Flash Cache OFFLINED

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.fs events

callhome.fs.lun.resized

Severity
ALERT

Description

This message occurs when the system has detected that a filesystem logical disk array or LUN (Logical
Unit Number) stored raw size no longer matches the reported physical size of the LUN. Resizing of a
filesystem gateway LUN is not supported. Only gateway LUNSs that are spare (not used in a filesystem) may
be resized. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call home')
message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

215



Corrective Action

Restore the logical disk array or LUN raw size to the expected file system size that system expects. If you
need assistance, contact NetApp technical support.

Syslog Message
Call home for FILESYSTEM LUN RESIZED

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.hainterconnect events

callhome.hainterconnect.down

Severity
ALERT

Description

This message occurs when the high-availability (HA) interconnect is down. If your system is configured to
do so, it generates and transmits an AutoSupport (or "call home") message to NetApp technical support and
to the configured destinations. Successful delivery of an AutoSupport message significantly improves
problem determination and resolution.

Corrective Action

Corrective action depends on the number and type of HA interconnect links supported by the platform,as
well as the reason for which the interconnect is down. EMS event "ic.HAInterconnectDown" provides the
reason information. a. If links are down: Verify that both controllers in the HA pair are operational. For
externally connected links, make sure that the interconnect cables are connected properly and that the
small form-factor pluggables (SFPs), if applicable, are seated properly on both controllers. For internally
connected links, disable and reenable the links one at a time by using the "ic link off" and "ic link on"
commands. b. If links are disabled: Enable the links by using the "ic link on" command. c. If a peer is not
connected: Disable and reenable the links one at a time by using the "ic link off" and "ic link on" commands.
Contact NetApp technical support if the problem persists.

Syslog Message
Call home for %s due to %s.

Parameters

subject (STRING): AutoSupport subject or title for this event.
reason (STRING): Reason for interconnect down.

callhome.hba events

callhome.hba.failed

Severity
EMERGENCY

Description

This message occurs when a HBA port is taken offline due to read-after-write verification errors. This
AutoSupport message and associated EMS messages are issued once for a given port. If your system is
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configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action
Hardware components might need to be replaced. Contact NetApp technical support for assistance.

Syslog Message
Call home for %s. Keep the adapter offline and contact NetApp technical support for assistance.

Parameters

subject (STRING): AutoSupport subject or title for this event.
adapterName (STRING): Name of the adapter.

callhome.hm events

callhome.hm.alert.critical

Severity
ALERT

Description

This message occurs when an error is detected during the periodic health health monitoring of system
health monitors. System health monitors create alerts for potential problems detected while monitoring the
subsystem. The alerts contain information about probable cause along with recommended actions to rectify
the problem. This message is generated after every polling interval if new alerts are detected during this
interval. Polling interval is configurable. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action

Run the "system health alert show" command to view details about new alerts in the system. Details of the
alerts can be found in the AutoSupport. To correct the alert conditions, refer to the corrective actions
described in the alert. Contact NetApp technical support for additional information.

Syslog Message
Call home for %s.

Parameters
subject (STRING): AutoSupport subject or title for this event.
callhome.hm.alert.major

Severity
ALERT

Description

This message occurs when an error is detected during the periodic health health monitoring of system
health monitors. System health monitors create alerts for potential problems detected while monitoring the
subsystem. The alerts contain information about probable cause along with recommended actions to rectify
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the problem. This message is generated after every polling interval if new alerts are detected during this
interval. Polling interval is configurable. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action

Run the "system health alert show" command to view details about new alerts in the system. Details of the
alerts can be found in the AutoSupport. To correct the alert conditions, refer to the corrective actions
described in the alert. Contact NetApp technical support for additional information.

Syslog Message
Call home for %s.

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.hm.alert.minor

Severity
ERROR

Description

This message occurs when an error is detected during the periodic health health monitoring of system
health monitors. System health monitors create alerts for potential problems detected while monitoring the
subsystem. The alerts contain information about probable cause along with recommended actions to rectify
the problem. This message is generated after every polling interval if new alerts are detected during this
interval. Polling interval is configurable. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action

Run the "system health alert show" command to view details about new alerts in the system. Details of the
alerts can be found in the AutoSupport. To correct the alert conditions, refer to the corrective actions
described in the alert. Contact NetApp technical support for additional information.

Syslog Message
Call home for %s.

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.hostport events

callhome.hostport.bypass

Severity
ALERT

218



Description

This message occurs when an Embedded Switched Hub (ESH) bypasses a host port due to excessive
errors on the port. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call
home') message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

Corrective Action

Depending on your system configuration, you might need to replace the ESH Module or replace the Fibre
Channel cable to the host port. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for HOST_PORT_FAIL - Bypassed by ESH

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.hostport.disable

Severity
ALERT

Description

This message occurs when an 1/O Module (IOM) disables a host port due to excessive errors on the port. If
your system is configured to do so, it generates and transmits an AutoSupport (or 'call home') message to
NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action

Depending on your system configuration, you might need to replace the IOM or ensure that a good cable is
attached to the host port. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for HOST_PORT_FAIL - Disabled by IOM

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.hwaccel events

callhome.hwaccel.qat.dump

Severity
NOTICE

Description

This message occurs when the hardware accelerator gets certain threshold number of errors and collects
related diagnostic data concerning the device. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.
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Corrective Action
(None).

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.hwaccel.reset

Severity
NOTICE

Description

This message occurs when the hardware accelerator is being reset and collects related diagnostic data
concerning the device. If your system is configured to do so, it generates and transmits an AutoSupport (or
‘call home') message to NetApp technical support and to the configured destinations. Successful delivery of
an AutoSupport message significantly improves problem determination and resolution.

Corrective Action
(None).

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.ibretimerprog events

callhome.ibretimerprog.fail

Severity
EMERGENCY

Description

This message occurs when InfiniBand (IB) retimer programming of the high- availability (HA) interconnect
link failed after multiple retry attempts. The affected InfiniBand HA interconnect link is down. The failure can
be due to any of the following reasons: InfiniBand device not found, GPIO read failure, QSFP register dump
failure, QSFP parse failure, or retimer failure. If your system is configured to do so, it generates and
transmits an AutoSupport (or "call home") message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

This failure can be due to defective hardware or cabling. Contact NetApp technical support for further
assistance.
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Syslog Message
Call home for INFINIBAND RETIMER PROGRAMMING FAILURE

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.invoke events

callhome.invoke

Severity
NOTICE

Description

This message occurs when you invoke an AutoSupport® message, and the "type" of that message is set to
"test". This message contains very little content and is intended for testing AutoSupport® end-to-end. When
this message arrives at NetApp technical support, a confirmation email is sent to email destinations
specified by the -to parameter. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action
(None).

Syslog Message
Call home for %s

Parameters

subject (STRING): AutoSupport subject or title for this event.

URI (STRING): Alternate destination for this ASUP. If this is set, this ASUP is delivered to this alternate
destination.

force (INT): This flag indicates this AutoSupport should be generated and delivered even if the AutoSupport
configuration is disabled. If zero then obey the normal "state" and "support" flags. If this is "one", then
ignore the "state" and "support" configuration and deliver as if both "state" and "support" are enabled.
sequence (LONGINT): Sequence number to use to generate this Autosupport. Use value zero to auto-
generate or a value higher than last used ASUP sequence number.

callhome.invoke.all

Severity
NOTICE

Description

This message occurs when you invoke an AutoSupport® message, and the "type" of that message is set to
"all". For the benefit of technical support, the message also contains troubleshooting content, which might
lengthen the collection time required. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.
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Corrective Action
(None).

Syslog Message
User triggered complete call home for %s

Parameters

subject (STRING): AutoSupport subject or title for this event.

URI (STRING): Alternate destination for this ASUP. If this is set, this ASUP is delivered to this alternate
destination.

force (INT): This flag indicates this AutoSupport should be generated and delivered even if the AutoSupport
configuration is disabled. If zero then obey the normal "state" and "support" flags. If this is "one", then
ignore the "state" and "support" configuration and deliver as if both "state" and "support" are enabled.
sequence (LONGINT): Sequence number to use to generate this Autosupport. Use value zero to auto-
generate or a value higher than last used ASUP sequence number.

callhome.invoke.remotesplog

Severity
NOTICE

Description

This message occurs when an administrator invokes an AutoSupport message on a node to collect the logs
from the service processor of another node in the cluster. If the system is configured to do so, it generates
and transmits an AutoSupport message (or 'call home' message) to NetApp technical support and to the
configured destinations.

Corrective Action
(None).

Syslog Message
Call home (Remote SP LOG) for %s

Parameters

subject (STRING): AutoSupport subject or title for this event.

URI (STRING): Alternate destination for this ASUP. If this is set, this ASUP is delivered to this alternate
destination.

force (INT): This flag indicates this AutoSupport should be generated and delivered even if the AutoSupport
configuration is disabled. If zero then obey the normal "state" and "support" flags. If this is "one", then
ignore the "state" and "support" configuration and deliver as if both "state" and "support" are enabled.
sequence (LONGINT): Sequence number to use to generate this Autosupport. Use value zero to auto-
generate or a value higher than last used ASUP sequence number.

callhome.invoke.splog

Severity
NOTICE

Description

This message occurs when an administrator invokes an AutoSupport message for Service Processor (SP)
log collection from ONTAP® CLI. If your system is configured to do so, it generates and transmits an
AutoSupport message (or 'call home' message) to NetApp technical support and to the configured
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destinations.

Corrective Action
(None).

Syslog Message
Call home (SP LOG %s)

Parameters

subject (STRING): AutoSupport subject or title for this event.

URI (STRING): Alternate destination for this ASUP. If this is set, this ASUP is delivered to this alternate
destination.

force (INT): This flag indicates this AutoSupport should be generated and delivered even if the AutoSupport
configuration is disabled. If zero then obey the normal "state" and "support" flags. If this is "one", then
ignore the "state" and "support" configuration and deliver as if both "state" and "support" are enabled.
sequence (LONGINT): Sequence number to use to generate this Autosupport. Use value zero to auto-
generate or a value higher than last used ASUP sequence number.

for_node_id (STRING): Node where the log is being collected (local or partner node).

callhome.invoke.splog.full

Severity
NOTICE

Description

This message occurs when an administrator invokes an AutoSupport message for full Service Processor
(SP) or baseboard management controller (BMC) log collection from ONTAP® CLI. If your system is
configured to do so, it generates and transmits an AutoSupport message (or 'call home' message) to
NetApp technical support and to the configured destinations.

Corrective Action
(None).

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.iscsi events

callhome.iscsi.hba.crash

Severity
ALERT

Description

This message occurs when the iISCSI host bus adapter (HBA crashes. If your system is configured to do so,
it generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the
configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.
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Corrective Action

If the HBA is in use, reboot your system to reset the HBA and retrieve the crash-dump file. Contact NetApp
technical support and provide the crash-dump file for support purposes.

Syslog Message
Call home for ISCSI HBA CRASH

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.isp events

callhome.isp.adapter.bad

Deprecated
Deprecated as of ONTAP 9.2. Last used in R8.2.x.

Severity
ERROR

Description

This message occurs when the system detects multiple Static Random Access Memory (SRAM) parity
errors within a 30 day period. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action

Replace the Fibre Channel adapter that is exhibiting subsequent parity errors to insure continued
operations. Look for the "fci.adapter.parity:info" EMS message in the event log to identify the adapter that is
encountering the SRAM parity error and needs to be replaced. You can also check the output of the "FC-
STATS" section in AutoSupport and look for the value of link state counter "adap_sram_parity_error_cnt"
which will be more than one for the concerned adapter. If you need assistance, contact NetApp technical
support.

Syslog Message
Call home for SRAM PARITY ERRORS ON FIBRE CHANNEL ADAPTER - replace adapter

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.jpc events

callhome.jpc.selection. fail

Severity
ALERT

Description
This message occurs when the Kernel Cluster Services (KCS) / Cluster Transaction Manager (CTRAN)
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detects that the algorithm to reselect the Join Proposal Coordinator (JPC) is failing repeatedly. The JPC is
reselected when the node that hosted the JPC goes out of quorum. If your system is configured to do so, it
generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the
configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action
Call NetApp technical support immediately for further assistance.

Syslog Message
Call home for JOIN PROPOSAL COORDINATOR SELECTION FAILING.

Parameters

subject (STRING): AutoSupport subject or title for this event.
epoch (STRING): Identifying tag for multi node ASUP.

callhome.kernel events

callhome.kernel.core

Deprecated
Deprecated as of ONTAP 9.3. This event is replaced by the callhome.kernel.coreinfo event.

Severity
NOTICE

Description

This message occurs when you invoke an AutoSupport for kernel coredump files. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action
(None).

Syslog Message
Kernel coredump callhome for %s

Parameters

subject (STRING): AutoSupport subject or title for this event.

URI (STRING): Alternate destination for this AutoSupport message. If this is set, this AutoSupport message
is delivered to this alternate destination.

force (INT): This flag indicates this AutoSupport should be generated and delivered even if the AutoSupport
configuration is disabled. If "0" then obey the normal "state" and "support" flags. If this is "1", then ignore the
"state" and "support" configuration and deliver as if both "state" and "support" are enabled.

case_number (STRING): Case number to be associated with this coredump AutoSupport message.
core_filename (STRING): Coredump filename to be included in the coredump AutoSupport message.
aod_initiated (INT): This flag indicates that NetApp technical support has remotely requested for this
AutoSupport via AutoSupport OnDemand.

sequence (LONGINT): Sequence number to use to generate this Autosupport. Use value zero to auto-
generate or a value higher than last used ASUP sequence number.
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callhome.kernel.coreinfo

Severity
NOTICE

Description

This message occurs when you invoke an AutoSupport for kernel coredump files. It contains content
relevant to userspace cores. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action
(None).

Syslog Message
Kernel coredump callhome for %s

Parameters

subject (STRING): AutoSupport subject or title for this event.

URI (STRING): Alternate destination for this AutoSupport message. If this is set, this AutoSupport message
is delivered to this alternate destination.

force (INT): This flag indicates this AutoSupport should be generated and delivered even if the AutoSupport
configuration is disabled. If "0" then obey the normal "state" and "support" flags. If this is "1", then ignore the
"state" and "support" configuration and deliver as if both "state" and "support" are enabled.

case_number (STRING): Case number to be associated with this coredump AutoSupport message.
core_filename (STRING): Coredump filename to be included in the coredump AutoSupport message.
aod_initiated (INT): This flag indicates that NetApp technical support has remotely requested for this
AutoSupport via AutoSupport OnDemand.

sequence (LONGINT): Sequence number to use to generate this Autosupport. Use value zero to auto-
generate or a value higher than last used ASUP sequence number.

aod_req_id (STRING): AOD request ID

callhome.link events

callhome.link.change.stuck

Severity
ALERT

Description

This message occurs when a network port link state change cannot be confirmed for more than 5 minutes
because another configuration task is still in progress. Network port states can change when the node
reboots or is administratively changed by a system administrator. The affected port might still be operating
in the state before the attempted change. While this condition exists, additional configuration changes or
status queries will not be possible. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action

The link state change request will keep retrying until it succeeds. If the request does not succeed, it
indicates that there is a configuration task that has not correctly completed and the node should be
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rebooted. For further assistance, contact NetApp technical support.

Syslog Message
Call home for %s.

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.management events

callhome.management.log

Severity
NOTICE

Description

This message occurs when the MANAGEMENT _LOG AutoSupport or 'call home' event is sent. This
message occurs on a daily basis and is sent from from clustered nodes only. Information is sent to NetApp
technical support to ensure that subsequent communications work and to enable operations analysis. Some
results of these analysis might include recommendations on upgrades, firmware changes, and configuration
changes to improve the reliability and performance of the node. If your node is configured to do so it
generates and transmits an AutoSupport (or 'call home') to NetApp technical support and to the configured
destinations on a daily basis. Successful delivery of an AutoSupport message significantly improves
problem determination and resolution.

Corrective Action
(None).

Syslog Message
Call home for MANAGEMENT_LOG

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.management.log.rotate

Severity
NOTICE

Description

This message occurs when the (MANAGEMENT_LOG ROTATE) AutoSupport or 'call home' event is sent.
This callhome message is a supplement to the daily callhome.management.log message. The
callhome.management.log.rotate message occurs whenever a log file rotates due to size. This message
avoids log information gaps when log files rotate. Information is sent to NetApp technical support to ensure
that subsequent communications work and to enable operations analysis. Some results of these analysis
might include recommendations on upgrades, firmware changes, and configuration changes to improve the
reliability and performance of the node. If your node is configured to do so it generates and transmits an
AutoSupport (or 'call home') to NetApp technical support and to the configured destinations on a daily basis.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

227



Corrective Action
(None).

Syslog Message
Call home %s for filename: %s.

Parameters

subject (STRING): AutoSupport subject or title for this event.
filename (STRING): The name of the log file that rotated.

callhome.mcc events

callhome.mcc.auso.2min

Severity
ALERT

Description

This message occurs when a MetroCluster(tm) automatic unplanned switchover operation has completed
and the outage window was longer than 120 sec. If your system is configured to do so, it generates and
transmits an AutoSupport(tm) (or "call home") message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

Check why switchover was triggered by using the "event log show" command and search for event
"mcc.auso.triggered". Use the "metrocluster operation show" command to view the details of the switchover
operation. If you need assistance, contact NetApp technical support.

Syslog Message
Call home for %s

Parameters

subject (STRING): AutoSupport subject or title for this event.
epoch (STRING): Identifying tag for multinode ASUP.

callhome.mcc.auso.complete

Severity
ALERT

Description

This message occurs when a MetroCluster(tm) automatic unplanned switchover operation has completed. If
your system is configured to do so, it generates and transmits an AutoSupport(tm) (or "call home") message
to NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action

Check why switchover was triggered by using the "event log show" command and search for event
"mcc.auso.triggered". Use the "metrocluster operation show" command to view the details of the switchover
operation. If you need assistance, contact NetApp technical support.
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Syslog Message
Call home for %s

Parameters

subject (STRING): AutoSupport subject or title for this event.
epoch (STRING): Identifying tag for multinode ASUP.

callhome.mcc.auso.trig.fail

Severity
EMERGENCY

Description

This message occurs when a MetroCluster(tm) automatic unplanned switchover trigger failed to initiate a
switchover operation. If your system is configured to do so, it generates and transmits an AutoSupport(tm)
(or "call home") message to NetApp technical support and to the configured destinations. Successful
delivery of an AutoSupport message significantly improves problem determination and resolution.

Corrective Action

Verify the health of each node and that automatic unplanned switchover is enabled on both by using the
"metrocluster node show" command. Use the "metrocluster switchover -forced-on-disaster true" command
to switch over the DR-site storage manually. For further assistance, contact NetApp technical support.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.mcc.auso.trig.shut

Severity
ALERT

Description

This message occurs when automatic unplanned switchover (AUSO) in a MetroCluster(tm) IP configuration
is triggered due to remote site shutdown.

Corrective Action

Check the hardware conditions at the remote site for the cause of the environmental shutdown. Use the
"metrocluster operation show" command to view the details the switchover operation. If you need
assistance, contact NetApp technical support.

Syslog Message
Callhome for %s.

Parameters
subject (STRING): AutoSupport subject or title for this event.
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callhome.mcc.clst.dm.wd.gvup

Severity
ALERT

Description

This message occurs when the Cluster DM Watchdog thread has given up after retrying for over an hour.
Cluster configuration replication services are affected and configuration updates might be lost. If your
system is configured to do so, it generates and transmits an AutoSupport(tm) (or 'call home') message to
NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action

Examine the event management system (EMS) logs for any related issues. Perform any provided corrective
actions. For further assistance, contact NetApp technical support.

Syslog Message
Call home for METROCLUSTER CLUSTER DM WATCHDOG GAVE UP

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.mcc.cluster_dm.stream_in_error

Severity
ALERT

Description

This message occurs when cluster-domain sender/receiver stream has an error. The stream type is
indicated through the flag. If your system is configured to do so, it generates and transmits an AutoSupport
(or 'call home') message to NetApp technical support and to the configured destinations. Successful
delivery of an AutoSupport message significantly improves problem determination and resolution.

Corrective Action
(None).

Syslog Message
Call home for METROCLUSTER CLUSTER_DM SENDER/RECEIVER STREAM_IN_ERROR

Parameters

subject (STRING): AutoSupport subject or title for this event.
stream (STRING): Stream is sender or receiver.

callhome.mcc.config.complete

Severity
NOTICE

Description

This message occurs when the "metrocluster configure" operation is successful. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
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significantly improves problem determination and resolution.

Corrective Action
(None).

Syslog Message
Call home for METROCLUSTER CONFIGURE COMPLETE

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.mcc.encryption.enabled

Severity
NOTICE

Description

This message occurs when encryption for NVLog and storage replication is enabled in a MetroCluster(tm)
IP configuration.

Corrective Action
(None).

Syslog Message
Callhome for %s.

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.mcc.fcvi.reset

Severity
NOTICE

Description

This message occurs when fcvi adapter has been reset. If your system is configured to do so, it generates
and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action
(None).

Syslog Message
Call home for METROCLUSTER FCVI RESET

Parameters
subject (STRING): AutoSupport subject or title for this event.
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callhome.mcc.heal_aggr.failed

Severity
ALERT

Description

This message occurs when metrocluster heal aggregates operation has failed. The failure could be partial
or complete. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call
home') message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

Corrective Action

Run 'metrocluster operation show' to determine the failure reason and take appropriate corrective measure.
Retry the operation following the corrective measure. If the failures persists or need assistance, contact
NetApp technical support

Syslog Message
Call home for METROCLUSTER HEAL_AGGR FAILED

Parameters

subject (STRING): AutoSupport subject or title for this event.
epoch (STRING): Identifying tag for multi node ASUP.

callhome.mcc.heal_root.failed

Severity
ALERT

Description

This message occurs when metrocluster heal root-aggregates operation has failed. The failure could be
partial or complete. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call
home') message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

Corrective Action

Run 'metrocluster operation show' to determine the failure reason and take appropriate corrective measure.
Retry the operation following the corrective measure. If the failures persists or need assistance, contact
NetApp technical support

Syslog Message
Call home for METROCLUSTER HEAL_ROOT FAILED

Parameters

subject (STRING): AutoSupport subject or title for this event.
epoch (STRING): Identifying tag for multi node ASUP.

callhome.mcc.network.stats

Severity
NOTICE
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Description

This message occurs when a MetroCluster over |IP configuration detects network behavior change over the
inter-cluster links (ISL) that connect sites. Diagnostic information is collected as part of this event. If your
system is configured to do so, it generates and transmits an AutoSupport (or 'call home') message to
NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action
(None).

Syslog Message
Call home for %s. Number of times network changed since last callhome: %d.

Parameters

subject (STRING): AutoSupport subject or title for this event.
event_count (INT): Number of times network behavior change was flagged by the analysis engine since
the last callhome message was sent.

callhome.mcc.okm.sync.needed

Severity
ALERT

Description

This message occurs when clusters in a MetroCluster(tm) configuration have inconsistent Onboard Key
Manager (OKM) data, including differing cluster passphrases or differing OKM hierarchies. The "security
key-manager onboard sync" command should be run to prevent any failures in future switchover or
switchback events. This message will be generated on both the local cluster and the peer cluster. If your
system is configured to do so, it generates and transmits an AutoSupport (or 'call home') message to
NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action
(None).

Syslog Message
Call home for METROCLUSTER OKM SYNC NEEDED

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.mcc.personality

Severity
ALERT

Description

This message occurs when the All-Flash Optimized node in a MetroCluster configuration detects that it has
a different personality setting. This error can occur when a node loses its All-Flash Optimized setting. When
this happens, the node may not function properly. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
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and resolution.

Corrective Action

A node configured with All-Flash Optimized personality recognizes only SSD disks and ignores hard disk
drives(HDD). The personality is determined at boot time by checking the bootarg value
"bootarg.init.flash_optimized". If the intended configuration of the node is All-Flash Optimized, any HDDs
need to be removed and the bootarg needs to be set to true using the "setenv bootarg.init.flash_optimized
true" command in maintenance mode. Otherwise, use the "unsetenv bootarg.init.flash_optimized" command
to support HDDs on the system.

Syslog Message
Call home for %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.mcc.sb.vetoed

Severity
NOTICE

Description

This message occurs when the system detects that a MetroCluster (tm) switchback operation has been
vetoed, and creates an AutoSupport message for delivery to NetApp technical support for further analysis.

Corrective Action

Enter "metrocluster operation show" to determine the failure reason and take appropriate corrective
measures as indicated by the output of this command. Retry the operation following the corrective measure.
If the failures persist, or you need further assistance, contact NetApp technical support

Syslog Message
Call home for METROCLUSTER SWITCHBACK VETOED

Parameters

subject (STRING): AutoSupport subject or title for this event.

epoch (STRING): Correlating tag value used in the AutoSupport message. Other cluster nodes that have
detected related events may also have sent AutoSupport messages with this value to NetApp technical
support.

callhome.mcc.sbca

Severity
NOTICE

Description

This message occurs when metrocluster switchback continuation agent (SBCA) is run on the disaster site.
This happens as part of the metrocluster switchback operation run on the surviving site. This ASUP
provides troubleshooting information from the site which is being recovered (disaster hit). If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.
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Corrective Action
(None).

Syslog Message
Call home for METROCLUSTER SWITCHBACK CONTINUATION AGENT

Parameters

subject (STRING): AutoSupport subject or title for this event.
epoch (STRING): Identifying tag for multi node ASUP.

callhome.mcc.so.vetoed

Severity
NOTICE

Description

This message occurs when the system detects that a MetroCluster (tm) switchover operation has been
vetoed, and creates an AutoSupport message for delivery to NetApp technical support for further analysis.

Corrective Action

Enter "metrocluster operation show" to determine the failure reason and take appropriate corrective
measures as indicated by the output of this command. Retry the operation following the corrective measure.
If the failures persist, or you need further assistance, contact NetApp technical support

Syslog Message
Call home for METROCLUSTER SWITCHOVER VETOED

Parameters

subject (STRING): AutoSupport subject or title for this event.

epoch (STRING): Correlating tag value used in the AutoSupport message. Other cluster nodes that have
detected related events may also have sent AutoSupport messages with this value to NetApp technical
support.

callhome.mcc.switchback.complete

Severity
NOTICE

Description

This message occurs when metrocluster switchback operation is complete. If your system is configured to
do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and
to the configured destinations. Successful delivery of an AutoSupport message significantly improves
problem determination and resolution.

Corrective Action
(None).

Syslog Message
Call home for METROCLUSTER SWITCHBACK COMPLETE
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Parameters

subject (STRING): AutoSupport subject or title for this event.
epoch (STRING): Identifying tag for multi node ASUP.

callhome.mcc.switchback.failed

Severity
EMERGENCY

Description

This message occurs when metrocluster switchback operation has failed. The failure could be partial or
complete. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call home')
message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

Corrective Action

Run 'metrocluster operation show' to determine the failure reason and take appropriate corrective measure.
Retry the operation following the corrective measure. If the failures persists or need assistance, contact
NetApp technical support

Syslog Message
Call home for METROCLUSTER SWITCHBACK FAILED

Parameters

subject (STRING): AutoSupport subject or title for this event.
epoch (STRING): Identifying tag for multi node ASUP.

callhome.mcc.switchover.2min

Severity
NOTICE

Description

This message occurs when MetroCluster(tm) switchover operation is complete and the client outage
window has exceeded two minutes. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support and to the configured destinations.
Successful delivery of an AutoSupport message significantly improves problem determination and
resolution.

Corrective Action
(None).

Syslog Message
Call home for %s

Parameters

subject (STRING): AutoSupport subject or title for this event.
epoch (STRING): Identifying tag for multi node ASUP.

236



callhome.mcc.switchover.complete

Severity
NOTICE

Description

This message occurs when metrocluster switchover operation is complete. If your system is configured to
do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and
to the configured destinations. Successful delivery of an AutoSupport message significantly improves
problem determination and resolution.

Corrective Action
(None).

Syslog Message
Call home for METROCLUSTER SWITCHOVER COMPLETE

Parameters

subject (STRING): AutoSupport subject or title for this event.
epoch (STRING): Identifying tag for multi node ASUP.

callhome.mcc.switchover.failed

Severity
EMERGENCY

Description

This message occurs when metrocluster switchover operation has failed. The failure could be partial or
complete. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call home')
message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

Corrective Action

Run 'metrocluster operation show' to determine the failure reason and take appropriate corrective measure.
Retry the operation following the corrective measure. If the failures persists or need assistance, contact
NetApp technical support

Syslog Message
Call home for METROCLUSTER SWITCHOVER FAILED

Parameters

subject (STRING): AutoSupport subject or title for this event.
epoch (STRING): Identifying tag for multi node ASUP.

callhome.mccip events

callhome.mccip.auso.disabled

Severity
ALERT
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Description

This message occurs when automatic unplanned switchover (AUSO) in a MetroCluster(tm) IP configuration
is disabled because the mediator mailbox disk is not healthy. If a site failure occurs, a manual switchover
will be required to restore data access.

Corrective Action

Use the "storage failover show -fields local-mailbox-disks" command to verify that all nodes in the cluster
can access their respective mailbox disks. Use the (privilege: advanced) "storage iscsi-initiator show"
command to verify that iISCSI connections to the mediator are up and healthy.

Syslog Message
Callhome for %s.

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.mccip.collectstats

Severity
NOTICE

Description

This message occurs when MetroCluster IP statistics are collected daily. TCP/IP networking statistics for
diagnostic purposes are collected.

Corrective Action
(None).

Syslog Message
Call home for %s.

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.mdb events

callhome.mdb.recovery.unsuccessful

Severity
EMERGENCY

Description

This message occurs after an unsuccessful recovery of an inconsistent management database. The
message is from the management processes identified by name in the auto-support subject line. The
unsuccessful recovery results in the loss of all records contained in the 'job history' and 'rdb statistics'
databases. Also, no additional records will be collected until the problem is resolved by NetApp technical
support. The affected management process will function normally without these databases.

Corrective Action
Contact NetApp technical support.
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Syslog Message
Call home for %s WARNING.

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.mhost events

callhome.mhost.core

Deprecated
Deprecated as of ONTAP 9.3. This event is replaced by the callhome.mhost.coreinfo event.

Severity
NOTICE

Description

This message occurs when you invoke an AutoSupport for userspace coredump files. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action
(None).

Syslog Message
User space coredump callhome for %s

Parameters

subject (STRING): AutoSupport message subject or title for this event.

URI (STRING): Alternate destination for this AutoSupport message. If this is set, this AutoSupport message
is delivered to this alternate destination.

force (INT): This flag indicates this AutoSupport message should be generated and delivered even if the
AutoSupport configuration is disabled. If "0" then obey the normal "state" and "support" flags. If this is "1",
then ignore the "state" and "support" configuration and deliver as if both "state" and "support" are enabled.
case_number (STRING): Case number to be associated with this coredump AutoSupport message.
core_filename (STRING): Coredump filename to be included in the coredump AutoSupport message.
aod_.initiated (INT): This flag indicates that NetApp technical support has remotely requested for this
AutoSupport message via AutoSupport OnDemand.

sequence (LONGINT): Sequence number to use to generate this Autosupport. Use value zero to auto-
generate or a value higher than last used ASUP sequence number.

callhome.mhost.coreinfo

Severity
NOTICE

Description

This message occurs when you invoke an AutoSupport for userspace coredump files. It contains content
relevant to userspace cores. If your system is configured to do so, it generates and transmits an
AutoSupport (or 'call home') message to NetApp technical support. Successful delivery of an AutoSupport
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message significantly improves problem determination and resolution.

Corrective Action
(None).

Syslog Message
User space coredump callhome for %s

Parameters

subject (STRING): AutoSupport message subject or title for this event.

URI (STRING): Alternate destination for this AutoSupport message. If this is set, this AutoSupport message
is delivered to this alternate destination.

force (INT): This flag indicates this AutoSupport message should be generated and delivered even if the
AutoSupport configuration is disabled. If "0" then obey the normal "state" and "support” flags. If this is "1",
then ignore the "state" and "support” configuration and deliver as if both "state" and "support" are enabled.
case_number (STRING): Case number to be associated with this coredump AutoSupport message.
core_filename (STRING): Coredump filename to be included in the coredump AutoSupport message.
aod_.initiated (INT): This flag indicates that NetApp technical support has remotely requested for this
AutoSupport message via AutoSupport OnDemand.

sequence (LONGINT): Sequence number to use to generate this Autosupport. Use value zero to auto-
generate or a value higher than last used ASUP sequence number.

aod_req_id (STRING): AOD request ID

callhome.micro events

callhome.micro.core

Severity
NOTICE

Description

This message occurs when a "micro-core" file is available. A "micro-core" file is a very small and simple
binary image representing some state of ONTAP® and can be collected and reported to support.
Transmission of a normal core file which can be several gigabytes or larger can take a significant time so
isn’t done. The subject line provides the filename of the micro- core file which is included as part of a
special AutoSupport normally only sent to support. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action
Contact NetApp technical support.

Syslog Message
Call home for MICRO-CORE: %s

Parameters
subject (STRING): AutoSupport subject or title for this event.

240



callhome.mim events

callhome.mim.array.portOneController

Severity
ALERT

Description

This message occurs when all paths for an array LUN are connected to the same controller on the array.
This configuration results in a single point of failure at the array. If an active-passive array is connected at
the back end, then all the partner controller’s paths go to the alternate controller, which results in a tug of
war on mailbox I/O or other events that talk to the partner’s array LUNSs. If the system is running in Cluster-
Mode, use the 'storage errors show' command to detect this error. If your system is configured to do so, it
generates and transmits an AutoSupport(tm) (or 'call home') message to NetApp technical support and to
the configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action

Reconfigure your back-end SAN so that array LUNs are presented from controllers in different fault
domains on the target array. If you need further assistance, contact NetApp technical support.

Syslog Message
Call home for ALL PATHS FOR THE ARRAY LUN ARE CONNECTED TO THE SAME CONTROLLER.

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.mim.lun.OnePath

Severity
ALERT

Description

This message occurs when the logical devices (LDEVs) on an array LUN or group of array LUNs are
connected using only one path. A proper configuration requires the LDEVs to be connected to at least two
paths; otherwise, there is the potential for data loss caused by a single path failure. If an array LUN is
assigned, an EMS message is logged to the console at least once a day indicating that it is a single-path
assigned array LUN. If the system is running in Cluster-Mode, use the 'storage errors show' command to
identify the error. If your system is configured to do so, it generates and transmits an AutoSupport(tm) (or
‘call home') message to NetApp technical support and to the configured destinations. Successful delivery of
an AutoSupport message significantly improves problem determination and resolution.

Corrective Action

Verify the configuration and identify the LDEVs that are connected to only one path. After you identify the
LDEVs, change the system configuration to ensure that there are at least two paths to all these LDEVs. If
you need further assistance, contact NetApp technical support.

Syslog Message
Call home for ARRAY LUN CONNECTED USING ONLY ONE PATH.
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Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.multi events

callhome.multi.dsk.cksum.err

Severity
EMERGENCY

Description

This message occurs when checksum verification errors are seen on two or more disks connected to the
same HBA port, and the port is not taken offline or the "disk.offline_adapter.enable" option is disabled. This
AutoSupport® message and associated EMS messages are issued once for a given port. If your system is
configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.

Corrective Action

Contact NetApp technical support for assistance with troubleshooting the reason for the write verification
errors. Hardware components might need to be replaced.

Syslog Message
Call home for %s

Parameters

subject (STRING): AutoSupport subject or title for this event.
adapterName (STRING): Name of the adapter.

callhome.ndo events

callhome.ndo.cr.canceled

Severity
NOTICE

Description

This message occurs when the controller replacement operation has been canceled by the administrator. If
your system is configured to do so, it generates and transmits an AutoSupport (or 'call home') message to
NetApp technical support and to the configured destinations. Successful delivery of an AutoSupport
message significantly improves problem determination and resolution.

Corrective Action

The controller replacement operation on the cluster has been canceled. Issue the commands "system
controller replace show" and "system controller replace show-details" to see the status of the operation."

Syslog Message
(None).
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Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.ndo.cr.complete

Severity
NOTICE

Description

This message occurs when the controller replacement operation has been completed successfully in the
HA group. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call home')
message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

Corrective Action
(None).

Syslog Message
Call home for CONTROLLER REPLACEMENT COMPLETE

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.ndo.cr.dryrun.done

Severity
NOTICE

Description

This message occurs when the dry run of the controller replacement operation has completed for the HA
pair. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call home')
message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

Corrective Action
(None).

Syslog Message
Call home for CONTROLLER REPLACEMENT DRY RUN COMPLETE

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.ndo.cr.nso.canceled

Severity
NOTICE

Description

This message occurs when a controller replacement operation using negotiated switchover (NSO) in a
MetroCluster FC configuration has been canceled. If your system is configured to do so, it generates and
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transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

The controller replacement NSO operation on the cluster has been canceled. Issue the commands "system
controller replace show" and "system controller replace show-details" to see the status of the operation.”

Syslog Message
(None).

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.ndo.cr.nso.complete

Severity
NOTICE

Description

This message occurs when a controller replacement operation using negotiated switchover (NSO) in a
MetroCluster FC configuration has been completed successfully. If your system is configured to do so, it
generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the
configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action
(None).

Syslog Message
Call home for CONTROLLER REPLACEMENT NSO COMPLETE

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.ndo.cr.nso.mccip.canceled

Severity
NOTICE

Description

This message occurs when a controller replacement operation using negotiated switchover (NSO) in a
MetroCluster IP configuration has been canceled. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

The controller replacement NSO-MCCIP operation on the cluster has been canceled. Issue the commands
"system controller replace show" and "system controller replace show-details" to see the status of the
operation."
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Syslog Message
(None).

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.ndo.cr.nso.mccip.complete

Severity
NOTICE

Description

This message occurs when a controller replacement operation using negotiated switchover (NSO) in a
MetroCluster IP configuration has been completed successfully. If your system is configured to do so, it
generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the
configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action
(None).

Syslog Message
Call home for CONTROLLER REPLACEMENT NSO-MCCIP COMPLETE

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.ndo.cr.nso.mccip.paused.err

Severity
ALERT

Description

This message occurs when a controller replacement operation using negotiated switchover (NSO) in a
MetroCluster IP configuration has been paused due to an error. If your system is configured to do so, it
generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the
configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action

The controller replacement (NSO-MCCIP) operation of the cluster has been paused due to an error.
Determine the cause of the error by using the "system controller replace show" command. Correct the
cause of the error, and then issue the "system controller replace resume" command to continue the
controller replacement of the cluster.

Syslog Message
(None).

Parameters
subject (STRING): AutoSupport subject or title for this event.
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callhome.ndo.cr.nso.mccip.started

Severity
NOTICE

Description

This message occurs when a controller replacement operation using negotiated switchover (NSO) in a
MetroCluster IP configuration has been started. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

The controller replacement NSO-MCCIP operation of the cluster has started. Issue the commands "system
controller replace show" and "system controller replace show-details" to see the status of the operation."

Syslog Message
(None).

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.ndo.cr.nso.paused.err

Severity
ALERT

Description

This message occurs when a controller replacement operation using negotiated switchover (NSO) in a
MetroCluster FC configuration has been paused due to an error. If your system is configured to do so, it
generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and to the
configured destinations. Successful delivery of an AutoSupport message significantly improves problem
determination and resolution.

Corrective Action

The controller replacement (NSO) operation of the cluster has been paused due to an error. Determine the
cause of the error by using the "system controller replace show" command. Correct the cause of the error,
and then issue the "system controller replace resume" command to continue the controller replacement of
the cluster.

Syslog Message
(None).

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.ndo.cr.nso.started

Severity
NOTICE
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Description

This message occurs when a controller replacement operation using negotiated switchover (NSO) in a
MetroCluster FC configuration has been started. If your system is configured to do so, it generates and
transmits an AutoSupport (or 'call home') message to NetApp technical support and to the configured
destinations. Successful delivery of an AutoSupport message significantly improves problem determination
and resolution.

Corrective Action

The controller replacement NSO operation of the cluster has started. Issue the commands "system
controller replace show" and "system controller replace show-details" to see the status of the operation."

Syslog Message
(None).

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.ndo.cr.paused.err

Severity
ALERT

Description

This message occurs when the controller replacement operation has been paused due to an error in the HA
group. If your system is configured to do so, it generates and transmits an AutoSupport (or 'call home")
message to NetApp technical support and to the configured destinations. Successful delivery of an
AutoSupport message significantly improves problem determination and resolution.

Corrective Action

The controller replacement operation of the cluster has been paused due to an error. Determine the cause
of the error by using the "system controller replace show" command. Correct the cause of the error, and
then issue the "system controller replace resume" command to continue the controller replacement of the
cluster.

Syslog Message
(None).

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.ndo.cr.started

Severity
NOTICE

Description

This message occurs when the controller replacement operation has started in the HA group. If your system
is configured to do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp
technical support and to the configured destinations. Successful delivery of an AutoSupport message
significantly improves problem determination and resolution.
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Corrective Action

The controller replacement operation of the cluster has started. Issue the commands "system controller
replace show" and "system controller replace show-details" to see the status of the operation."

Syslog Message
(None).

Parameters
subject (STRING): AutoSupport subject or title for this event.

callhome.netif events

callhome.netif.fatal.error

Severity
ERROR

Description

This message occurs when Network Interface Card encountered a fatal error. If your system is configured to
do so, it generates and transmits an AutoSupport (or 'call home') message to NetApp technical support and
to the configured destinations. Successful delivery of an AutoSupport message significantly improves
problem determination and resolution.

Corrective Action

Check for the following EMS message in the EMS log that has the EMS event name "netif.fatal.err". For