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wafl events

wafl.32bit events

wafl.32bit.formatUnsupported

Severity
ERROR

Description

This message occurs when an aggregate or volume with a 32-bit or mixed format file system is found.
These formats are unsupported in this version of Data ONTAP®, and the volume cannot be brought online.

Corrective Action
Contact NetApp technical support.

Syslog Message
%S %s%s%s%s has an unsupported 32-bit or mixed format file system (Snapshot copy ID %u).

Parameters

type (STRING): Type of object (volume or aggregate).

owner (STRING): Volume owner.

vol (STRING): Volume name.

app (STRING): Application UUID.

volident (STRING): Unique identifier of the volume in cases where the volume name itself is insufficient.
snapid (INT): Snapshot(tm) copy identifier: (0) - active file system (non-zero) - refers to Snapshot copy

wafl.8 events

wafl.8.0.mirror.upgrade.fail

Severity
ERROR

Description

This message occurs when WAFL® unexpectedly encounters a Data ONTAP® 8.0.x logical mirror volume
during an upgrade. This logical mirror volume should have been deleted prior to the upgrade.

Corrective Action

Avoid this event by destroying all Data ONTAP 8.0.x logical mirror volumes prior to the upgrade. This event
resulted in the volume being marked offline, corrupt, and unrecoverable. Because the current version of
Data ONTAP does not support logical mirror volume, the volume cannot be recovered by file system repair
mechanisms such as wafliron and cannot be brought online.

Syslog Message

Data ONTAP 8.0.x mirror (type %d) cannot be upgraded by the current version of Data ONTAP. Logical
mirror volume '%s' was marked offline, corrupt, and unrecoverable. Read the upgrade notes for this release.
Such volumes should be deleted prior to the upgrade.



Parameters

type (INT): Mirror type in Data ONTAP 8.0.x.
vol (STRING): Volume name.

wafl.access events

wafl.access.fenced.file

Severity
NOTICE

Description

This message occurs when the user attempts to access a fenced file. Depending on the type of fence,
reads and/or writes will not be permitted for the file.

Corrective Action
(None).

Syslog Message
The file with inode %d on volume %s cannot be accessed because it is fenced by %s operation.

Parameters

fid (INT): Inode number of the fenced file.
vol (STRING): Name of the volume that contains the fenced file.
owner (STRING): Name of the operation that fenced the file.

wafl.afs events

wafl.afs.first.disabled

Severity
NOTICE

Description

This message occurs when the deswizzle scanner fails to enable the wafl.deswizzle.afs. first feature on the
aggregate because block reallocation redirection cannot be enabled on the aggregate. The deswizzle
scanner will run without the wafl.deswizzle.afs.first feature for any volume in the aggregate.

Corrective Action
(None).

Syslog Message

afs.first option cannot be enabled on aggregate %s, for volume %s because it is not possible to enable
block reallocation on the aggregate.

Parameters

aggr (STRING): Aggregate name.
vol (STRING): Volume name.



wafl.aggr events

wafl.aggr.addup.offline

Severity
ERROR

Description

This message occurs when an aggregate is taken offline due to the aggregate has savings because of
aggregate deduplication and this version of ONTAP does not support aggregate level deduplication.

Corrective Action
Confirm that a version of Data ONTAP which supports aggregate level deduplication is in use.

Syslog Message

Aggregate name:'%s' has aggregate level deduplication enabled. It is not supported in current Data ONTAP
version and was taken offline.

Parameters
name (STRING): Aggregate name.

wafl.aggr.arl.callbacks

Severity
NOTICE

Description

This message occurs during an aggregate relocation operation, when the system ignores outstanding
oplock recalls so that the relocation can progress.

Corrective Action
(None).

Syslog Message
Ignoring %d locks during aggregate relocation of %s %s%s%s%s.

Parameters

count (INT): Number of ignored locks.

type (STRING): Type of object (volume or aggregate).

owner (STRING): Owner of the aggregate.

aggr (STRING): Name of the aggregate.

app (STRING): Application UUID.

aggrident (STRING): Unique identifier of the aggregate in case the aggregate name itself is insufficient.

wafl.aggr.btiddb.build

Severity
INFORMATIONAL



Description

This message occurs at the completion of an aggregate buftreeid database construction. It records the time
spent, inode scanned, msg restart count, and the result.

Corrective Action
(None).

Syslog Message

Buftreeid database for aggregate '%s' UUID '%s' was built in %llu msec, after scanning %d inodes and
restarting %d times with a final result of %s.

Parameters

aggrName (STRING): Name of the aggregate.

uuid (STRING): UUID of the aggregate.

buildtime (LONGINT): Total time taken for buftreeid database construction.
inodes (INT): Total inodes seen for buftreeid database construction.

restarts (INT): Number of message restarts for buftreeid database construction.
success (STRING): Whether the constructino was a success or failure.

wafl.aggr.crt.offline

Severity
ERROR

Description

This message occurs when an aggregate is taken offline due to the aggregate was migrated from 7-Mode
controller and this version of ONTAP does not support aggregate transition.

Corrective Action
Confirm that a version of Data ONTAP which supports 7-mode controller migration is in use.

Syslog Message

Aggregate name:'%s' UUID: '%s' was migrated from 7-Mode controller. It is not supported in current Data
ONTAP version and was taken offline.

Parameters

name (STRING): Aggregate name.
UUID (STRING): Aggregate UUID.

wafl.aggr.dump.metadir.rm

Severity
INFORMATIONAL

Description

This message occurs when the system cannot remove the dump metadirectory, which was created by a
backup job for a mirror. The dump metadirectory is created on the aggregate where the mirror resides,
because mirrors are RO volumes. The metadirectory is per-session, which means that the metadirectory is
removed at the end of every normal backup. Therefore, the metadirectory will be deleted the next time a
backup of the same volume is completed normally.



Corrective Action
(None).

Syslog Message
Could not remove %s in aggregate %s for volume %s with UUID %s: %s

Parameters

path (STRING): Path of the dump metadirectory.

aggr (STRING): Aggregate where the dump metadirectory resides.

vol (STRING): Volume that the dump metadirectory was created for.

voluuid (STRING): UUID of the volume that the dump metadirectory was created for.
err (STRING): Error indicating why the deletion of the dump metadirectory failed.

wafl.aggr.giveback.callbacks

Severity
NOTICE

Description

This message occurs during a giveback operation, when the system ignores outstanding oplock recalls so
that the giveback can progress.

Corrective Action
(None).

Syslog Message
Ignoring %d locks when giving back %s %s%s%s%s.

Parameters

count (INT): Number of ignored locks.

type (STRING): Type of object (volume or aggregate).

owner (STRING): Owner of the aggregate.

aggr (STRING): Name of the aggregate.

app (STRING): Application UUID.

aggrident (STRING): Unique identifier of the aggregate in case the aggregate name itself is insufficient.

wafl.aggr.giveback.times

Severity
INFORMATIONAL

Description

Issued upon successful completion of giveback of an SFO HA-policy aggregate to record sub-phase timings
for different phases of wafl giveback.

Corrective Action
(None).

Syslog Message
(None).



Parameters

aggrName (STRING): The name of the Aggregate.
timesString (STRING): Report of sub phase times in SHCommit_wafl routine.

wafl.aggr.hya.eviction.fail

Severity
ERROR

Description

This message occurs when Flash Pool (tm) eviction cannot remove or update a read-cached block due to
the corruption of its metadata.

Corrective Action

Run wafliron on the containing aggregate to correct the Flash Pool metadata. For more information or
assistance, contact NetApp technical support.

Syslog Message
Eviction for aggregate %s found mismatch for SSD pvbn %llu, HDD pvbn %llu, found SSD pvbn %llu.

Parameters

aggr (STRING): Aggregate name.

expected_ssd_pvbn (LONGINT): SSD block number expected in the cache metadata for the original
block.

hdd_pvbn (LONGINT): HDD block number of the original block.

cachemap_ssd_pvbn (LONGINT): SSD block number found in the cache metadata for the original block.

wafl.aggr.hya.full.high

Severity
ERROR

Description

This message occurs when a hybrid aggregate unexpectedly runs low on SSD free space. Contact NetApp
technical support.

Corrective Action
(Call support).

Syslog Message
Hybrid aggregate %s SSD free space unexpectedly ran critically low. Contact NetApp technical support.

Parameters
vol (STRING): Hybrid aggregate name.
wafl.aggr.hya.full.low

Severity
ERROR



Description

This message occurs when a hybrid aggregate unexpectedly runs low on SSD free space. Contact NetApp
technical support.

Corrective Action
(Call support).

Syslog Message
Hybrid aggregate %s SSD free space unexpectedly ran low. Contact NetApp technical support.

Parameters
vol (STRING): Hybrid aggregate name.

wafl.aggr.mcc.callbacks

Severity
NOTICE

Description

This message occurs during a MetroCluster(tm) aggregate switchback operation, when the system ignores
outstanding oplock recalls, which can take a long time. This is to allow the switchback operation to make
progress.

Corrective Action
(None).

Syslog Message

Ignoring recalling %d locks for aggregate %s %s%s%s%s, so that the MetroCluster switchback can make
progress.

Parameters

count (INT): Number of ignored locks.

type (STRING): Type of object (volume or aggregate).

owner (STRING): Owner of the aggregate.

aggr (STRING): Name of the aggregate.

app (STRING): Application UUID.

aggrident (STRING): Unique identifier of the aggregate in case the aggregate name itself is insufficient.

wafl.aggr.nospc.del.snapshot

Severity
NOTICE

Description

This message occurs when Snapshot copies of an aggregate are autodeleted to free up space for newer
writes.

Corrective Action
(None).



Syslog Message

Autodeletion of Snapshot copies for aggregate "%s" was triggered due to: %s. Available space: %d%%,
space used by Snapshot copies: %d%%.

Parameters

aggr (STRING): Name of the aggregate.

reason (STRING): The reason why autodeletion of Snapshot copies was triggered.
avail_pct (INT): Percentage of available space in the aggregate.

snap_used_pct (INT): Percentage of space used by Snapshot copies in the aggregate.

wafl.aggr.overcommitted.vsm

Severity
ERROR

Description

This message occurs when there is not enough free space in the aggregate to guarantee free space in all
the SnapMirror® destinations.

Corrective Action

Increase the free space in the aggregate by shrinking existing FlexVol(tm) volumes or adding more disk
space.

Syslog Message
Not enough free space in aggregate %s to guarantee free space in all SnapMirror destinations.

Parameters
aggr_name (STRING): Aggregate name.

wafl.aggr.recompact.complete

Severity
INFORMATIONAL

Description
This message occurs when the "aggr recompact " scanner has finished.

Corrective Action
(None).

Syslog Message
%s scanner finished on %s %s%s%s%s. %s tried on %lI|d blocks.

Parameters

opname (STRING): Opname for the scanner.

voltype (STRING): Volume type on which scanner was run.
aggr_owner (STRING): Owner of the volume.

aggr_name (STRING): Volume name.

app (STRING): Application UUID.

uuid (STRING): Volume uuid .

opname1 (STRING): Opname for the scanner.

val (LONGINT): Number of vbns acted on.



wafl.aggr.recompact.estimate

Severity
INFORMATIONAL

Description

This message occurs when the "aggr recompact analyze" command has finished and anaylzed how many
compacted blocks are worth recompacting.

Corrective Action
(None).

Syslog Message

Recompact analyze scan finished on aggregate %s%s. Block fragmentation distribution is [%|d% %,
%1d%%, %ld%%, %ld%%] for %llu compacted blocks. Average compaction ratio for the aggregate is
%Iu.%02lu:1 approximately.

Parameters

aggr_owner (STRING): Owner of the aggregate.

aggr_name (STRING): Aggregate name.

val_low (LONGINT): Percentage of blocks less than 25% full.
val_mid (LONGINT): Percentage of blocks less than 50% full.
val_high (LONGINT): Percentage of blocks less than 75% full.
val_full (LONGINT): Percentage of blocks greater than 75% full.
val_total (LONGINT): Total number of compacted blocks.
avg_compaction (LONGINT): Average compaction ratio.
avg_compaction1 (LONGINT): Average compaction ratio.

wafl.aggr.relocation.times

Severity
INFORMATIONAL

Description

This message occurs when an aggregate relocation is complete to record timing information about the
relocation process.

Corrective Action
(None).

Syslog Message
(None).

Parameters

aggrName (STRING): Name of the aggregate.
timesString (STRING): Report of aggregate relocation phase timing.

wafl.aggr.reserve.set

Severity
NOTICE



Description

This message occurs during mounting a volume, boot or takeover/giveback. This message indicates that
the aggregate reserve was set to the saved value.

Corrective Action
(None).

Syslog Message
Aggregate reserve for aggregate %s was set to %d.

Parameters

aggr (STRING): Name of the aggregate.
value (INT): New aggregate reserve.

wafl.aggr.reserve.short

Severity
ERROR

Description

This message occurs when we try to set an aggregate reserve. This message indicates that there is not
enough space to honor the saved value of aggregate reserve.

Corrective Action

Try creating space in the aggregate by shrinking or destroying volumes, adding disks or changing the
guarantee type of volumes in the aggregate to NONE

Syslog Message
Aggregate reserve for aggregate %s could not be set as we are short by %s.

Parameters

aggr (STRING): Name of the aggregate.
short_by (STRING): How much disk space we are short by.

wafl.aggr.rsv.low.nomount

Severity
EMERGENCY

Description

This message occurs when an aggregate consumes almost all of its free space reserve and should not be
brought back online without assistance from technical support to address the free space issue.

Corrective Action
Contact NetApp technical support.

Syslog Message

Failing mount of aggregate %s. Free space reserve is too low. Contact NetApp technical support for
assistance.
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Parameters
aggr (STRING): Aggregate name.

wafl.aggr.snapReserve

Severity
NOTICE

Description

This message occurs when the system boot process detects that the aggregate snapshot spill percentage

has been modified by bootargs.

Corrective Action
(None).

Syslog Message
Aggregate snapshot spill percentage is set to %d%%.

Parameters

aggr_snap_spill_pct (INT): Aggregate snapshot spill percentage.

wafl.aggr.uncompact.complete

Severity
INFORMATIONAL

Description
This message occurs when the "aggr uncompact " scanner has finished.

Corrective Action
(None).

Syslog Message

Uncompact scanner finished on %s %s%s%s%s. Uncompacted %ld blocks.

Parameters

voltype (STRING): Volume type on which scanner was run.
aggr_owner (STRING): Owner of the volume.

aggr_name (STRING): Volume name.

app (STRING): Application UUID.

uuid (STRING): Volume uuid .

val (LONGINT): Number of vbns acted on.

wafl.aggr.uncompact.rep.error

Severity
ERROR

Description

This message occurs when the "aggr uncompact scan" command fails to uncompact some blocks because

of RAID errors. The system cannot be restored to the previous release until the problem is corrected.

11



Corrective Action

Uncompaction of blocks with RAID errors can be done safely only on flex volumes. Run the "vol efficiency
undo -data-compaction" command on the flex volume that reported RAID errors.

Syslog Message

RAID errors found when uncompaction scan was run on aggregate %s%s. Run uncompaction scan on flex
volume %s.

Parameters

aggr_owner (STRING): Owner of the aggregate.
aggr_name (STRING): Aggregate name.
vvol_name (STRING): Flex volume name.

wafl.aggr.uncompact.skipped

Severity
NOTICE

Description
This message occurs when uncompact scanner has to abort due to some error conditions.

Corrective Action
(None).

Syslog Message
Skipping uncompact scan on aggregate %s. Volume %s encountered error %d.

Parameters

aggr_name (STRING): Aggregate name.
vvol_name (STRING): Flex volume name.
error_code (INT): Error code for the abort.

wafl.aggregate events

wafl.aggregate.busy

Severity
NOTICE

Description

This message occurs when an operation is run on an aggregate while the aggregate or any volume of the
aggregate is busy. The message prints the reason for aggregate or volume being busy.

Corrective Action
(None).

Syslog Message
%s: %s '%s' is busy. Reason: %s.

12



Parameters

operation (STRING): Name of the operation.

voltype (STRING): Aggregate or volume.

aggrname (STRING): Aggregate or volume name.

reason (STRING): Reason for the aggregate or volume being busy.

wafl.aggregate.online.phases

Severity
INFORMATIONAL

Description

Issued upon successful completion of aggregate online to record the sub-phase times for different phases
of online.

Corrective Action
(None).

Syslog Message
(None).

Parameters

aggrName (STRING): The name of the Aggregate.

uuid (STRING): The UUID of the Aggregate.

phase1 (LONGINT): Total time taken for aggregate online phase1.
phase2 (LONGINT): Total time taken for aggregate online phase2.
phase3 (LONGINT): Total time taken for aggregate online phase3.

wafl.aggregate.online.replay

Severity
INFORMATIONAL

Description
Issued upon aggr online nvlog replay completion.

Corrective Action
(None).

Syslog Message
(None).

Parameters

aggrName (STRING): The name of the Aggregate.
uuid (STRING): The UUID of the Aggregate.
time (LONGINT): Total time taken for nvlog replay.

wafl.aggrtrans events



wafl.aggrtrans.corrupted

Severity
ALERT

Description
This message occurs when an aggregate transition operation encounters a corrupted aggregate.

Corrective Action

Delete the corrupted aggregate in maintenance mode. Alternatively, return the disks to a 7-Mode
environment to fix the corrupted aggregate.

Syslog Message
Aggregate transition encountered a corrupted aggregate %s.

Parameters
aggrname (STRING): Name of the aggregate.
wafl.aggrtrans.dirtyFS

Severity
NOTICE

Description

This message occurs when an aggregate transition operation fails because the aggregate was not cleanly
shut down.

Corrective Action

Retry the aggregate transition to bypass this specific error. Alternatively, return the disks to a 7-Mode
environment, cleanly shut down the system, and then try the transition again.

Syslog Message
Aggregate %s was not cleanly shut down and could not be transitioned.

Parameters
aggrname (STRING): Name of the aggregate.
wafl.aggrtrans.dirtyFS.cont

Severity
NOTICE

Description

This message occurs when an aggregate transition continues to operate on an aggregate that was not
cleanly shut down.

Corrective Action
(None).

Syslog Message
Aggregate %s was not cleanly shut down and is continuing transition.

14



Parameters
aggrname (STRING): Name of the aggregate.

wafl.aggrtrans.outofspace.nodereboot

Severity
ALERT

Description

This message occurs when a transitioned aggregate reaches a space limitation during the precommit phase
and cannot be taken offline. The node is automatically rebooted to ensure that data integrity is preserved.
After the reboot, the aggregate is online and its Flex\Vol® volumes are offline.

Corrective Action

Add disks to the aggregate to ensure that enough free space is available. Alternatively, commit the current
transition session.

Syslog Message
Transitioned aggregate %s is critically low on available space, initiating node reboot.

Parameters
aggrname (STRING): Name of the aggregate.
wafl.aggrtrans.outofspace.normal

Severity
NOTICE

Description

This message occurs when a previously full transitioned aggregate contains enough free space and is back
to normal operation.

Corrective Action
(None).

Syslog Message
Transitioned aggregate %s now contains enough free space and is now back to normal.

Parameters
aggrname (STRING): Name of the aggregate.
wafl.aggrtrans.outofspace.offline

Severity
EMERGENCY

Description

This message occurs when a transitioned aggregate reaches a space limitation during the precommit phase
and is taken offline.

15



Corrective Action

Add disks to the aggregate to ensure that enough free space is available. Alternatively, commit the current
transition session.

Syslog Message
Transitioned aggregate %s is critically low on available space, going offline.

Parameters
aggrname (STRING): Name of the aggregate.

wafl.aggrtrans.outofspace.remount.needed

Severity
NOTICE

Description

This message occurs when a previously full transitioned aggregate is online and must be remounted to
bring its volumes back online.

Corrective Action

Take offline the transitioned aggregate, and then bring online the aggregate again to bring its volumes back
online.

Syslog Message
Transitioned aggregate %s must be remounted (offline and online) to bring its volumes back online.

Parameters
aggrname (STRING): Name of the aggregate.

wafl.aggrtrans.outofspace.warn

Severity
ERROR

Description

This message occurs when a transitioned aggregate is low on free space. The message is periodically
displayed before the aggregate goes offline due to being out of space.

Corrective Action

Add disks to the aggregate to resume normal operations. Alternatively, commit the current transition
session.

Syslog Message
Pre-commit transitioned aggregate %s is low on free space at about %d percent used.

Parameters

aggrname (STRING): Name of the aggregate.
percent (INT): Percentage of aggregate that is used.

16



wafl.aggrtrans.revert.to.snap

Severity
NOTICE

Description

This message occurs when an aggregate transition operation fails because the aggregate is set to revert to
a Snapshot copy.

Corrective Action

Return the disks to a 7-Mode environment, bring the aggregate online to finish restoring to the Snapshot®
copy, and then try the transition again.

Syslog Message
Aggregate %s is reverting to a Snapshot copy and cannot be transitioned.

Parameters
aggrname (STRING): Name of the aggregate.

wafl.aggrtrans.snap.delErr

Severity
ERROR

Description

This message occurs when an aggregate transition commit operation fails to delete the pinned Snapshot®
copy.

Corrective Action

Manually delete the pinned Snapshot copy using the node scoped command "snap delete -A". If manual
deletion fails, contact technical support.

Syslog Message

Aggregate transition commit operation fails to delete the pinned Snapshot® copy "%s" on aggregate %s.
Error: %s.

Parameters

name (STRING): Name of the Snapshot copy.
aggrname (STRING): Name of the aggregate.
err (STRING): Error description.

wafl.aggrtrans.snapshot.32b

Severity
ERROR

Description

This message occurs when an aggregate transition fails due to detection of a 32-bit Snapshot copy on the
transition aggregate.

17



Corrective Action

Retry aggregate transition using "-ignore-errors" parameter to automatically delete all the 32-bit Snapshot
copies as part of aggregate transition.

Syslog Message
Aggregate transition failed due to unsupported 32-bit snapshots on aggregate %s uuid %s.

Parameters

aggrname (STRING): Name of the aggregate.
aggruuid (STRING): Unique identifier of the aggregate.

wafl.air events

wafl.air.info

Severity
ERROR

Description
Generic wafl air message

Corrective Action
(None).

Syslog Message
Y%s

Parameters
msg (STRING): The message from AIR module

wafl.analytics events

wafl.analytics.air.uh

Severity
ALERT

Description

This message occurs when the system detects an inconsistency in the file system analytics database. As a
consequence, file system analytics has been disabled.

Corrective Action
Turn file system analytics on again for the volume to initiate new consistent analytics.

Syslog Message
The system detected an inconsistency in the file system analytics database associated with volume %s:%s.

Parameters

vserveruuid (STRING): Universal Unique ID (UUID) of the volume’s Vserver.
volname (STRING): Volume name.

18



wafl.analytics.corruption

Severity
ALERT

Description

This message occurs when a file system analytics record is corrupted. Instances of this message indicate
low accuracy of the analytics data reported for the volume.

Corrective Action
Please contact NetApp technical support for assistance.

Syslog Message

Afile system analytics record identified by analytics filehandle "%s" on the volume with DSID "%lu" was
corrupted due to an unexpected error.

Parameters

afh (STRING): Key identifies the corrupted file system analytics record.
dsid (LONGINT): DSID of the volume affected by the corrupted record.

wafl.analytics.discardNotOk

Severity
ERROR

Description

This message occurs when the analytics subsystem discards a pending reminder work request due to an
internal error. Repeated instances of this message indicate low accuracy of the analytics data reported for
the volume.

Corrective Action

Taking the volume offline and bringing it back online might resolve the issue. Find the name of the Vserver
and volume using the "volume show -dsid <dsid>" command. Take the volume offline using the "volume
offline" command, and then bring it back online by using the "volume online" command. If the problem
persists or further assistance is needed, contact NetApp technical support.

Syslog Message

An analytics reminder work request was discarded due to an unexpected error. The corresponding volume
DSID is "%lIu". The error returned was: %s

Parameters

dsid (LONGINT): Data set ID (DSID) of the volume affected by the discarded reminder work request.
error (STRING): Error returned by reminder processing.

wafl.analytics.enterOverload

Severity
NOTICE

Description

This message occurs when the analytics subsystem is not keeping up with the amount of work being
generated by the system. This could be an indication of an overloaded system in general. Analytics
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accounting might lag, and reported data might not be as current as the data that the subsystem usually
reports.

Corrective Action

The system should attempt to resolve the problems by itself. If problems persist or further assistance is
needed, contact NetApp technical support.

Syslog Message
The analytics subsystem is not keeping up with the amount of work being generated by the system.

Parameters
(None).

wafl.analytics.exitOverload

Severity
NOTICE

Description

This message occurs when the analytics subsystem is performing normally and has caught up with its
pending work.

Corrective Action
(None).

Syslog Message
The analytics subsystem is performing normally.

Parameters
(None).

wafl.analytics.init.fail

Severity
ALERT

Description
This message occurs when a volume fails to have a file system analytics database initialized.

Corrective Action

Disable then re-enable file system analytics for the volume. If problems persist or further assistance is
needed, contact NetApp technical support.

Syslog Message
Failed to initialize a file system analytics database for volume %s:%s, %s.

Parameters

vserveruuid (STRING): Universal Unique ID (UUID) of the volume’s Vserver.
volname (STRING): Volume name.
error (STRING): Error message.
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wafl.analytics.languishing

Severity
ALERT

Description

This message occurs when the analytics subsystem is unable to make progress, which could be an
indication of an unhealthy node or a larger systemic issue.

Corrective Action
NetApp technical support

Syslog Message
The analytics subsystem has languished for more than 900 seconds.

Parameters
(None).

wafl.analytics.offErr

Severity
ALERT

Description

This message occurs when file system analytics fails to turn off. This can cause incorrect file system
analytics results.

Corrective Action

Use the "volume show -dsid <dsid>" command to find the volume on which file system analytics failed to
turn off, and then use the "volume analytics off" command to attempt to turn off file system analytics. If
problems persist or further assistance is needed, contact NetApp technical support.

Syslog Message
File system analytics failed to turn off on the volume with DSID "%lu". Error: %d. Context: %s.

Parameters

dsid (LONGINT): Data Set ID (DSID) of the volume on which file system analytics failed to turn off.
error (INT): Error code returned when file system analytics failed to turn off.
context (STRING): Which operation attempted to turn off the file system analytics.

wafl.analytics.recover

Severity
ALERT

Description

This message occurs when a volume fails to recover the File System Analytics state after failing to start the

initialization scanner. As a consequence, File System Analytics information might be unavailable or might
not accurately reflect the volume’s content.
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Corrective Action

Use the "volume analytics off" command to disable File System Analytics on the volume, and then use the
"volume analytics on" command to enable File System Analytics. If problems persist or further assistance is
needed, contact NetApp technical support.

Syslog Message

The File System Analytics state for volume DSID (%lu) was not recovered after the initialization scanner
failed to start. Reason: %s.

Parameters

dsid (LONGINT): Unique identifier (DSID) of the volume.
error (STRING): Error message.

wafl.analytics.rename.scan

Severity
NOTICE

Description

This message occurs when a rename scan starts while file system analytics is in the "initializing" state.
Rename scans can occur to update the file system analytics database when a multipart inode or a directory
is renamed or relocated to a different directory.

Corrective Action
(None).

Syslog Message

Afile system analytics rename scan has been initiated for the rename of a %s identified by file system
analytics filehandle "%s" on the volume with DSID "%lu".

Parameters

file_type (STRING): Identifies whether the scan is initiated for a multipart inode or a directory.

fh (STRING): Filehandle of the multipart inode or directory that is being renamed.

dsid (LONGINT): Data Set ID (DSID) of the volume the multipart inode or directory that is being renamed
belongs to.

wafl.analytics.rescan

Severity
ALERT

Description

This message occurs when the system detects an inconsistency in the file system analytics database. As a
consequence, file system analytics information might be unavailable or might not accurately reflect the
volume’s content.

Corrective Action

Turn file system analytics off and then on again for the volume. If problems persist or further assistance is
needed, contact NetApp technical support.
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Syslog Message
The system detected an inconsistency in the file system analytics database associated with volume %s:%s.

Parameters

vserveruuid (STRING): Universal Unique ID (UUID) of the volume’s Vserver.
volname (STRING): Volume name.

wafl.analytics.scan.fail

Severity
ALERT

Description
This message occurs when the "volume analytics on" command fails due to an internal error.

Corrective Action

Resolve the error if possible. Disable file system analytics using the "volume analytics off* command and
then re-enable file system analytics using the "volume analytics on" command. If problems persist or further
assistance is needed, contact NetApp technical support.

Syslog Message
File system analytics scan failed for volume "%s:%s. Error: %s".

Parameters

vserveruuid (STRING): Universal Unique ID (UUID) of the volume’s Vserver.
volname (STRING): Volume name.
error (STRING): Error message.

wafl.analytics.sp.valid.fail

Severity
ERROR

Description

This message occurs when enabling file system analytics on a volume fails because there is insufficient
space in the volume.

Corrective Action

Increase the volume size or free up space on the volume. Use the "volume modify" command to increase
volume size.

Syslog Message

Enabling file system analytics on %s "%s" in SVM "%s" with "%s" %s fails because there is insufficient free
space.

Parameters

volDesc (STRING): In this message a volume that has not transitioned is described as a "volume".
volName (STRING): Volume name.

vserverName (STRING): Name of the storage virtual machine (SVM) on which the volume resides.
percentUsed (STRING): Percentage of used space in the volume.

usageDesc (STRING): Contains "usage" for a FlexVol volume, and "usage in one of the FlexGroup volume
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constituents" for a FlexGroup volume.

wafl.analytics.sp.valid.skip

Severity
NOTICE

Description

This message occurs when enabling file system analytics on the volume fails because there is insufficient
space in the volume. The enablement is allowed because the "-skip-space-validation" parameter is
specified.

Corrective Action

Increase the volume size or free up space on the volume. Use the "volume modify" command to increase
volume size.

Syslog Message
Enabling file system analytics on volume "%s" in SVM "%s" skips the space validation.

Parameters

volName (STRING): Volume name.
vserverName (STRING): Name of the storage virtual machine (SVM) on which the volume resides.

wafl.analytics.state.change

Severity
NOTICE

Description
This message occurs when the file system analytics state has been changed on a volume.

Corrective Action
(None).

Syslog Message

The file system analytics state of volume "%s:%s" (DSID: "%Iu") has changed to "%s". Reason: %s.
Rulegen: %lu.

Parameters

vserveruuid (STRING): Universal Unique ID (UUID) of the volume’s storage VM (SVM).
volname (STRING): Volume name.

dsid (LONGINT): Unique identifier (DSID) of the volume.

state (STRING): File system analytics state: on or off.

reason (STRING): The reason that the file system analytics state was changed.
rulegen (LONGINT): File system analytics rules generation number.

wafl.analytics.tooMuchMemory

Severity
ALERT
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Description

This message occurs when the analytics subsystem has an excessive amount of pending work, causing
memory usage to be higher than expected.

Corrective Action
Contact Contact NetApp technical support. for assistance.

Syslog Message

Reminder table size is "%lu", which is above the design limit of "%lu". System memory: "%lu". Time since
last merge: "%lu".

Parameters

tablesize (LONGINT): Current size of analytics subsystem reminder table.

limit (LONGINT): Design limit size of analytics subsystem reminder table.

system_memory (LONGINT): Total system memory on this node.

last_merge (LONGINT): Milliseconds since the analytics subsystem last processed a work request.

wafl.analytics.tz.changed

Severity
ERROR

Description

This message occurs when the system timezone is changed while file system analytics is enabled on the
node. As a consequence, file system analytics information might not accurately reflect the volume’s content.

Corrective Action

Use the "volume analytics show -state on" command to find the volumes with file system analytics enabled,
then use the "volume analytics off" and "volume analytics on" commands for each volume where file system
analytics is enabled.

Syslog Message
The system timezone has been changed while file system analytics is enabled.

Parameters
(None).

wafl.analytics.updateDiscard

Severity
ALERT

Description

This message occurs when a file system analytics update is discarded. Instances of this message indicate
low accuracy of the analytics data reported for the volume.

Corrective Action

Turning file system analytics off and turning it back on again might resolve the issue. Find the name of the
Vserver and volume using the "volume show -dsid <dsid>" command. Turn file system analytics off using
the "volume analytics off" command, and then turn it back on by using the "volume analytics on" command.
If the problem persists or further assistance is needed, contact NetApp technical support.
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Syslog Message

Afile system analytics update was discarded due to an unexpected error. Analytics filehandle "%s" on the
volume with DSID "%lu" was to be updated by file operation "%s".

Parameters

fh (STRING): File handle that the operation targeted.
dsid (LONGINT): DSID of the volume affected by the discarded update.
operation (STRING): Operation that was being performed when this error occurred.

wafl.ap events

wafl.ap.info

Severity
NOTICE

Description
adaptive playlist message

Corrective Action
(None).

Syslog Message
%s

Parameters
msg (STRING): The message from wafl adaptive playlist

wafl.arl events

wafl.arl.vol.limitChkFailed

Severity
ERROR

Description

This message occurs during the relocation of an aggregate, when the destination node fails the volume
count limit and volume size limit checks.

Corrective Action

Ensure that the destination node supports the volume size and volume count limits, or select a different
destination node and retry the operation.

Syslog Message
Aggregate '%s": Volume limits check failed on destination node %s.

Parameters

vol (STRING): Name of the aggregate.
reason (STRING): Activity that is preventing the aggregate relocation operation.
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wafl.asserts events

wafl.asserts.disabled

Severity
INFORMATIONAL

Description
This message occurs on development kernels when some of the asserts are disabled.

Corrective Action
(None).

Syslog Message
Warning: Some of the asserts are disabled on the filer.

Parameters
(None).

wafl.atime events

wafl.atime.updates.restarted

Severity
NOTICE

Description

This message occurs when the access time updates of all the files in the volumes of an aggregate start
because the aggregate has enough free space. Access time updates of all the files were stopped when the
aggregate ran out of space. The aggregate now has enough space to start the access time updates.

Corrective Action
(None).

Syslog Message
Access time updates of all the files in the volumes of aggregate "%s" have started.

Parameters

aggregate_name (STRING): Aggregate name for which access time updates of all the files in the volumes
start.

wafl.atime.updates.stopped

Severity
ALERT

Description

This message occurs when the access time updates of all the files in the volumes of an aggregate stop
because the aggregate has consumed its entire free space.
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Corrective Action

Create space by increasing the aggregate size or by deleting some volumes or moving volumes to other
aggregates. Use the "storage aggregate show-space" command to view the current space usage of the
aggregate. To increase an aggregate’s size, add disks by using the "storage aggregate add-disks"
command. Aggregate Snapshot® copies are deleted automatically to make some space when the
aggregate is full.

Syslog Message
Access time updates of all the files in the volumes of aggregate "%s" have been stopped.

Parameters

aggregate_name (STRING): Aggregate name for which access time updates of all the files in the volumes
stop.

wafl.atime.updates.will.stop

Severity
ALERT

Description

This message occurs when the aggregate is nearly full. The access time updates of all the files in the
volumes of an aggregate stop when the aggregate consumes its entire free space.

Corrective Action

Create space by increasing the aggregate size or by deleting some volumes or moving volumes to other
aggregates. Use the "storage aggregate show-space" command to view the current space usage of the
aggregate. To increase an aggregate’s size, add disks by using the "storage aggregate add-disks"
command. Aggregate Snapshot® copies are deleted automatically to make some space when the
aggregate is full.

Syslog Message

Access time updates of all the files in the volumes of aggregate "%s" stop when the aggregate becomes
full.

Parameters

aggregate_name (STRING): Aggregate name for which access time updates of all the files in the volumes
stop.

wafl.attr events

wafl.attr.topK.clear.fail

Severity
ALERT

Description

This message occurs when the large directory report fails to be cleared for a volume when this feature was
turned off due to an internal error. Report on large directories may be unavailable or incorrect when it is
turned on again.
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Corrective Action

The system should attempt to resolve the problems by itself. If problems persist or further assistance is
needed, contact NetApp technical support.

Syslog Message
Clearing the large directory report failed for volume "%s:%s. Error: %s"

Parameters

vserveruuid (STRING): Universal Unique ID (UUID) of the volume’s Vserver.
volname (STRING): Volume name.
error (STRING): Error message.

wafl.attr.topK.init.fail

Severity
ALERT

Description

This message occurs when the large directory report fails to be initialized for a volume due to an internal
error. Report on large directories may be unavailable or incorrect.

Corrective Action

The system should attempt to resolve the problems by itself. If problems persist or further assistance is
needed, contact NetApp technical support.

Syslog Message
Initializing the large directory report failed for volume "%s:%s. Error: %s"

Parameters

vserveruuid (STRING): Universal Unique ID (UUID) of the volume’s Vserver.
volname (STRING): Volume name.
error (STRING): Error message.

wafl.attr.topK.scan.fail

Severity
ALERT

Description

This message occurs when scanning analytics database for large directories data fails due to an internal
error. Report on large directories may be unavailable or incorrect.

Corrective Action

The system should attempt to resolve the problems by itself. If problems persist or further assistance is
needed, contact NetApp technical support.

Syslog Message
Scanning analytics database for large directory report failed for volume "%s:%s. Error: %s"

Parameters

vserveruuid (STRING): Universal Unique ID (UUID) of the volume’s Vserver.
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volname (STRING): Volume name.
error (STRING): Error message.

wafl.bad events

wafl.bad.aggr.buftree.type

Severity
EMERGENCY

Description

This message occurs when you attempt to bring an aggregate online whose file system buftree type and
RAID label format are inconsistent. Buftree type indicates whether the filesystem is a 32-bit or a 64-bit.
Attempting to online this aggregate can cause data corruption or a system panic.

Corrective Action
Contact NetApp technical suppor

Syslog Message

Aggregate %s: Inconsistency found with the file system buftree type and RAID label format (large aggr: %d,
fs: 0x%x, RAID: %d).

Parameters

name (STRING): The aggregate name.

large (INT): Flag showing if the aggregate size is bigger than 16 TB.
fsbuftree (INT): File system buftree type.

raidfmt (INT): RAID buftree format.

wafl.bad.vol.buftree.type

Severity
EMERGENCY

Description

This message occurs when you attempt to bring online a volume whose file system and volume descriptor
buftree type show inconsistency. The buftree type shows whether the file system is a 32-bit or 64-bit.
Bringing online such a volume can cause data corruption or system panic.

Corrective Action
(Call support).

Syslog Message

Volume %s: Inconsistency found with the file system buftree type and volume descriptor buftree type (large
vol: %d, fs: 0x%X, label: 0x%x, RAID: %d). Bringing the volume online can cause data corruptions or
system panic. Contact NetApp technical support.

Parameters

volname (STRING): Volume name.

large (INT): Flag showing if the volume size is bigger than 16 TB.
fsbuftree (INT): File system buftree type.

labelfmt (INT): Volume descriptor buftree type.
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raidfmt (INT): RAID buftree type.

wafl.bagofbits events

wafl.bagofbits.name

Severity
ERROR

Description

This message occurs when a read directory request from an NFSv4 client is made to a Unicode-based
directory in which directory entries with no NFS alternate name contain non-Unicode characters.

Corrective Action

Use the "volume file show-inode" command with the file ID and volume name information to find the file
path. Access the parent directory from an NFSv3 client and rename the entry using Unicode characters.

Syslog Message

Cannot provide directory entry to NFSv4 client for file ID:%d in volume %s%s because it contains non-
Unicode characters with no NFS alternate name.

Parameters

fileid (INT): File ID of the entry in the directory for which non-Unicode characters are present.
vol (STRING): Volume in which the directory entry with non-unicode characters is present.

app (STRING): Application UUID.

volident (STRING): Unique volume identifier (UUID) when the volume name itself is insufficient.

wafl.blkreclaim events

wafl.blkreclaim.abort

Severity
INFORMATIONAL

Description
This message occurs to inform you that the block reclamation scanner was aborted.

Corrective Action
You can disable this message as follows: setflag wafl_blk_reclaim_scan_log 0

Syslog Message
Block reclamation scanner was aborted on %s %s%s%s%s.

Parameters

type (STRING): Type of object (volume/aggregate).

owner (STRING): Volume owner.

vol (STRING): Volume name.

app (STRING): Application UUID.

volident (STRING): Uniquely identifies the volume when the volume name alone is insufficient.
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wafl.blkreclaim.complete

Severity
INFORMATIONAL

Description
This message occurs when the block reclamation scanner is complete.

Corrective Action
Disable this message by running the 'setflag wafl_blk_reclaim_scan_log 0' command.

Syslog Message
Block reclamation scanner was completed on %s %s%s%s%s. The scanner took %I|d ms.

Parameters

type (STRING): Type of object (volume or aggregate).

owner (STRING): Volume owner.

vol (STRING): Volume name.

app (STRING): Application UUID.

volident (STRING): To uniquely identify the volume in cases where the volume name itself is insufficient.
run_time (LONGINT): Total run time of the scanner.

wafl.blkreclaim.noscan

Severity
INFORMATIONAL

Description
This event is issued to inform the user that the block reclamation scanner was not started.

Corrective Action
This message may be disabled with: setflag wafl_blk_reclaim_scan_log 0

Syslog Message
Block reclamation scanner not started on %s %s%s%s%s.

Parameters

type (STRING): The type of object (volume/aggregate)

owner (STRING): The volume owner

vol (STRING): The volume name

app (STRING): Application UUID.

volident (STRING): To uniquely identify the volume in cases where volume name itself is insufficient.

wafl.blkreclaim.reset

Severity
INFORMATIONAL

Description
This message occurs to inform you that the block reclamation scanner was reset.
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Corrective Action

You can disable this message as follows: setflag wafl_blk_reclaim_scan_log 0

Syslog Message

Block reclamation scanner was reset on %s %s%s%s%s.

Parameters

type (STRING): Type of object (volume/aggregate).

owner (STRING): Volume owner.
vol (STRING): Volume name.
app (STRING): Application UUID.

volident (STRING): Uniquely identifies the volume when the volume name alone is insufficient.

wafl.br events

wafl.br.redir.invalid

Severity
ALERT

Description

This event is issued if block reallocation has not been performed on an aggregate but a reallocated block
was found that subsequently needs to be redirected. Block reallocation operates in two phases: first the

blocks on an aggregate are moved (reallocated), later, when the block is read, the old pointers to the block

are updated (redirected). This event is issued when the second phase is required without the first phase
occurring. Since this may indicate on-disk data corruption, the aggregate has been taken offline.

Corrective Action
(Call support).

Syslog Message
Invalid redirection: aggr:%s vol:%s

Parameters

aggr (STRING): The name of the aggregate
vol (STRING): The name of the volume

wafl.br.redir.nospace

Severity
NOTICE

Description

This message occurs when there’s not enough free space to complete a redirect scan on a volume. The
redirect scan improves performance by updating information that was changed because of block

reallocation, but is not required for normal operation. This message is usually caused because reallocated
blocks are shared between the active file system and a Snapshot(tm) copy and cannot be updated without

using more blocks than are currently available.
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Corrective Action
Create more free space in the volume by deleting Snapshot copies.

Syslog Message

The redirect scanner cannot complete its scan on '%s%s%s' because there is not enough disk space.
Remove Snapshot copies.

Parameters

volname (STRING): Volume name.
app (STRING): Application UUID.
volident (STRING): Unique identifier the volume in cases where the volume name itself is insufficient.

wafl.buf events

wafl.buf.badHeader

Severity
EMERGENCY

Description

This message occurs when the system encounters a bad header in the Snapshot(tm) copy of the active
map block of the filesystem.

Corrective Action

Delete the bad Snapshot copy. For a SnapMirror® target, rebuild from source or resynchronize, after
deleting the Snapshot copy. If the problem persists or if you need further assistance, contact NetApp
technical support.

Syslog Message
Bad header in Snapshot copy of active map in %s %s%s%s%s, Snapshot copy %d, fon %llu.

Parameters

type (STRING): Type of object (volume or aggregate).

owner (STRING): Owner of the volume.

vol (STRING): Name of the volume.

app (STRING): Application UUID.

volident (STRING): To uniquely identify the volume in cases where the volume name itself is insufficient.
snapld (INT): Snapshot(tm) copy identifier.

fbn (LONGINT): File block number.

wafl.buf.freeingFreeBlock

Severity
EMERGENCY

Description
This message occurs when the system encounters a "freeing free block" error due to file system corruption.

Corrective Action
(Call support).
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Syslog Message

Freeing free block at VBN %llu in %s %s%s%s%s. WAFL inconsistent. Contact NetApp technical support.

Parameters

vbn (LONGINT): Virtual block number of the block that is freed.

voltype (STRING): Type of the volume.

volowner (STRING): Owner of the volume.

volname (STRING): Name of the volume (again). This is returned from
WAFL_VOL_PRINT_NAME_STRINGS.

app (STRING): Application UUID.

volident (STRING): Uniquely identifies the volume in cases where the volume name itself is insufficient.
vendor (STRING): Name of the vendor.

wafl.c2c events

wafl.c2c.increase.vol.max.size.failed

Severity
ERROR

Description

This message occurs when attempt to increase volume max size limit during c2c restore fails due to an
error.

Corrective Action
(None).

Syslog Message
Attempt to increase max size limit for volume:%s failed with Error:%d.

Parameters

vvolname (STRING): Name of the volume.
errorCode (INT): Error code

wafl.c2c.od.restore.scan.cloud.config.failed

Severity
NOTICE

Description

This message occurs when cloud config is unavailable and SMC on-demand restore from object store failed

to start.

Corrective Action
(None).

Syslog Message

Phase:%s of the on-demand restore process for volume:%s with FSID:0x%x has failed. Attempt to restart
SMC on-demand restore on this volume will continue in the background.
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Parameters

restore_phase (STRING): Specifies the phase for which the restore has been failed.
vol (STRING): Volume name.
fsid (INT): File system identifier of the volume.

wafl.c2c.od.restore.scan.initiated

Severity
NOTICE

Description
This message occurs when an on-demand restore from object store has been initiated.

Corrective Action
(None).

Syslog Message
Phase:%s of the on-demand restore process for volume:%s with FSID:0x%x has initiated.

Parameters

restore_phase (STRING): Specifies the phase for which the restore has been initiated.
vol (STRING): Volume name.
fsid (INT): File system identifier of the volume.

wafl.c2c.od.restore.scan.restart.failed

Severity
ALERT

Description
This message occurs when SMC lazy restore scan restart attempt for transient error failed.

Corrective Action
(None).

Syslog Message

Restart Phase:%s of the on-demand restore process for volume:%s with FSID:0x%x has failed and error
number %d. For more information or assistance, contact NetApp technical support.

Parameters

restore_phase (STRING): Specifies the phase for which the restore has been failed.
vol (STRING): Volume name.

fsid (INT): File system identifier of the volume.

error (INT): Error number.

wafl.c2c.restore.scan.abort

Severity
NOTICE
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Description
This message occurs when an operation to restore file(s)/volume from a cloud storage was aborted.

Corrective Action
(None).

Syslog Message
%S %s%s%s, %s Restore from cloud storage aborted.

Parameters

type (STRING): The type of object (volume/aggregate)

owner (STRING): The volume owner

vol (STRING): The volume name

app (STRING): Application UUID.

volident (STRING): To uniquely identify the volume in cases where volume name itself is insufficient.
restore_type (STRING): Indicates whether the operation is Full Volume, Single File or On-demand
Restore.

wafl.c2c.restore.scan.done

Severity
NOTICE

Description

This message occurs when an operation to restore file(s)/volume from a cloud storage was completed
successfully.

Corrective Action
(None).

Syslog Message
%s %s%s%s, %s Restore from cloud storage completed.

Parameters

type (STRING): The type of object (volume/aggregate)

owner (STRING): The volume owner

vol (STRING): The volume name

app (STRING): Application UUID.

volident (STRING): To uniquely identify the volume in cases where volume name itself is insufficient.
restore_type (STRING): Indicates whether the operation is Full Volume, Single File or On-demand
Restore.

wafl.c2c.restore.scan.failed

Severity
ERROR

Description
This message occurs when there is an error during restoring of file(s) or Volume from a Cloud storage.
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Corrective Action
(None).

Syslog Message

Restoring file with inode %d from cloud has failed with error %d for the volume %s with FSID 0x%x during
%s Restore.

Parameters

fileid (INT): File identifier.

error (INT): Error Code.

vol (STRING): Volume name.

fsid (INT): File system identifier of the volume.

restore_type (STRING): Indicates whether the operation is Full Volume, Single File or On-demand
Restore.

wafl.c2c.rst.fsize.exceeded

Severity
NOTICE

Description

This message occurs when the size of a file being restored exceeds the maximum file size allowed by the
system during the restoration of either files or a volume from cloud storage. The restore operation will fail for
that particular file or volume.

Corrective Action
(None).

Syslog Message

%s %s%s%s%s, FSID 0x%x, Restoring file with file ID %d from cloud has failed because the file size
exceeded the maximum file size allowed on the current system, which is %lu bytes. The size of the file
being restored is %lu bytes.

Parameters

type (STRING): Type of object (volume or aggregate).

owner (STRING): Volume owner.

vol (STRING): Volume name.

app (STRING): Application UUID.

volident (STRING): Unique identifier for the volume if the volume name itself is insufficient.
fsid (INT): File system identifier of the volume.

fileid (INT): File identifier.

maxsize (LONGINT): Maximum file size allowed on this system.

filesize (LONGINT): Size of the file being restored.

wafl.ca events

wafl.ca.cap.tier.usage.limit

Severity
ERROR
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Description

This message occurs when the space used in the capacity tier of a FabricPool aggregate has exceeded or
is projected to exceed the size limit set on the capacity tier. The projected usage is calculated based on the
cold data already identified for tiering. The system will continue to serve data while space exists in the
performance tier, but cold data will not be tiered to the capacity tier.

Corrective Action

Perform one or more of the following actions: o Free space in the capacity tier of the aggregate by moving
volumes, removing volumes, or deleting data. o Increase the size limit set on the capacity tier.

Syslog Message
Aggregate %s capacity tier usage (%llu MB) has exceeded its size limit (%llu MB).

Parameters

aggregate (STRING): Aggregate name.
capacityTierUsage (LONGINT): Current capacity tier usage in MB.
capacityTierSizeLimit (LONGINT): Capacity tier size limit in MB.

wafl.ca.cloud.retrieval.policy

Severity
NOTICE

Description
This message occurs when the cloud retrieval policy for a volume in a FabricPool has been modified.

Corrective Action
(None).

Syslog Message
Cloud retrieval policy on volume '%s%s%s%s' has been modified to %s.

Parameters

owner (STRING): Owner of the volume.

vol (STRING): Name of the volume.

app (STRING): Application UUID.

volident (STRING): Identifier of the volume.

cloud_retrieval_policy (STRING): Cloud retrieval policy configured on the volume.

wafl.ca.cloud.write.disabled

Severity
NOTICE

Description
This message occurs when the cloud write option is disabled on a volume in a FabricPool aggregate.

Corrective Action
(None).
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Syslog Message
The Cloud Write option is disabled on volume %s.

Parameters
vol (STRING): Name of the volume.

wafl.ca.cloud.write.enabled

Severity
NOTICE

Description
This message occurs when the cloud write option is enabled on a volume in a FabricPool aggregate.

Corrective Action
(None).

Syslog Message
The Cloud Write option is enabled on volume %s.

Parameters
vol (STRING): Name of the volume.

wafl.ca.cs.hdr.cfg.mismatch

Severity
ALERT

Description
This message occurs when the system detects that the IDs recorded in the configuration map for
FabricPool object stores for a specific aggregate do not match the configuration IDs currently in use by the
aggregate itself. This mismatch might affect the reporting of statistics and counters for FabricPool object
stores.

Corrective Action
Run the "aggr wafliron start <aggr_name>" command on the aggregate specified to fix the inconsistency.

Syslog Message

Aggregate "%s" with bin ID "%d" has configuration IDs in the FabricPool statistics file (configuration ID 1:
%d, configuration ID 2: %d) that are different from the configuration IDs of the object stores in the
configuration map (primary configuration ID: %d, mirror configuration ID: %d).

Parameters

aggr (STRING): Name of the aggregate.

bin (INT): Bin ID of the object stores.

cfg_id_1 (INT): Configuration ID 1, as reported by the aggregate.

cfg_id_2 (INT): Configuration ID 2, as reported by the aggregate.

primary_cfg_id (INT): Configuration ID of the primary object store.

mirror_cfg_id (INT): Non-zero configuration ID of the mirror object store, or zero if no such store exists.
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wafl.ca.GET.latency.thresh

Severity
ALERT

Description
This message occurs when the measured latency for a GET request from a cloud provider, for a specific

aggregate and object store, exceeds the maximum threshold specified for that object store. This can impact

performance and lead to request timeouts.

Corrective Action

Ensure that the configuration of your object store has not changed, and that login and connectivity
information are still accurate. If the condition persists, contact NetApp technical support.

Syslog Message
Measured latency for GET request from cloud (%d msec) exceeds the threshold (%d msec) (aggregate:

%s, aggregate UUID: %s, object store: %s, object store provider: %s, object name: %s, offset: %d, length:

%d).

Parameters

latency_msec (INT): Latency cycles specified in milliseconds.
threshold_msec (INT): Threshold value in milliseconds for the latency.
aggr (STRING): Name of the containing aggregate.

aggr_uuid (STRING): Universal unique identifier (UUID) of the aggregate.
config_name (STRING): Object store configuration name.
objstore_name (STRING): Object store provider name.

object_name (STRING): Object name.

offset (INT): Offset for GET request.

len (INT): Request length for GET request.

wafl.ca.GET.timeout.failure

Severity
EMERGENCY

Description

This message occurs when ONTAP fails to read a block from a cloud object because the underlying GET
request times out.

Corrective Action

Ensure that the configuration of your object store has not changed, and that login and connectivity
information are still accurate. If the condition persists, contact NetApp technical support.

Syslog Message

Failed to read an object from cloud due to GET request timeout (aggregate: %s, aggregate UUID: %s,
object store: %s, object store provider: %s, object name: %s, offset: %d, length: %d).

Parameters

aggr (STRING): Name of the containing aggregate.

aggr_uuid (STRING): Universal unique identifier (UUID) of the aggregate.
config_name (STRING): Object store configuration name.
objstore_name (STRING): Object store provider name.
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object_name (STRING): Object name.
offset (INT): Offset for GET operation.
len (INT): Request length for GET operation.

wafl.ca.latency.threshold

Severity
NOTICE

Description

This message occurs when the measured I/O latency from a cloud provider, for a specific aggregate and
object store, exceeds the maximum threshold. This can impact performance and lead to request timeouts.

Corrective Action
(None).

Syslog Message

Measured latency from cloud (%d msec) exceeds the threshold (%d msec) (aggregate: %s, aggregate
UUID: %s, object store: %s, S3 request: %s, object store provider: %s).

Parameters

latency_msec (INT): Latency cycles specified in milliseconds.
threshold_msec (INT): Threshold value in milliseconds for the latency.
aggr (STRING): Name of the containing aggregate.

aggr_uuid (STRING): Universal unique identifier (UUID) of the aggregate.
config_name (STRING): Object store configuration name.

op_name (STRING): S3 or Azure blob operation name.

objstore__name (STRING): Object store provider name

wafl.ca.mcc.tlog.drain.event

Severity
NOTICE

Description

This message occurs when tiering is enabled or disabled on a FabricPool in a MetroCluster(tm)
configuration, when one or more mirrored plexes transitions from normal to degraded state or vice versa.
Enabling or disabling tiering does not impact data availability or client read/write performance.

Corrective Action
(None).

Syslog Message
Mirrored plex "%s" on FabricPool "%s" is in "%s" state. Tiering is %s.

Parameters

plex_name (STRING): Name of the plex.

aggregate_name (STRING): Name of the FabricPool.

plex_state (STRING): Operational state of the plex.

message (STRING): Indicates whether tiering is enabled or disabled.
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wafl.ca.migrate.aggr.nospace

Severity
NOTICE

Description

This message occurs when one or more FabricPool aggregates does not have space for hot data to be
migrated back to the performance tier.

Corrective Action

Either free space in the performance tier of the aggregate (by moving volumes, removing volumes, or
deleting data), or add space to the performance tier of the aggregate by adding disks.

Syslog Message

Aggregate %s: Current available space in the performance tier is below %d%%. Data migration from the
capacity tier to the performance tier is stopped.

Parameters

aggr (STRING): Aggregate name.
threshold_percentage (INT): Percentage of aggregate space that must be unused for migration to occur.

wafl.ca.name.fmt.mismatch

Severity
ERROR

Description

This message occurs when the system detects an internal discrepancy on the name format version used by
the FabricPool. Cloud operations on the FabricPool is affected.

Corrective Action

Run the 'debug vreport show' command to see the object name format version discrepancy. Follow the
vreport guidance to fix the issue.

Syslog Message
Name format version discrepancy detected for FabricPool "%s". Operations to the object store affected.

Parameters
aggr (STRING): Name of the FabricPool.
wafl.ca.object.check.done

Severity
INFORMATIONAL

Description

This event is issued to indicate that the object check operation on a FabricPool aggregate completed
successfully.

Corrective Action
(None).
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Syslog Message
Object check operation completed on FabricPool %s. Total lost objects: %d.

Parameters

aggr (STRING): Name of the containing aggregate.
num_lost_objs (INT): Number of lost objects identified.

wafl.ca.object.check.start

Severity
INFORMATIONAL

Description
This message occurs when object check operation on a FabricPool aggregate is started successfully.

Corrective Action
(None).

Syslog Message
Object check operation was started on FabricPool %s. Output will be saved at %s.

Parameters

aggr (STRING): Name of the containing aggregate.
logfile (STRING): Path for the logfile for object check output.

wafl.ca.object.storage.class.updated

Severity
NOTICE

Description
This message occurs when the object storage class is updated on a volume in a FabricPool aggregate.

Corrective Action
(None).

Syslog Message
The tiering storage class on volume %s is updated from %s to %s.

Parameters

vol (STRING): Name of the volume.
old_storage_class (STRING): Old tiering storage class.
new_storage_class (STRING): Updated tiering storage class.

wafl.ca.objtag.retry.limit

Severity
NOTICE
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Description

This message occurs when the object tagging scanner fails to update tags on an object in the object store
even after retrying for the maximum allowed attempts. The scanner is aborted for the current scan and will
attempt to tag the object again the next time the scanner runs. The scanner is invoked every minute to
check whether there are objects to be tagged.

Corrective Action
(None).

Syslog Message

Failed to update object tags in the object store even after multiple retry attempts, aggregate = %s, object ID
=%Ilu, object name =%s, retries attempted = %d.

Parameters

aggregate_name (STRING): Aggregate name.
object_id (LONGINT): Object ID.

object_name (STRING): Object name.
num_retries (INT): Number of retries attempted.

wafl.ca.objtag.skip.retry

Severity
NOTICE

Description

This message occurs when the object tagging scanner fails to update tags on an object in the object store
even after retrying for the maximum allowed attempts. The scanner continues to update tags on other
objects instead of aborting the scan due to repeated failures over one or more objects.

Corrective Action
(None).

Syslog Message

Failed to update object tags in the object store even after multiple retry attempts. Tagging skipped on object:
aggregate = %s, object ID =%lu, object name =%s, retries attempted = %d.

Parameters

aggregate_name (STRING): Aggregate name.
object_id (LONGINT): Object ID.

object_name (STRING): Object name.
num_retries (INT): Number of retries attempted.

wafl.ca.objtag.unsupported

Severity
NOTICE

Description

This message occurs when object tags are added or updated on a FabricPool volume. This message
indicates that objects tiered from this volume will not be tagged in the object store.
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Corrective Action
(None).

Syslog Message

Object tagging is supported only for a StorageGRID® object store in this version of ONTAP® software.
Objects in %s object store (%s) attached to FabricPool %s will not be tagged in this version.

Parameters

provider_name (STRING): Object store name.
object_store_type (STRING): Object store type (primary or mirror).
aggregate (STRING): Name of the FabricPool.

wafl.ca.promote.none.nospc

Severity
NOTICE

Description

This message occurs when a FabricPool volume with tiering policy set to "none" and cloud retrieve policy
set to "promote" does not have enough free space available to fetch all the data from the cloud. The
scanner to fetch the data will abort and be periodically rescheduled until the space is available.

Corrective Action
Ensure the aggregate has the estimated amount of space needed available.

Syslog Message

Aggregate %s, Volume %s: Current available space in the performance tier is %llu bytes. There needs to be
at least %llu bytes free in the aggregate to fetch an estimated %llu bytes from the cloud. Data migration
from the capacity tier to the performance tier is paused.

Parameters

aggr (STRING): Aggregate name.

vol (STRING): Volume name.

avail_space (LONGINT): Free space in aggregate.

space_needed (LONGINT): Estimated amount of physical space that must be free to accommodate data
fetched from the cloud.

cloud_space_to_fetch (LONGINT): Estimated amount of physical space to fetch from the cloud.

wafl.ca.promote.snap.nospc

Severity
NOTICE

Description

This message occurs when a FabricPool volume with tiering policy set to "snapshot_only" and cloud
retrieve policy set to "promote" does not have enough free space available to fetch the AFS data from the
cloud. The scanner to fetch the data will abort and be periodically rescheduled until the space is available.

Corrective Action
Ensure the aggregate has the estimated amount of space needed available.
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Syslog Message

Aggregate %s, Volume %s: Current available space in the performance tier is %llu bytes. There needs to be
at least %llu bytes free in the aggregate to fetch AFS data from the cloud. Data migration from the capacity
tier to the performance tier is paused.

Parameters

aggr (STRING): Aggregate name.

vol (STRING): Volume name.

avail_space (LONGINT): Free space in aggregate.

space_needed (LONGINT): Minimum amount of physical space that must be free to accommodate AFS
data fetched from the cloud.

wafl.ca.remove.object.tag

Severity
NOTICE

Description

This message occurs when the system encounters a bad header in the block that stores the tag values
associated with the objects that belong to the volume. As a result of this corruption, all the tags information
stored in the block is cleared.

Corrective Action
(None).

Syslog Message
Clearing all tags due to inconsistencies found in the object tag metafile associated with volume %s.

Parameters
volname (STRING): Volume name.

wafl.ca.repaired.metafile

Severity
ERROR

Description

This message occurs when an inconsistency is discovered in one of the FabricPool metafile blocks. The
inconsistency is automatically repaired upon detection.

Corrective Action
(None).

Syslog Message
Inconsistent block (%s) found in %s metafile on FabricPool aggregate (%s). Repaired.

Parameters

state (STRING): A description of the metafile block that was found to be inconsistent.
metafile_name (STRING): Name of the metafile.
aggr (STRING): Name of the FabricPool aggregate.
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wafl.ca.resync.complete

Severity
NOTICE

Description

This message occurs when Data ONTAP® completes the resync process from the primary object store to
the mirror object store for a mirrored FabricPool aggregate.

Corrective Action
(None).

Syslog Message

FabricPool mirror resync process is completed for FabricPool %s (uuid %s) from primary object store
(config id %u) to mirror object store (config id %u).

Parameters

aggr (STRING): Name of the containing aggregate.

aggr_uuid (STRING): Universal Unique ID (UUID) of the aggregate.
primary_config_id (INT): Primary object store config id.
mirror_config_id (INT): Mirror object store config id.

wafl.ca.resync.read.fail

Severity
ALERT

Description

This message occurs when FabricPool mirror resynchronize attempt receives too many consecutive timeout
failures while reading a single object from the primary. The mirror will stay in a degraded state until all
objects can be read and copied to the mirror.

Corrective Action

Verify that your intercluster LIF is online and functional by using the "network interface show" command.
Also, check network connectivity to the object store server by using the "ping" command over the
destination node intercluster LIF. Additionally, ensure that the configuration of your object store has not
changed, and that login and connectivity information is still accurate. If the condition persists, contact
NetApp technical support.

Syslog Message

Unable to read cloud object from capacity tier (objid %llu, btuuid %s, seqno %llu) during FabricPool mirror
resync.

Parameters

object_id (LONGINT): Object identifier.
btuuid (STRING): Buftree UUID.
seqno (LONGINT): Sequence number.

wafl.ca.resync.read.set.err.obj
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Severity
ALERT

Description

This message occurs when Data ONTAP® marks all blocks in an object in a capacity tier object with an
error due to FabricPool mirror resync read errors. This is useful for tracking generation of some pseudobad
blocks due to resync read issues.

Corrective Action
Contact Contact NetApp technical support..

Syslog Message

Unabile to read cloud object from capacity tier (objid %llu, btuuid %s, seqno %llu) during FabricPool mirror
resync. As a result, all blocks in this object are marked with error (%u).

Parameters

object_id (LONGINT): Object identifier.
btuuid (STRING): Buftree UUID.
seqgno (LONGINT): Sequence number.
error (INT): Error on the block.

wafl.ca.revert.ufmt.paused

Severity
ERROR

Description

This message occurs when the revert operation to convert a unified object format is paused either because
there are one or more offline volumes in the FabricPool aggregate or because the tiering of unified format
objects to the object store is pending.

Corrective Action

Bring the volumes online in the aggregate to resume the unified object format revert operation. Use the
"volume object-store tiering show" command to check the tiering status of a volume.

Syslog Message

The operation to revert the object format to the native format paused on aggregate "%s" because there are
offline volumes or the tiering of unified format objects to the object store is pending.

Parameters
aggregate_name (STRING): Aggregate name.
wafl.ca.slothdr.repair.done

Severity
INFORMATIONAL

Description

This event is issued to indicate that the slothdr repair operation for a FabricPool aggregate completed
successfully.
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Corrective Action
(None).

Syslog Message
Slothdr metafile repair operation completed for FabricPool %s.

Parameters
aggr (STRING): Name of the containing aggregate.

wafl.ca.slothdr.repair.start

Severity
INFORMATIONAL

Description

This message occurs when an operation to repair the slothdr metafile for a FabricPool aggregate is started
successfully.

Corrective Action
(None).

Syslog Message
Slothdr metafile repair operation was started for FabricPool %s.

Parameters
aggr (STRING): Name of the containing aggregate.

wafl.ca.tier.aggr.spc.limit

Severity
ERROR

Description

This message occurs when the FabricPool aggregate does not have enough free space to tier cold data to
the capacity tier. The system will continue to serve data, but cold data will not be tiered.

Corrective Action

Either free space in the performance tier of the aggregate by moving volumes, removing volumes, or
deleting data, or add space to the performance tier of the aggregate by adding disks.

Syslog Message

Aggregate %s: Current available space in the performance tier is below %d%%. Data tiering from the
performance tier is stopped.

Parameters
aggr (STRING): Aggregate name.
threshold_percentage (INT): Percentage of aggregate space that must be unused for tiering to occur.

wafl.ca.tier.max.size.limit
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Severity
ERROR

Description

This message occurs when the capacity tier of a FabricPool aggregate reaches the maximum supported
capacity tier size. The system will continue to serve data, but cold data will not be migrated to the capacity
tier.

Corrective Action

This state can be corrected by performing one or more of the following actions: o Free space in the capacity
tier of the aggregate by moving volumes, removing volumes, or deleting data.

Syslog Message
Aggregate %s capacity tier usage (%llu MB) has reached the maximum capacity tier size limit (%llu MB).

Parameters

aggregate (STRING): Aggregate name.
capacityTierUsage (LONGINT): Current capacity tier usage in MB.
maxCapacityTierSizeLimit (LONGINT): Maximum capacity tier size in MB.

wafl.ca.tiering.policy

Severity
NOTICE

Description
This message occurs when the tiering policy for a volume in a FabricPool has been modified.

Corrective Action
(None).

Syslog Message
Tiering policy on volume '%s%s%s%s' has been modified to %s.

Parameters

owner (STRING): Owner of the volume.

vol (STRING): Name of the volume.

app (STRING): Application UUID.

volident (STRING): To uniquely identify the volume in cases where the volume name itself is insufficient.
tiering_policy (STRING): Tiering policy configured on the volume.

wafl.ca.tlogput.modified

Severity
INFORMATIONAL

Description
This message occurs when the FabricPool Put operation settings are modified by an administrator.

Corrective Action
(None).
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Syslog Message

FabricPool Put operation settings were modified. New Values, bytes-limit: %llu, latency-limit: %llu,
preserved: %u,%u

Parameters

bytes_limit (LONGINT): The put-rate-bytes-limit value.

latency_limit (LONGINT): The put-latency-limit value.

preserve (INT): The preserve setting value.

can_preserve (INT): Non-Zero if the node supports preserving settings.

wafl.ca.total.space.incons

Severity
ERROR

Description

This message occurs when the counter tracking the total amount of space used in an object store bucket
becomes inconsistent due to other inconsistencies in the object metadata.

Corrective Action
For more information or assistance, contact NetApp technical support.

Syslog Message

Inconsistency was found in the total object store space used by FabricPool aggregate "%s". Skipped space
adjustments have caused overcounting by as much as %llu bytes.

Parameters

aggrname (STRING): Name of the aggregate.
space_delta (LONGINT): The estimated amount of space in bytes that could be overcounted as a result of
other inconsistencies.

wafl.catalog events

wafl.catalog.invalid

Severity
NOTICE

Description
This event indicates that WAFL catalog block in nvram is invalid during nvram replay.

Corrective Action
(None).

Syslog Message
Wafl Catalog invalid.

Parameters
(None).
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wafl.cbin events

wafl.cbin.iron.mirror.config.changed

Severity
INFORMATIONAL

Description

This message occurs when cloud mirror configuration changes during the WAFLiron operation on a
FabricPool aggregate with unified format enabled.

Corrective Action
Run wafliron again on the aggregate.

Syslog Message

The wafliron cannot update total physical size on bin label as cloud mirror configuartion has changed on
aggreagate %s. Please run wafliron again on the aggregate.

Parameters
aggregate_name (STRING): Aggregate name.

wafl.cbin.iron.objslothdr.invalid.entry.threshold.reached

Severity
INFORMATIONAL

Description

This message occurs when number of invalid entries in objslothdr metafile reaches the upper threshold
during the WAFLiron operation on a FabricPool aggregate with unified format enabled.

Corrective Action

Run the fixup tool on the Fabricpool aggregate and after the fixup tool finishes, run wafliron again on the
aggregate.

Syslog Message

The wafliron cannot update total physical size on bin label as number of invalid entries in slothdr metafile
reached the upper threshold on aggregate %s. Please run the fixup tool on the aggregate before running
wafliron again.

Parameters
aggregate_name (STRING): Aggregate name.
wafl.cbin.label.total.physical.size.overcounted

Severity
INFORMATIONAL

Description

This message occurs when overcounting of total physical size on the bin label happens due to invalid
entries in slothdr metafile belonging to a Fabricpool aggregate with unified format enabled.
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Corrective Action

Run the fixup tool on the Fabricpool aggregate and after the fixup tool finishes, run wafliron again on the
aggregate.

Syslog Message

The total physical size on bin label belonging to Fabricpool aggregate %s might be overcounted as there
were %llu invalid entries in slothdr metafile. The current physical used is %llu. Previously physical used was
%Ilu. For further assistance, contact NetApp technical support.

Parameters

aggregate_name (STRING): Aggregate name.

invalid_entry_count (LONGINT): Number of invalid entries present in slothdr metafile.
physical_used (LONGINT): Current total physical used in capacity tier.
old_physical_used (LONGINT): Previous total physical used in capacity tier.

wafl.cbin.objslothdr.iron.skip.resync.in.progress

Severity
INFORMATIONAL

Description

This message occurs when wafliron skips ironing objslothdr metafile on a FabricPool aggregate with unified
format enabled as resync operation is in progress.

Corrective Action
Run wafliron again once resync operation is complete.

Syslog Message

Wafliron has skipped ironing objslothdr metafile on aggregate %s as resync operation is in progress on this
aggregate. Please run wafliron after resync operation is complete.

Parameters
aggregate_name (STRING): Aggregate name.

wafl.cde events

wafl.cde.decompression.fail

Severity
ERROR

Description

This message occurs when the WAFL® kernel cannot decompress a compressed user data block. This is
an abnormal condition that can lead to inconsistencies in the user data.

Corrective Action
Contact Contact NetApp technical support. for assistance.

Syslog Message
Failed to decompress a block on volume "%s" (vwbn=%llu pvbn=%llu). Details: %s.
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Parameters
vol (STRING): Volume name.

vvbn (LONGINT): Virtual volume block number for which decompression failed.
pvbn (LONGINT): Physical volume block number for which decompression failed.

details (STRING): Additional information.

wafl.cdemap events

wafl.cdemap.repaired.metafile

Severity
ERROR

Description

This message occurs when an inconsistency is discovered in one of the metafile blocks. The inconsistency

is automatically repaired upon detection.

Corrective Action
(None).

Syslog Message

Inconsistent block (%s) found in %s metafile on aggregate (%s). Repaired.

Parameters

state (STRING): A description of the metafile block that was found to be inconsistent.
metafile_name (STRING): Name of the metafile.

aggr (STRING): Name of the aggregate.

wafl.check events

wafl.check.info

Severity
ERROR

Description
Generic wafl check message

Corrective Action
(None).

Syslog Message
%s

Parameters
msg (STRING): The message from wafl check

wafl.check.lostnfound.error
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Severity
NOTICE

Description
WAFL failed to cleanup the lostnfound directory present in the metadir of the given volume.

Corrective Action
(None).

Syslog Message
Failed to cleanup lostnfound from the metadir of volume %s (reason: %s)

Parameters

vol (STRING): The volume name
err (STRING): The error string

wafl.cleanup events

wafl.cleanup.after.giveback

Severity
INFORMATIONAL

Description

This message occurs after WAFL® completes the post-giveback cleanup. The cleanup includes freeing
memory resources allocated for the partner file system.

Corrective Action
(None).

Syslog Message
(None).

Parameters

delay (LONGINT): Amount of time (in milliseconds) WAFL took to perform the post giveback cleanup. 1518
blocks

wafl.cleanup.after.relocate

Severity
INFORMATIONAL

Description

This message occurs after WAFL® completes the aggregate relocation cleanup. The cleanup includes
freeing memory resources allocated for the partner file system.

Corrective Action
(None).
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Syslog Message
(None).

Parameters

aggrName (STRING): Name of the aggregate.
delay (LONGINT): Amount of time (in milliseconds) WAFL took to perform the post aggregate relocation
cleanup.

wafl.cleanup.after.sendhome

Severity
INFORMATIONAL

Description

This message occurs after WAFL® completes the aggregate post-giveback cleanup. The cleanup includes
freeing memory resources allocated for the partner file system.

Corrective Action
(None).

Syslog Message
(None).

Parameters

aggrName (STRING): Name of the aggregate.
delay (LONGINT): Amount of time (in milliseconds) WAFL took to perform the aggregate post-giveback
cleanup.

wafl.clone events

wafl.clone.invalid.inherited.counters

Severity
ERROR

Description
This message alerts about invalid inherited counters for the clone flexible volume.

Corrective Action
(Call support).

Syslog Message

clone inherited counters for clone flexible volume %s on aggregate %s are invalid. The clone volume will be
offlined. It is recommended to online parent volume if not already onlined. Once the parent volume is
onlined, the clone also be onlined. Contact technical support for assistance.

Parameters

clonename (STRING): Clone flexible volume name.
aggrname (STRING): Aggregate name.
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wafl.clone.no.basesnap

Severity
ERROR

Description

This message alerts you about a missing clone flexible volume base Snapshot(tm) copy and strongly
recommends that you take the clone flexible volume offline and destroy it.

Corrective Action

Take the clone flexible volume offline immediately. If you know that the clone does not contain any valuable
data, you can safely destroy and re-create it.

Syslog Message

Base Snapshot copy for clone flexible volume %s on aggregate %s is missing. It is strongly recommended
that you take the clone offline and destroy it. Failure to do so might lead to clone panic at any time.

Parameters

clonename (STRING): Clone flexible volume name.
aggrname (STRING): Aggregate name.

wafl.clone.quota.error.ignored

Severity
ERROR

Description

This message occurs when a clone op cannot fail due to quota error because either quota accounting is
ignored by the user (e.qg, sfsr) or the clone op cannot fail (eg, split), so it ignores the quota error it received
during quota check.

Corrective Action
None required.

Syslog Message
Sis clone running in (vol='%s', volident="%s'") ignored quota error '%u’ during '%s' operation.

Parameters

vol (STRING): Volume name.

volident (STRING): To uniquely identify the volume in cases where the volume name itself is insufficient.
error_code (INT): A numerical error code indicating the reason why the quota check failed.

op_type (STRING): Type of sis clone operation (create/split).

wafl.clone.snapSpcGuar

Severity
INFORMATIONAL

Description

This event is issued if an attempt is made to delete a snapshot in a clone volume that would require the
space guarantee on the clone to exceed the available space in the aggregate. A clone volume initially
shares one or more snapshots with its parent volume. This allows the space guarantee to be optimized,
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reducing the space requirement in the aggregate. If a shared snapshot is deleted then extra space is
required in the aggregate to ensure the space guarantee for the volume can be enforced. If the freespace in
the aggregate is too small to allow this then the snap delete is rejected.

Corrective Action

This state can be corrected by performing one or more of the following actions: o Change the space
guarantee on the volume so that less space is required in the aggregate. o Free space in the aggregate by
shrinking or removing volumes. o Add space to the aggregate, e.g. by adding disks.

Syslog Message

Snapshot '%s' in clone volume '%s%s%s' cannot be deleted, there is insufficient space in the aggregate to
enforce the space guarantee (%s)

Parameters

snap_name (STRING): The snapshot name

vol_name (STRING): The volume name

app (STRING): Application UUID.

volident (STRING): To uniquely identify the volume in cases where volume name itself is insufficient.
guarantee (STRING): The current guarantee

wafl.clone.snapsplit.nospace

Severity
NOTICE

Description

This message occurs when there is not enough free space to complete a file clone split operation from the
Snapshot(tm) copy. The clone file might become unreadable when the parent Snapshot copy is
automatically deleted.

Corrective Action

Increase the space available to the volume by either adding disks or by freeing space in the volume to allow
the split operation to continue.

Syslog Message
File clone split from Snapshot copy of '%s%s%s' cannot be completed due to lack of disk space.

Parameters

name (STRING): Volume name.
app (STRING): Application UUID.
volident (STRING): Uniquely identifies the volume in cases where the volume name itself is insufficient.

wafl.clone.split.start.vol.fenced

Severity
NOTICE

Description
This event indicates that vol clone split start was called for a fenced volume after iron completion.
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Corrective Action
(None).

Syslog Message
Volume clone split start called for fenced volume '%s%s%s'".

Parameters

volname (STRING): Volume name
app (STRING): Application UUID.
volident (STRING): To uniquely identify the volume in cases where volume name itself is insufficient.

wafl.clone.unrecoverable

Severity
ALERT

Description

This message occurs during boot when a clone is marked unrecoverable due to its missing base
Snapshot(tm) copy.

Corrective Action

If you know that the clone does not contain any valuable data, you can safely destroy and re-create it. If it
contains any valuable data, you can recover only the data which was written after the volume clone was
created. Trying to access the data which was shared with the base snapshot (original data) will result in
error.

Syslog Message
Base Snapshot copy for clone %s on aggregate %s is missing. Marking it unrecoverable.

Parameters

clonename (STRING): Clone name.
aggrname (STRING): Aggregate name.

wafl.compaction events

wafl.compaction.CP.value

Severity
INFORMATIONAL

Description
This message occurs when the aggregates compaction CP value is changed.

Corrective Action
(None).

Syslog Message
Compaction CP count in aggregate "%s" changed from %ld to %ld at aggregate’s CP count %Id.
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Parameters

volname (STRING): Volume name on which value was changed.
oldval (LONGINT): Old value of CP count.

newval (LONGINT): New value of CP count.

fs_cpcount (LONGINT): CP count of aggregate fsinfo.

wafl.compress events

wafl.compress.auto.disable

Severity
NOTICE

Description

This message occurs when compression is automatically disabled on a space guarantee volume because it
is not supported on this platform.

Corrective Action
(None).

Syslog Message
WAFL compression automatically disabled in %s "%s".

Parameters

volume_identifier (STRING): Volume identifier.
volume (STRING): Volume name.

wafl.compress.cde.auto.enablement

Severity
NOTICE

Description

This message occurs when WAFL compression on container file level is automatically enabled on a
volume.

Corrective Action
(None).

Syslog Message
WAFL auto adaptive compression automatically enabled in %s "%s".

Parameters

volume_identifier (STRING): Volume identifier.
volume (STRING): Volume name.

wafl.compress.cde.event

Severity
NOTICE
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Description
This message occurs when WAFL compression on container file level is enabled or disabled on a volume.

Corrective Action
(None).

Syslog Message
WAFL container compression state changed in %s "%s" to "%s".

Parameters

volume_identifier (STRING): Volume identifier.
volume (STRING): Volume name.
message (STRING): Whether enable or disable.

wafl.compress.enable.failed

Severity
INFORMATIONAL

Description

This event is issued when FAS compression can not be enabled on a volume. The following reasons might
be causing the problem: FAS compression might not be supported on the software release you’re running;
the volume is not a flexible volume or it is a root volume or snaplock volume; the compression/de-
compression scanner is already active; or a clone operation is already underway.

Corrective Action
(None).

Syslog Message
Compression could not be enabled on volume "%s" at this time. Check the volume configuration and retry.

Parameters
vol (STRING): Volume name.

wafl.compress.fail.rootVol

Severity
NOTICE

Description

This message occurs when an administrator attempts to enable compression on the root volume.
Compression cannot be enabled on the root volume.

Corrective Action
(None).

Syslog Message
'%s' is the root volume and compression cannot be enabled on the root volume.

Parameters
vol (STRING): Volume name.
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wafl.compress.mark.cg.bad.hw

Severity
ALERT

Description

This message occurs when the FAS compression writes bad blocks for an inconsistent or corrupted
compression group due to hardware errors.

Corrective Action
Restore the corrupted file from the Snapshot copy, or contact NetApp technical support

Syslog Message

FAS compression: Writing bad blocks, at fon:%llu level:%u in %s inode (fileid:%d snapid:%u) in volume
%8%S5%s%s.

Parameters

fbn (LONGINT): File block number.

level (INT): Buffer level.

ino_type (STRING): Inode type

fileid (INT): Identifying number for the suspect inode.

snapid (INT): Snapshot(tm) copy identifier: (0) - active file system (non-zero) - refers to Snapshot copy
owner (STRING): Owner of the volume.

vol (STRING): Name of the volume.

app (STRING): Application UUID.

volident (STRING): Uniquely identifies the volume in cases where the volume name itself is insufficient.

wafl.compress.mark.cg.bad.sw

Severity
ERROR

Description

This message occurs when the FAS compression writes bad blocks for an inconsistent or corrupted
compression group due to software errors.

Corrective Action
Restore the corrupted file from the Snapshot copy, or contact NetApp technical support

Syslog Message

FAS compression: Writing bad blocks, at fon:%llu level:%u in %s inode (fileid:%d snapid:%u) in volume
%8%8%s%s.

Parameters

fbn (LONGINT): File block number.

level (INT): Buffer level.

ino_type (STRING): Inode type

fileid (INT): Identifying number for the suspect inode.

snapid (INT): Snapshot(tm) copy identifier: (0) - active file system (non-zero) - refers to Snapshot copy
owner (STRING): Owner of the volume.

vol (STRING): Name of the volume.

app (STRING): Application UUID.
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volident (STRING): Uniquely identifies the volume in cases where the volume name itself is insufficient.

wafl.compress.scan.checkpoint.deleted

Severity
NOTICE

Description
This event is generated when the FAS compression of existing data for volume deletes checkpoint.

Corrective Action
(None).

Syslog Message
vol compress: Checkpoint deleted for compression of existing data for volume "%s%s%s".

Parameters

vol (STRING): Name of the compressed volume.
app (STRING): Application UUID.
volident (STRING): To uniquely identify the volume in cases where volume name itself is insufficient.

wafl.convert events

wafl.convert.directory.failed

Severity
ERROR

Description

This message occurs when a directory cannot be safely converted to Unicode format. The directory
contains files or subdirectories that must first be renamed.

Corrective Action

Use the "volume file show-inode" command with the directory inode number and volume name information
to find the path of the directory that could not be converted. There are some files or subdirectories within
this parent directory that have names like "{123456789}". File names like these can make it unsafe for
ONTAP® software to automatically convert a directory to Unicode format. To convert the directory, first
rename the files or subdirectories in this parent directory that have names matching this pattern. To perform
these renames, make sure that the volume has the "-convert-ucode" property set to "false", and then
rename the content using an NFSv3 client.

Syslog Message
Volume "%s:%s" was unable to convert directory %u to Unicode.

Parameters

vserver_uuid (STRING): Universal Unique ID (UUID) of the volume’s Vserver.
volume (STRING): Volume name that the directory is in.
directory_inum (LONGINT): The Inode number (fileid) of the directory.
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wafl.cop events

wafl.cop.flowcontrol.end

Severity
NOTICE

Description

This message occurs when the system is out of the flow control mode which was earlier initiated as a high
number of volumes were receiving modify operations concurrently beyond a certain threshold.

Corrective Action
(None).

Syslog Message

The node is out of the flow control mode which was earlier initiated as a high number volumes were
receiving modify operations concurrently beyond a certain threshold (%lu).

Parameters

high_concurrency_flowcontrol_thres (LONGINT): System defined threshold beyond which high-
concurrency flow control mode is triggered.

wafl.cop.flowcontrol.start

Severity
NOTICE

Description

This message occurs when the system is in a very high concurrency mode; i.e., when a high number of
volumes receive modify operations concurrently beyond a certain threshold. The system is automatically
getting into a flow control mode, where it may hold ops on certain volumes for longer time in order to reduce
high-concurrency related impacts.

Corrective Action

If the flow control situation is long-lived, and the delays are not acceptable, the concurrency level among the
volumes need to be brought down by moving the volumes (preferably the ones encountering delays) out of
this node.

Syslog Message

Very high number of volumes (%lu) are receiving modify operations concurrently. The node is in a flow
control mode (threshold: %lu). As a result few volumes may experience higher delay in latency.

Parameters

concurrent_vvols_cnt (LONGINT): Number of volumes actively receiving modify operations.
high_concurrency_flowcontrol_thres (LONGINT): System defined threshold beyond which high-
concurrency flow control mode is triggered.

wafl.cop.high.concurrency
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Severity
NOTICE

Description

This message occurs when the system is in high-concurrency mode; i.e., when a high number of FlexVol®
volumes receive modify operations concurrently during a monitoring interval. High concurrency might cause
degradation in performance.

Corrective Action
(None).

Syslog Message

A high number of FlexVol volumes are receiving modify operations concurrently. Interval (ms): %lu,
Aggregate: %s, Frequency: %lu out of %lu times, Threshold criteria: more than %u FlexVol volumes were
concurrently receiving modify operations, Distribution: %s.

Parameters

monitoring_interval (LONGINT): Duration of monitoring interval in milliseconds.

aggr (STRING): Name of the aggregate.

cp_above_vvol (LONGINT): Number of Consistency Points (CPs) with FlexVol volumes participating above
the vvol_threshold value in this monitoring interval.

total_cp_in_interval (LONGINT): Number of CPs that happened in the monitoring interval.
vvol_threshold (INT): Minimum number of FlexVol volumes in a CP to call it a "highly concurrent CP".
histogram (STRING): A histogram [b1 : v1, b2 : v2, ..., b8 : v8], where "b" represents bin ID and "v"
represents count of the corresponding bin ID.

wafl.cp events

wafl.cp.toolong

Severity
ERROR

Description

This message occurs when a WAFL® consistency point (CP) takes longer than 30 seconds. A CP lasting
more than 30 seconds might cause client latency and potentially a client outage.

Corrective Action

For additional information about this specific CP, see the kernel log file and the corresponding CM archive.
For further information about correcting the problem, search the knowledgebase of the NetApp technical
support support web site for the "wafl.cp.toolong" keyword.

Syslog Message
Aggregate %s experienced a long CP.

Parameters

aggrname (STRING): Name of the aggregate.

repeats (INT): Number of consecutive long CPs on this volume.
cp_count (INT): CP count on the volume corresponding to the long CP.
total_ms (INT): Total time taken by the CP, in milliseconds.
total_dbufs (LONGINT): Total number of dirty buffers in the CP.
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tetrises (INT): Number of tetrises that were written across all raidgroups in volume.

blocks (LONGINT): Number of blocks that were written across all raid groups in the volume.
rgid (INT): ID of the raid group with the highest average tetris write time.

clean (INT): Milliseconds to write allocate (clean) all normal files.

flush (INT): Milliseconds to write all remaining blocks to disk.

wafl.csm events

wafl.csm.sessionStopped

Severity
INFORMATIONAL

Description

This message occurs when the Cluster Session Manager (CSM) session is stopped as part of the shutdown
process.

Corrective Action
(None).

Syslog Message
(None).

Parameters

(None).

wafl.data events

wafl.data.compaction.event

Severity
NOTICE

Description
This message occurs when data compaction functionality is enabled or disabled on a volume.

Corrective Action
(None).

Syslog Message
WAFL volume data compaction state changed in %s "%s" to "%s".

Parameters

volume_identifier (STRING): Volume identifier.
volume (STRING): Volume name.
message (STRING): Whether enable or disable.

wafl.delete events

67



wafl.delete.bad.indirect

Severity
NOTICE

Description

This message occurs when the system encounters a lost indirect block while deleting a file. As a result,
some space occupied by the file being deleted might not be reclaimed.

Corrective Action
Run wafliron to fix any space accounting discrepancies.

Syslog Message

Lost indirect block encountered while deleting inode %d (level %d, vbn %llu) on %s %s%s%s%s. Contact
NetApp technical support.

Parameters

ino (INT): Inode number of the file.

level (INT): Indirection level of the block.

vbn (LONGINT): Block number of the block within the volume.

type (STRING): Type of the object (volume or aggregate).

owner (STRING): Volume owner.

vol (STRING): Name of the volume containing the file.

app (STRING): Application UUID.

volident (STRING): Uniquely identifies the volume in cases where the volume name itself is insufficient.

wafl.delete.fenced.file

Severity
NOTICE

Description

This message occurs when the user attempts to delete a fenced file. Depending on the type of fence, reads
and/or writes will not be permitted for the file.

Corrective Action

Use the "volume file show-inode" command to confirm the file name that matches the inode, for example,
"volume file show-inode -vserver 'vserver that fenced file is stored on' -volume 'volume that fenced file is
stored on' -inode-number 'inode number of fenced file™. Clear the fenced status by using the "iofence clear
'file path name™ diagnostic privilege nodeshell command, and then the file can be deleted from the
NFS/CIFS client.

Syslog Message
The file with inode %d on volume %s cannot be deleted because it is fenced by %s operation.

Parameters

fid (INT): Inode of the fenced file.
vol (STRING): Name of the volume that contains the fenced file.
owner (STRING): Name of the operation that fenced the file.
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wafl.delete.specdev

Severity
INFORMATIONAL

Description

This message occurs when the system encounters a block or character device during zombie delete
processing.

Corrective Action
(None).

Syslog Message
Block or character device encountered in zombie path: inode: %d, type: %d, size: %lld, block count: %llu.
Possible inconsistency detected on %s %s%s%s%s.

Parameters
ino (INT): Inode number.
inotype (INT): Inode type.
size (LONGINT): Size.
blocks (LONGINT): Block count.
type (STRING): Type of object (volume or aggregate).
owner (STRING): Volume owner.
vol (STRING): Volume name.
app (STRING): Application UUID.
volident (STRING): To uniquely identify the volume in cases where the volume name itself is insufficient.
vendor (STRING): Vendor contact information.

wafl.descend events

wafl.descend.fail

Severity
ERROR

Description

This message occurs when there is an error during descendency checking. This message can occur when
accessing a directory in a Snapshot(tm) copy that is being deleted.

Corrective Action

This condition might be transient; try the operation again. If the problem persists, contact NetApp technical
support.

Syslog Message

Descendency check failure: {x%x %d %d %d %d} parent of {x%x %d %d %d %d}. Contact NetApp
technical support.

Parameters

pfh0 (INT): Parent file handle’s flags.
pfh1 (INT): Parent file handle’s snapid.
pfh2 (INT): Parent file handle’s fileid.
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pfh3 (INT): Parent file handle’s generation.
pfh4 (INT): Parent file handle’s FSID.
cfh0 (INT): Child file handle’s flags.
cfh1 (INT): Child file handle’s snapid.
cfh2 (INT): Child file handle’s fileid.

cfh3 (INT): Child file handle’s generation.

cfh4 (INT): Child file handle’s FSID.

vendor (STRING): Vendor contact information.

wafl.dir events

wafl.dir.convert

Severity
NOTICE

Description

This message indicates that CIFS directory conversion is in progress and WAFL will not hang due to
timeout. Directory conversion happens the first time a volume with 8.3-format names is accessed by a CIFS
client.

Corrective Action
(None).

Syslog Message
WAFL %s directory conversion in progress.

Parameters
type (STRING): Type of directory operation (revert/convert).

wafl.dir.convert.denied.2big

Severity
ERROR

Description

This message occurs when access to a directory is rejected because an attempted operation requires the
directory to be converted to Unicode format and the directory is too large to be converted quickly. Directory
conversion is required for a directory with 8.3-format names to be accessed by a CIFS or NFSv4 client.

Corrective Action

Use the "volume modify" command to enable the "convert_ucode" option on the volume experiencing the
rejected access, and then retry the access attempt. Note that this might result in system performance
degradation or temporary loss of service while the conversion occurs. Search on "Converting existing
directories to Unicode format" for more information.

Syslog Message
Access to large directory on volume MSID:%u, file ID:%u rejected for requiring conversion.

Parameters
msid (LONGINTHEX): Volume master data set identifier (MSID) of the volume experiencing the rejected
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access.
fileid (INT): File identifier of the directory experiencing the rejected access.

wafl.dir.depth.max

Severity
ERROR

Description

This message occurs when a directory depth reaches its maximum depth limit. The default maximum depth
is 2000.

Corrective Action
Reduce the depth of the directory, by moving directory hierarchy to higher levels.

Syslog Message

Directory depth for inum %d in volume %s%s exceeds the maximum directory depth limit. To fix this issue,
please reduce the directory depth.

Parameters

fileid (INT): Fileid of the directory for which directory depth reached its maximum limit.

vol (STRING): Volume in which directory depth reached its maximum limit.

app (STRING): Application UUID.

volident (STRING): Unique volume identifier in cases where volume name itself is insufficient.

wafl.dir.duplicate.hash

Severity
NOTICE

Description

This message occurs when a directory entry has a duplicate index hash for longname and
dosname/altname is deleted from the directory.

Corrective Action
(None).

Syslog Message

An entry with duplicate index hash is found in directory inum %d in volume %s%s%s. Directory index clears
to fix this issue.

Parameters

fileid (INT): File ID of the directory.

vol (STRING): Volume name.

app (STRING): Application universal unique identifier(UUID).

volident (STRING): Unique volume identifier in cases where volume name itself is insufficient.

wafl.dir.fileld.err

Severity
ERROR
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Description

This event is issued when directory prefetch results in inconsistent file identifier data. The th[0] to fh[4]
parameters represent the encoded filehandle value.

Corrective Action
If this error condition occurs, contact NetApp technical support for further assistance.

Syslog Message
wafl_prefetch_dir_inos: inconsistent fileid %d in %s directory {x%x %d %d %d %d}.

Parameters

fileld (INT): The file identifier

ino_type (STRING): The inode type
fho (INT): fh[0]
fh1 (INT): fh[1]
fh2 (INT): fh[2]
fh3 (INT): th[3]
fh4 (INT): fh[4]

wafl.dir.link.max

Severity
ERROR

Description

This message occurs as a warning when a parent directory reaches its maximum link limit within a specified
time interval and the no of parent directory reached maximum hard link limit reached the upper limit. A
directory has only one parent directory, which counts as a hard link. All other hard links are from the
directories contained within this directory. The link to the parent directory cannot be removed.

Corrective Action

Use the "volume file show-inode" command with the file ID and volume name information to find the file
path. Reduce the hard link count of this directory by moving some of its subdirectories to another directory,
or remove some of its subdirectories.

Syslog Message

This is the last warning for failure to create a new sub-directory since parent directory with fileid %d in
volume %s%s has reached its sub-directory limit.

Parameters

fileid (INT): File ID of the parent directory that has reached its maximum hard link limit.

vol (STRING): Name of the volume in which the parent directory resides.

app (STRING): Application UUID.

volident (STRING): Unique volume identifier (UUID) of the volume in which the parent directory resides,
when the volume name alone is insufficient.

wafl.dir.link.reachingLimit

Severity
ERROR
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Description

This message occurs when a parent directory surpasses 90% of its maximum hard link limit. The total hard
link count for a directory is the number of its subdirectories plus other hard links to the directory.

Corrective Action

Use the "volume file show-inode" command with the file ID and volume name information to find the file
path. Move some of the parent directory’s subdirectories to a different directory. Take care not to create too
many new subdirectories in the parent directory that is reaching its limit until you reduce the hard link count.

Syslog Message

The directory with fileid %d in volume %s%s%s is approaching the maximum link limit of %d. Reduce the
number of links to the existing parent directory.

Parameters

fileid (INT): File ID of the parent directory that has surpassed 90% of its maximum hard link limit.

vol (STRING): Name of the volume in which the parent directory resides.

app (STRING): Application UUID.

volident (STRING): Unique volume identifier (UUID) of the volume in which the parent directory resides,
when the volume name alone is insufficient.

maxLink (INT): Maximum number of hard links for the parent directory.

wafl.dir.link.trap

Severity
ALERT

Description

This message occurs as a warning when a directory has reached its maximum hard link limit and the
specified time interval is exceeded.

Corrective Action

Use the "volume file show-inode" command with the file ID and volume name information to find the file
path. Reduce the hard link count of this directory by moving some of its subdirectories to another directory,
or remove some of its subdirectories.

Syslog Message
(None).

Parameters

fileid (INT): File ID of the parent directory that has reached its maximum hard link limit.

vol (STRING): Name of the volume in which the parent directory resides.

app (STRING): Application UUID.

volident (STRING): Unique volume identifier (UUID) of the volume in which the parent directory resides,
when the volume name alone is insufficient.

maxLink (INT): Maximum number of hard links allowed.

wafl.dir.link.warning

Severity
ERROR
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Description
This event occurs as a warning when a parent directory reached its maximum hard link limit within a
specified time interval and the no of parent directory reached maximum hard link limit is below the upper
limit.

Corrective Action

Use the "volume file show-inode" command with the file ID and volume name information to find the file
path. create new subdirectories in a different parent directory. Alternatively, move some of the current
parent directory’s subdirectories to a different directory.

Syslog Message

Arequest to make a subdirectory in parent directory with fileid %d in volume %s%s could not be ha