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Target queue depth customization

The target queue depth defines the number of ONTAP commands that can be queued

(outstanding) on a storage array target port. ONTAP supplies a default value. For most

deployments, the default target queue depth is appropriate; however, you can change it

to correct performance issues.

The default target queue depth differs with different releases of ONTAP:

• For ONTAP, the default is 512.

• For all releases prior to Data ONTAP 8.2, the default is 256.

When a storage array is configured with multiple initiators sharing target ports, you do not want the outstanding

commands in the queue buffer from all initiators together to exceed what the storage array can handle.

Otherwise, the performance of all hosts can suffer. Storage arrays differ in the number of commands they can

handle in the queue buffer.

Target queue depth might also be referred to as “target queue length,”"`Q-Depth,`" or “Max

Throttle.”

Guidelines for specifying the appropriate target queue
depth

You need to consider the impact of all the initiators accessing the storage array port when

you are planning the configuration for a specific ONTAP system or a specific host that

does not run ONTAP.

If your deployment includes more than one initiator on a target port, you need to consider the total number of

commands sent to a target port by all initiators when setting the target queue depth.

Guidelines for specifying the appropriate target queue depth are as follows:

• Do not configure a value of 0 (zero).

A value of 0 means that there is no limit on the outstanding commands.

• Consider the volume of commands that specific initiators would be likely to send to the target port.

You could then configure higher values for initiators likely to send a greater number of requests and a lower

value for initiators likely to send a lesser number of requests.

• Configure hosts that do not run ONTAP according to the guidelines provided for those hosts.

• Consider setting the target queue depth on a per-target-port basis when workloads differ across ports.

Setting the target queue depth (ONTAP prior to 8.2)

The default target queue depth is acceptable for most implementations, but you can

change the default value if required.
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This setting is per ONTAP system, and it applies to all target ports on all storage arrays. For ONTAP systems

running version prior to 8.2, you can use this option.

Step

1. Use the following option to set the target queue depth: options

disk.target_port.cmd_queue_depth value

Setting the target queue depth

The default target queue depth is acceptable for most implementations, but can be

changed if performance issues are encountered.

You can set the target queue depth by storage array or on a per-target port basis.

Step

1. Use one of the following commands to set the target port queue depth on all target ports or on a specific

target port of a storage array.

If you want to… Use this command sequence…

Set the target port queue depth on all target ports

for a storage array
set advanced storage array port modify

-name array_name -max-queue-depth

value

Set the target port queue depth on a specific target

port on a storage array
set advanced storage array port modify

-name array_name -wwnn value -wwpn

value -max-queue-depth value

For more information about these commands, see the man pages.

Displaying target queue depth statistics

If you suspect that a target queue depth setting is causing performance issues on your

storage array, you should check the value that is set for the queue depth and check the

state of requests on the FC initiator ports.

There are different levels of detail that you can access to determine whether there are problems processing

requests on target ports. The following steps describe how to determine the current setting for the target port

queue depth, determine whether there are requests waiting on the ports, and display detailed port statistics to

help you understand the workload on the port.

Steps

1. Use the storage array show command with the -instance parameter to show the current value of

the target port queue depth.
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> set advanced

> storage array show -instance

Name: HP2

                 Prefix: HP-2

                 Vendor: HP

                  Model: HSV300

                options:

          Serial Number: 50014380025d1500

Target Port Queue Depth: 512

        LUN Queue Depth: 32

        Upgrade Pending: false

    Optimization Policy: eALUA

               Affinity: aaa

             Error Text: -

2. Use the storage array port show -fields max-queue-depth command to show the queue

depth setting for each port on the storage array.

> set advanced

> storage array port show -fields max-queue-depth

name            wwnn             wwpn             max-queue-depth

--------------- ---------------- ---------------- ---------------

EMC_SYMMETRIX_1 50060480000001a0 50060480000001a0 -

EMC_SYMMETRIX_1 50060480000001a1 50060480000001a1 -

EMC_SYMMETRIX_1 50060480000001b0 50060480000001b0 -

EMC_SYMMETRIX_1 50060480000001b1 50060480000001b1 256

A value of "`-` for Max Queue Depth indicates that the port does not have a specific max queue depth

setting and is using the value set at the storage array level.

3. Use the storage array port show command to display performance information about storage array

target ports.

The results of this command help you determine whether there are performance problems related to the

ports. The %busy and %waiting values provide a high-level view of the performance on a port. If these

values show a high percentage of requests waiting to be processed or show that the port is busy for a great

percentage of time, then you might want to investigate further into the state of the port.
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vgv3070f51::*> storage array port show

Array Name: HP2

WWNN: 50014380025d1500

WWPN: 50014380025d1508

Connection Type: fabric

Switch Port: vgbr300s70:9

Link Speed: 4   GB/s

Max Queue Depth: -

                              LUN                                 Link

Node       Initiator  Count   IOPS    KB/s    %busy    %waiting   Errs

---------  ---------  -----  ------  ------  -------  ----------  ----

vgv51-02       0a     21       2      53        0           0     0

vgv51-01       0a     21       2      48        1           0     0

4. You can obtain more detailed information about ports by using the storage array port show

-fields command with the average-latency-per-iop, average-pending, average-waiting,

max-pending, or max-waiting fields.

Target port utilization policy settings

ONTAP can detect events of resource contention, such as I/O queue being full,

commands being timed out or HBA resource getting exhausted, on a target port.

You can set the target port utilization policies by using the storage array port modify command if you

detect such events on a given array target port.

The following table describes the two utilization policies associated with a target port:

Policy Description

normal When ONTAP detects target port resource contention

on a given array target port, it reduces the targets

port’s queue depth and throttles I/O to the target port.

In this mode, the reduction of the target port queue

depth is lesser than the defer policy for each target

port resource contention event. The subsequent rise

in the target port queue depth is faster than the defer

policy. normal is the default policy.

defer When ONTAP detects target port resource contention

on a given array target port, it reduces the target

port’s queue depth and throttles I/O to the target port.

In this mode, the reduction of the target port queue

depth is greater than the normal policy for each

target port resource contention event. The

subsequent rise in the target port queue depth is

slower than the normal utilization policy.
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Output examples to view and modify array target port utilization policies

The following command displays the target port utilization policy associated with an array target port:

vgv3170_jon::> storage array port show -wwnn 2703750270235

        Array Name: HITACHI_DF600F_1

              WWNN: 2703750270235

              WWPN: 2703750270235

   Connection Type: fabric

       Switch Port: vgbr300s89:9

        Link Speed: 4 GB/s

   Max Queue Depth: 1024

Utilization Policy: defer

                              LUN

Link

Node              Initiator  Count   IOPS    KB/s    %busy    %waiting

Errs

----------------  ---------  -----  ------  ------  -------  ----------

----

     vgv3170f54a         0a      2       50   1956       85           0

0

     vgv3170f54b         0a      2      350  15366      100          40

0

By default, the I/O policy for a given array target port is normal. You can modify the I/O policy associated with

the port by running the following command:

vgv3070f50ab::> storage array port modify -wwpn 50014380025d1509

-utilization-policy ?

normal      This policy aggressively competes for target port resources,

in effect competing with other hosts.

             (normal)

defer       This policy does not aggressively compete for target port

resources, in effect deferring to other hosts.

vgv3070f50ab::> storage array port modify -wwpn 50014380025d1509

-utilization-policy defer

1 record updated.
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