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Configure hosts with NVMe-oF

Learn about configuring ONTAP SAN hosts with NVMe-oF

You can configure supported SAN hosts to use the NVMe over Fabrics (NVMe-oF)
protocol with ONTAP as the storage target. NVMe-oF includes NVMe over Fibre Channel
(NVMe/FC) and NVMe over TCP (NVMe/TCP). Depending on your host operating system
and ONTAP version, you configure and validate the NVMe/FC or NVMe/TCP protocol, or
both on the host.

Related information
* NetApp Knowledge Base: Learn about NVMe-oF.

Configure AIX with NVMe-oF for ONTAP storage

The IBM AIX and Virtual I/O Server (VIOS)/PowerVM hosts supports the NVMe/FC
protocol with Asymmetric Namespace Access (ANA). ANA is equivalent to asymmetric
logical unit access (ALUA) multipathing in iISCSI and FCP environments.

For additional details on supported configurations, see the Interoperability Matrix Tool (IMT).

About this task

You can use the following support and features with the NVMe-oF host configuration for AIX hosts. You should
also review the known limitations before starting the configuration process.

» Support available:

> Beginning with ONTAP 9.13.1, NVMe/FC support is added for IBM AIX 7.2 TL5 SP6, AIX 7.3 TL1 SP2,
and VIOS 3.1.4.21 with SAN boot support for both physical and virtual stacks. See the IBM
documentation for more information on setting up SAN boot support.

o NVMe/FC is supported with Power9 and Power10 IBM servers.

o A separate PCM (Path Control Module), such as Host Utilities for AIX SCSI Multipath 1/0 (MPIO)
support, isn’t required for NVMe devices.

o Virtualization support with NetApp (VIOS/PowerVM) is introduced with VIOS 3.1.4.21. This is only
supported through NPIV (N_PortID Virtualization) storage virtualization mode using the Power10 IBM
server.

* Known limitations:
> Qlogic/Marvel 32G FC HBAs on an AlX host doesn’t support NVMe/FC.
> SAN boot isn’t supported for NVMe/FC devices using Power9 IBM server.

Before you begin

« Verify that you have 32GB FC Emulex adapters (EN1A, EN1B, EN1L, EN1M) or 64GB FC adapters
(EN1N, EN1P) with adapter firmware 12.4.257.30 and later versions.

« If you have a MetroCluster configuration, NetApp recommends changing the AIX NVMe/FC default APD
(All Path Down) time for supporting MetroCluster unplanned switchover events to avoid the AlX operating
system enforcing a shorter I/O timeout. For additional information and the recommended changes to
default settings, refer to NetApp Bugs Online - 1553249.


https://www.netapp.com/pdf.html?item=/media/10681-tr4684pdf.pdf
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/1553249

* Depending on your AIX version, the Asymmetric Namespace Access Transition Timeout (ANATT) for the
AIX host OS is 30 seconds or 60 seconds by default. If the ANATT default for your host is 30 seconds, you
need to install an IBM Interim Fix (ifix) from the IBM website that sets the ANATT to 60 seconds to ensure
that all ONTAP workflows are non-disruptive.

For NVMe/FC AIX support, you must install an ifix on the GA version of the AIX OS. The ifix
isn’t required for the VIOS/PowerVM OS.

@ You need to install the ifixes on an AIX version with no previously installed ifixes related to
devices.pciex.pciexclass.010802.rte on the system. Previously installed ifixes
can conflict with the new installation.

Set ANATT to 60 seconds

The default ANATT for the AlX level 72-TL5-SP6-2320 and AIX level 73-TL1-SP2-2320 releases is 30
seconds. IBM provides an ifix that sets the ANATT to 60 seconds. The ifix is available through IBM
case ID TS018079082 and you can install it for the following AlX releases:

° For AlX level 72-TL5-SP6-2320, install the TJ46710s6a.230509.epkg. Z package.

° For AlX level 73-TL1-SP2-2320, install the TJ46711s2a.230509.epkg. Z package.

Default ANATT is 60 seconds
The default ANATT is 60 seconds for the following AlX releases:

o AlX level 73-TL2-SP3-2446
o AlX level 73-TL2-SP2-2420
o AlX level 72-TL5-SP8-2420

Optionally, set ANATT to 120 seconds

IBM provides an ifix that sets the ANATT to 120 seconds. When you set the ANATT to 120 seconds, it
enhances performance during ONTAP storage failover events. The ifix is available through IBM case
ID TS012877410 and you can install it for the following AIX releases:

° For AlX level 73-TL3-SP0-2446, install the T753487s0a.250130.epkg. Z package.

° For AlX level 72-TL5-SP9-2446, install the 1J5344559a.250130.epkg. Z package.

The minimum server firmware version for Power9 servers for NVMe/FC support is FW 950.

@ The minimum server firmware version for Power10 servers for NVMe/FC support is FW
1010.

For more information on managing ifixes, see Managing Interim Fixes on AlX.

Step 1: Confirm the multipath configuration for your host

When you install the AIX OS, IBM MPIO used for NVMe multipathing is enabled by default.

Steps
1. Verify that NVMe multipathing is enabled:


http://www-01.ibm.com/support/docview.wss?uid=isg3T1012104

Ismpio -1 hdiskl

Show example

name path id status path status parent connection
hdiskl 8 Enabled Sel,Opt nvmel2 fcnvmeO, 9
hdiskl 9 Enabled Sel,Non nvme65 fcnvmel, 9
hdiskl 10 Enabled Sel,Opt nvme37 fcnvmel, 9
hdiskl 11 Enabled Sel,Non nvme60 fcnvmeO, 9

Step 2: Configure NVMe/FC

You need to configure NVMe/FC for Broadcom/Emulex adapters on VIOS because the NVMe/FC protocol
support is disabled in the Virtual Fibre Channel (vFC) on VIOS. The NVMe/FC protocol support is enabled in
the physical FC by default.

Steps
1. Verify that you are using the supported adapter.

2. Retrieve a list of virtual adapters:

lsmap -all -npiv

Show example

Name Physloc ClntID ClntName

vfchostO U9105.22A.785DB61-V2-C2 4 s1022-iop-
mcc— AIX

Status:LOGGED IN

FC name: fcs4 FC loc code:U78DA.NDO.WzZS01UY-PO-C7-
TO

Ports logged in:3

Flags: Oxea<LOGGED_IN, STRIP MERGE, SCSI CLIENT,NVME CLIENT>

VEFC client name:fcsO VFC client DRC:U9105.22A.785DB61-V4-
C2

3. Enable support for the NVMe/FC protocol on an adapter by running the ioscli vfcctrl command on
the VIOS:


https://mysupport.netapp.com/matrix/

vfcctrl -enable -protocol nvme -vadapter vfchostO

Example output

The "nvme" protocol for "vfchostO0" is enabled.

4. Verify that the support has been enabled on the adapter:

lsattr -E1 vfchostO

Show example

alt site wwpn WWPN to use - Only set after migration
current wwpn O WWPN to use - Only set after migration
enable nvme yes Enable or disable NVME protocol for NPIV
label User defined label

limit intr false Limit NPIV Interrupt Sources

map_port fcs4 Physical FC Port

num per nvme 0 Number of NPIV NVME queues per range

num per range 0 Number of NPIV SCSI queues per range

5. Enable the NVMe/Fc protocol for all adapters:
a. Change the df1t enabl nvme attribute value of viosnpiv0 pseudo device to yes.

b. Set the enable nvme attribute value to yes for all the VFC host devices.

chdev -1 viosnpiv0 -a dflt enabl nvme=yes

lsattr -El viosnpivO0

False
False
True
True
True
False
True

True



Show example

bufs per cmd 10 NPIV Number of local bufs per cmd

True

dflt enabl nvme yes Default NVME Protocol setting for a new NPIV
adapter True

num local cmds 5 NPIV Number of local cmds per channel

True
num per nvme 8 NPIV Number of NVME queues per range
True
num per range 8 NPIV Number of SCSI queues per range
True

secure_va info no NPIV Secure Virtual Adapter Information

True

6. Enable the NVMe/Fc protocol for selected adapters by changing the enable nvme value of the VFC host
device attribute to yes.

7. Verify that FC-NVMe Protocol Device has been created on the server:

lsdev |grep fcnvme

Exmaple output

fcnvmeO Available 00-00-02 FC-NVMe Protocol Device
fcnvmel Available 00-01-02 FC-NVMe Protocol Device

8. Record the host NQN from the server:

lsattr -E1 fcnvmeO

Show example

attach switch

How this adapter is connected False

autoconfig available

Configuration State True

host ngn ngn.2014-08.org.nvmexpress:uuid: 64e039bd-27d2-421c-858d-
8a378dec31e8 Host NON (NVMe Qualified Name) True



lsattr -E1 fcnvmel

Show example

attach switch

How this adapter is connected False

autoconfig available

Configuration State True

host ngn ngn.2014-08.org.nvmexpress:uuid: 64e039bd-27d2-421c-858d-

8a378dec31e8 Host NON (NVMe Qualified Name) True

9. Check the host NQN and verify that it matches the host NQN string for the corresponding subsystem on
the ONTAP array:

vserver nvme subsystem host show -vserver vs s922-55-1par2

Example output

Vserver Subsystem Host NON

vs_ s922-55-1par2 subsystem s922-55-1lpar2 ngn.2014-
08.org.nvmexpress:uuid: 64e039%d-27d2-421c-858d-8a378dec31e8

10. Verify that the initiator ports are up and running and you can see the target LIFs.

Step 3: Validate NVMe/FC

Verify that the ONTAP namespaces are correct for the NVMe/FC configuration.

Steps
1. Verify that the ONTAP namespaces correctly reflect on the host:

lsdev -Cc disk |grep NVMe

Example output

hdiskl Available 00-00-02 NVMe 4K Disk

2. Optionally, check the multipathing status:



lsmpio -1 hdiskl

Show example

name path id status path status
hdiskl 8 Enabled Sel,Opt
hdiskl 9 Enabled Sel,Non
hdiskl 10 Enabled Sel,Opt
hdiskl 11 Enabled Sel,Non

Step 4: Review the known issues

parent connection
nvmel?2 fcnvmeO, 9
nvme65 fcnvmel, 9
nvme37 fcnvmel, 9
nvme60 fcnvmeO, 9

The NVMe/FC host configuration for AIX with ONTAP storage has the following known issues:

Burt ID
1553249

1546017

1541386

1541380

Title

AIX NVMe/FC default APD time to be
modified for supporting MCC Unplanned
Switchover events

AIX NVMe/FC caps ANATT at 60s, instead of
120s as advertised by ONTAP

AIX NVMe/FC hits EIO after ANATT expiry

AIX NVMe/FC waits for half/full ANATT to
expire before resuming I/O after ANA AEN

Step 5: Troubleshoot

Description

By default, AIX operating systems use an all
path down (APD) timeout value of 20sec for
NVMe/FC. However, ONTAP MetroCluster
automatic unplanned switchover (AUSO) and
TieBreaker initiated switchover workflows
might take a little longer than the APD timeout
window, causing /O errors.

ONTAP advertises the ANA(asymmetric
namespace access) transition timeout in
controller identify at 120sec. Currently, with
ifix, AIX reads the ANA transition timeout from
controller identify, but effectively clamps it to
60sec if it is over that limit.

For any storage failover (SFO) events, if the
ANA(asymmetric namespace access)
transitioning exceeds the ANA transition
timeout cap on a given path, the AlX
NVMe/FC host fails with an 1/O error despite
having alternate healthy paths available to the
namespace.

IBM AIX NVMe/FC does not support some
Asynchronous notifications (AENs) that
ONTAP publishes. This sub-optimal ANA
handling will result in sub optimal performance
during SFO operations.

Before troubleshooting any NVMe/FC failures, verify that you are running a configuration that is compliant with
the IMT specifications. If you continue to have issues, contact NetApp support.


https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/BURT/1553249
https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/BURT/1546017
https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/BURT/1541386
https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/BURT/1541380
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com

ESXi

NVMe-oF Host Configuration for ESXi 8.x with ONTAP

You can configure NVMe over Fabrics (NVMe-oF) on initiator hosts running ESXi 8.x and
ONTAP as the target.
Supportability

* Beginning with ONTAP 9.16.1 space allocation is enabled by default for all newly created NVMe
namespaces.

* Beginning with ONTAP 9.9.1 P3, NVMe/FC protocol is supported for ESXi 8 and later.
» Beginning with ONTAP 9.10.1, NVMe/TCP protocol is supported for ONTAP.

Features

« ESXi initiator hosts can run both NVMe/FC and FCP traffic through the same adapter ports. See the
Hardware Universe for a list of supported FC adapters and controllers. See the NetApp Interoperability
Matrix Tool for the most current list of supported configurations and versions.

* For ESXi 8.0 and later releases, HPP (high performance plugin) is the default plugin for NVMe devices.

Known limitations

* RDM mapping is not supported.

Enable NVMe/FC

NVMe/FC is enabled by default in vSphere releases.

Verify host NQN

You must check the ESXi host NQN string and verify that it matches with the host NQN string for the
corresponding subsystem on the ONTAP array.

# esxcli nvme info get
Example output:

Host NQN: ngn.2014-08.org.nvmexpress:uuid:62al9711-ba8c-475d-c954-
0000c9flad36

# vserver nvme subsystem host show -vserver nvme fc

Example output:


https://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

Vserver Subsystem Host NON

nvme fc nvme ss ngn.2014-08.org.nvmexpress:uuid:62al9711-ba8c-475d-c954-
0000c9flad36

If the host NQN strings do not match, you should use the vserver nvme subsystem host add command
to update the correct host NQN string on your corresponding ONTAP NVMe subsystem.

Configure Broadcom/Emulex and Marvell/Qlogic

The 1pfc driver and the glnativefc driver in vSphere 8.x have the NVMe/FC capability enabled by default.
See Interoperability Matrix Tool to check whether the configuration is supported with the driver or firmware.
Validate NVMe/FC

You can use the following procedure to validate NVMe/FC.

Steps
1. Verify that the NVMe/FC adapter is listed on the ESXi host:

# esxcli nvme adapter list

Example output:

Adapter Adapter Qualified Name Transport Type Driver
Associated Devices

vmhba64 agn:1lpfc:1000001090579f11 EFC lpfc
vmmhba65 agn:1pfc:100000109b579f12 FC lpfc
vmhba66 agn:glnativefc:2100£4e9d456e286 FC glnativefc
vmhba67 agn:glnativefc:2100f4e9d456e287 FC glnativefc

2. Verify that the NVMe/FC namespaces are correctly created:

The UUIDs in the following example represent the NVMe/FC namespace devices.


https://mysupport.netapp.com/matrix/

# esxcfg-mpath -b
uuid.llecb7ed99e574a0faf35ac2ecl115969d
(uuid.ll6cb7ed9%9e574a0faf35ac2ecl15969d)

NVMe Fibre Channel Disk

vmhba64:C0:TO0:L5 LUN:5 state:active fc Adapter: WWNN:
20:00:00:24:£f£:7f:4a:50 WWPN: 21:00:00:24:£ff:7£:4a:50 Target: WWNN:
20:04:d0:39%:ea:3a:b2:1f WWPN: 20:05:d0:39:ea:3a:b2:1f
vmhba64:C0:T1:1L5 LUN:5 state:active fc Adapter: WWNN:
20:00:00:24:£f£:7f:4a:50 WWPN: 21:00:00:24:£f£f:7f£:4a:50 Target: WWNN:
20:04:d0:39%:ea:3a:b2:1f WWPN: 20:07:d0:39:ea:3a:b2:1f
vmhba65:C0:T1:1L5 LUN:5 state:active fc Adapter: WWNN:
20:00:00:24:ff:7f:4a:51 WWPN: 21:00:00:24:£ff:7f:4a:51 Target: WWNN:
20:04:d0:39%9:ea:3a:b2:1f WWPN: 20:08:d0:3%9:ea:3a:b2:1f
vmhba65:C0:T0:L5 LUN:5 state:active fc Adapter: WWNN:
20:00:00:24:ff:7f:4a:51 WWPN: 21:00:00:24:£ff:7f:4a:51 Target: WWNN:
20:04:d0:39%9:ea:3a:b2:1f WWPN: 20:06:d0:39:ea:3a:b2:1f

In ONTAP 9.7, the default block size for an NVMe/FC namespace is 4K. This default size is
not compatible with ESXi. Therefore, when creating namespaces for ESXi, you must set the
namespace block size as 512B. You can do this using the vserver nvme namespace
create command.

Example,

vserver nvme namespace create -vserver vs 1 -path
/vol/nsvol/namespacel -size 100g -ostype vmware -block-size 512B

Refer to the ONTAP 9 Command man pages for additional details.

3. Verify the status of the individual ANA paths of the respective NVMe/FC namespace devices:

10


https://docs.netapp.com/us-en/ontap/concepts/manual-pages.html

# esxcli storage hpp path list -d uuid.df960bebb5a74a3eaaalae55e6b3411d

£fc.20000024£f£f7£4a50:21000024£ff7£4a50~-
£fc.2004d039%ea3ab21f:2005d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba64:C0:T0:L3

Device: uuid.df960bebb5a74a3eaaalaebbebb3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebb5a74a3ecaaalae55e6b3411d)

Path State: active unoptimized
Path Config: {ANA GRP id=4,ANA GRP_state=ANO, health=UP}

£c.20000024ff7f4a51:21000024£ff7£f4a51-
£fc.2004d039%ea3ab21f:2008d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba65:C0:T1:L3

Device: uuid.df960bebbba74a3eaaalaeb55e6b3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebbb5a74a3caaalae55e06b3411d)

Path State: active
Path Config: {ANA GRP id=4,ANA GRP_state=AO, health=UP}

£fc.20000024£f£f7£4a51:21000024ff7f4a51~
£c.2004d039%ea3ab21f:2006d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba65:C0:T0:L3

Device: uuid.df960bebb5a74a3eaaalaebbebb3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebb5a74a3eaaalaeb5e6b3411d)

Path State: active unoptimized
Path Config: {ANA GRP id=4,ANA GRP_state=ANO, health=UP}

£c.20000024ff7f4a50:21000024££f7£f4a50-
£fc.2004d039%ea3ab21f:2007d039%ea3ab21f-
uuid.df960bebb5a74a3ecaaalaebbe6b3411d

Runtime Name: vmhba64:C0:T1:L3

Device: uuid.df960bebb5a74a3eaaalae55e6b3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebbba74a3caaalae55e0b3411d)

Path State: active
Path Config: {ANA_GRP_id:4,ANA_GRP_state=AO,health=UP}

Configure NVMe/TCP
In ESXi 8.x, the required NVMe/TCP modules are loaded by default. To configure the network and the

11



NVMe/TCP adapter, refer to the VMware vSphere documentation.

Validate NVMe/TCP

You can use the following procedure to validate NVMe/TCP.

Steps
1. Verify the status of the NVMe/TCP adapter:

esxcli nvme adapter list

Example output:

Adapter Adapter Qualified Name Transport Type Driver
Associated Devices

vmhba65 agn:nvmetcp:ec-2a-72-0f-e2-30-T TCP nvmetcp
vmnicO
vmhba66 agqn:nvmetcp:34-80-0d-30-d1-a0-T TCP nvmetcp
vmnic?2
vmhba67 agn:nvmetcp:34-80-04-30-dl1-al-T TCP nvmetcp
vmnic3

2. Retrieve a list of NVMe/TCP connections:

esxcli nvme controller list

Example output:

12



Name Controller Number
Adapter Transport Type Is Online Is VVOL

ngn.2014-08.org.nvmexpress.discovery#vmhba64#192.168.100.166:8009 256

vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89%pbla28a89%alled8a88d03%ea263f93:subsystem.nvme ss#vmhb
a644192.168.100.165:4420 258 vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89pbla28a89alled8a88d039%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.168:4420 259 vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89%pbla28a89%alled8a88d03%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.166:4420 260 vmhba64 TCP true false
ngn.2014-08.org.nvmexpress.discovery#vmhba64#192.168.100.165:8009 261
vmhba64 TCP true false
ngn.2014-08.org.nvmexpress.discovery#vmhba65#192.168.100.155:8009 262
vmhba65 TCP true false

ngn.1992-
08.com.netapp:sn.89%bla28a89%alled8a88d039%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.167:4420 264 vmhba64 TCP true false

3. Retrieve a list of the number of paths to an NVMe namespace:

esxcli storage hpp path list -d uuid.£f4£f14337c3ad4a639edf0e21de8b88bf

Example output:



tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.165:4420-
uuid.f4f14337c3ad4a639%9edf0e21de8b88bf

Runtime Name: vmhba64:C0:T0:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a639%9edf0e21de8b88bf)

Path State: active

Path Config: {ANA GRP id=6,ANA GRP_state=AO, health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.168:4420-
uuid.f4f14337c3ad4a639%df0e21de8b88bf

Runtime Name: vmhba64:C0:T3:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a63%edf0e21de8b88bf)

Path State: active unoptimized

Path Config: {ANA GRP id=6,ANA GRP_state=ANO, health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.166:4420-
uuid.f4£f14337c3ad4a639%9edf0e21de8b88bf

Runtime Name: vmhba64:C0:T2:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a639%9edf0e21de8b88bf)

Path State: active unoptimized

Path Config: {ANA GRP id=6,ANA GRP_state=ANO, health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.167:4420-
uuid.f4f14337c3ad4a639%edf0e21de8b88bf

Runtime Name: vmhba64:C0:T1:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a639%edf0e21de8b88bf)

Path State: active

Path Config: {ANA GRP id=6,ANA GRP_state=AO, health=UP}

NVMe deallocate

The NVMe deallocate command is supported for ESXi 8.0u2 and later with ONTAP 9.16.1 and later.
Deallocate support is always enabled for NVMe namespaces. Deallocate also allows the guest OS to perform
'UNMAP' (sometimes called 'TRIM') operations on VMFS datastores. Deallocate operations allow a host to
identify blocks of data that are no longer required because they no longer contain valid data. The storage
system can then remove those data blocks so that the space can be consumed elsewhere.

Steps
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1. On your ESXi host, verify the setting for DSM deallocate with TP4040 support:

esxcfg-advcfg -g /Scsi/NVmeUseDsmTp4040

The expected value is 0.

2. Enable the setting for DSM deallocate with TP4040 support:

esxcfg-advcfg -s 1 /Scsi/NvmeUseDsmTp4040

3. Verify that the setting for DSM deallocate with TP4040 support is enabled:

esxcfg-advcfg -g /Scsi/NVmeUseDsmTp4040

The expected value is 1.

For more information on NVMe deallocate in VMware vSphere, refer to Storage Space Reclamation in vSphere

Known issues

The NVMe-oF host configuration for ESXi 8.x with ONTAP has the following known issues:

NetApp Bug Title
ID

Description

1420654 ONTAP node non-operational when NVMe/FC ONTAP 9.9.1 has introduced support for the

protocol is used with ONTAP version 9.9.1

1543660 I/O error occurs when Linux VMs using
vNVMe adapters encounter a long all paths
down (APD) window

Related information
VMware vSphere with ONTAP

NVMe "abort" command. When ONTAP
receives the "abort" command to abort an
NVMe fused command that is waiting for
its partner command, an ONTAP node
disruption occurs. The issue is noticed only
with hosts

that use NVMe fused commands (for
example, ESX) and Fibre Channel (FC)
transport.

Linux VMs running vSphere 8.x and later and
using virtual NVMe (vNVME) adapters
encounter an /O error because the vNVMe
retry operation is disabled by default. To avoid
a disruption on Linux VMs running older
kernels during an all paths down (APD) or a
heavy /O load, VMware has introduced a
tunable "VSCSIDisableNvmeRetry" to disable
the vNVMe retry operation.

VMware vSphere 5.x, 6.x and 7.x support with NetApp MetroCluster (2031038)
VMware vSphere 6.x and 7.x support with NetApp SnapMirror active sync
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NVMe-oF Host Configuration for ESXi 7.x with ONTAP

You can configure NVMe over Fabrics (NVMe-oF) on initiator hosts running ESXi 7.x and
ONTAP as the target.

Supportability

* Beginning with ONTAP 9.7, NVMe over Fibre Channel (NVMe/FC) support is added for VMWare vSphere
releases.

* Beginning with 7.0U3c, NVMe/TCP feature is supported for ESXi Hypervisor.
* Beginning with ONTAP 9.10.1, NVMe/TCP feature is supported for ONTAP.

Features

» ESXi initiator host can run both NVMe/FC and FCP traffic through the same adapter ports. See the
Hardware Universe for a list of supported FC adapters and controllers. See the Interoperability Matrix Tool
for the current list of supported configurations and versions.

» Beginning with ONTAP 9.9.1 P3, NVMe/FC feature is supported for ESXi 7.0 update 3.
» For ESXi 7.0 and later releases, HPP (high performance plugin) is the default plugin for NVMe devices.

Known limitations
The following configurations are not supported:

* RDM mapping
* Vols

Enable NVMe/FC

1. Check the ESXi host NQN string and verify that it matches with the host NQN string for the corresponding
subsystem on the ONTAP array:

# esxcli nvme info get
Host NQN: ngn.2014-08.com.vmware:nvme:nvme-esx

# vserver nvme subsystem host show -vserver vserver nvme
Vserver Subsystem Host NON

vserver nvme ss_vserver nvme ngn.2014-08.com.vmware:nvme:nvme-esx

Configure Broadcom/Emulex

1. Check whether the configuration is supported with required driver/firmware by referring to Interoperability
Matrix Tool.

2. Set the Ipfc driver parameter 1pfc_enable fcd type=3 for enabling NVMe/FC support in the 1pfc
driver and reboot the host.
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Starting with vSphere 7.0 update 3, the brcmnvme fc driver is no longer available. Therefore,
@ the 1pfc driver now includes the NVMe over Fibre Channel (NVMe/FC) functionality previously
delivered with the brcmnvme fc driver.

The 1pfc_enable fc4 type=3 parameter is set by default for the LPe35000-series
@ adapters. You must perform the following command to set it manually for LPe32000-series and
LPe31000-series adapters.

# esxcli system module parameters set -m lpfc -p lpfc enable fc4 type=3

#esxcli system module parameters list -m lpfc | grep lpfc enable fcd4 type
lpfc enable fc4 type int 3 Defines what FC4 types

are supported

#esxcli storage core adapter list
HBA Name Driver Link State UID

Capabilities Description

vmhbal lpfc link-up £c.200000109095456£:100000109b95456fF
Second Level Lun ID (0000:86:00.0) Emulex Corporation Emulex LPe36000
Fibre Channel Adapter FC HBA

vmhba?2 lpfc link-up £c.2000001090954570:1000001090954570
Second Level Lun ID (0000:86:00.1) Emulex Corporation Emulex LPe36000
Fibre Channel Adapter FC HBA

vmhba 64 lpfc link-up £c.200000109095456£:100000109b95456fF

(0000:86:00.0) Emulex Corporation Emulex LPe36000 Fibre Channel Adapter
NVMe HBA

vmhba65 lpfc link-up £c.2000001090954570:1000001090954570
(0000:86:00.1) Emulex Corporation Emulex LPe36000 Fibre Channel Adapter
NVMe HBA

Configure Marvell/QLogic

Steps

1. Check whether configuration is supported with required driver/firmware by referring to Interoperability
Matrix Tool.

2. Set the glnativefc driver parameter ql2xnvmesupport=1 for enabling NVMe/FC support in the
glnativefc driver and reboot the host.

# esxcfg-module -s 'gl2xnvmesupport=1' glnativefc

@ The glnativefc driver parameter is set by default for the Qle 277x-series adapters. You
must perform the following command to set it manually for Qle 277x series adapters.
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esxcfg-module -1 | grep glnativefc
glnativefc 4 1912

3. Check whether nvme is enabled on the adapter:

#esxcli storage core adapter list

HBA Name Driver Link State UID

Capabilities Description

vmhba3 glnativefc link-up £fc.20000024£f£f1817ae:21000024££f1817ae
Second Level Lun ID (0000:5e:00.0) QLogic Corp QLE2742 Dual Port 32Gb
Fibre Channel to PCIe Adapter FC Adapter

vmhba4 glnativefc link-up £fc.20000024£ff1817af:21000024£ff1817af

Second Level Lun ID (0000:5e:00.1) QLogic Corp QLE2742 Dual Port 32Gb

Fibre Channel to PCIe Adapter FC Adapter

vmhba 64 glnativefc link-up £fc.20000024£ff1817ae:21000024£f£f1817ae

(0000:5e:00.0) QLogic Corp QLE2742 Dual Port 32Gb Fibre Channel to PCIle
Adapter NVMe FC Adapter

vmhba65 glnativefc link-up £fc.20000024£ff1817af:21000024££f1817af

(0000:5e:00.1) QLogic Corp QLE2742 Dual Port 32Gb Fibre Channel to PCIle
Adapter NVMe FC Adapter

Validate NVMe/FC

1. Verify that NVMe/FC adapter is listed on the ESXi host:

# esxcli nvme adapter list

Adapter Adapter Qualified Name Transport Type Driver

Associated Devices

vmhba64 aqgqn:glnativefc:21000024ff1817ae FC glnativefc
vmhba65 agn:glnativefc:21000024£f£f1817af FC glnativefc
vmhba66 agqn:1lpfc:100000109b579d9c FC lpfc
vmhba67 aqgqn:lpfc:100000109b579d9d FC lpfc

2. Verify that the NVMe/FC namespaces are properly created:
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# esxcfg-mpath -b
uuid.5084e29%a6bb24fbcabbal76eda8ecd7e
(uuid.5084e29%9a6bb24fbcabSbal76eda8ecd’e)

NVMe Fibre Channel Disk

vmmhba65:C0:T0:L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:69 WWPN: 21:00:34:80:0d:6d:72:69 Target: WWNN:
20:17:00:a0:98:df:e3:d1l WWPN: 20:2f:00:a0:98:df:e3:d1
vmhba65:C0:T1:L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:69 WWPN: 21:00:34:80:0d:6d:72:69 Target: WWNN:
20:17:00:a20:98:df:e3:d1l WWPN: 20:1a:00:a0:98:df:e3:d1
vmhba64:C0:TO0:L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:68 WWPN: 21:00:34:80:0d:6d:72:68 Target: WWNN:
20:17:00:a20:98:df:e3:d1l WWPN: 20:18:00:a0:98:df:e3:d1
vmhba64:C0:T1:L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:68 WWPN: 21:00:34:80:0d:6d:72:68 Target: WWNN:

20:17:00:a20:98:df:e3:d1 WWPN: 20:19:00:a0:98:df:e3:d1

In ONTAP 9.7, the default block size for a NVMe/FC namespace is 4K. This default size is
not compatible with ESXi. Therefore, when creating namespaces for ESXi, you must set the
namespace block size as 512b. You can do this using the vserver nvme namespace
create command.

®

Example

vserver nvme namespace create -vserver vs 1 -path /vol/nsvol/namespacel -size
100g -ostype vmware -block-size 512B

Refer to the ONTAP 9 Command man pages for additional details.

3. Verify the status of the individual ANA paths of the respective NVMe/FC namespace devices:


https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html

esxcli storage hpp path list -d uuid.5084e29%a6bb24fbcabbal76eda8ecd’e
£c.200034800d6d7268:210034800d6d7268~
£fc.201700a098dfe3d1:201800a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba64:C0:T0:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd7e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%9a6bb24fbcabbal76eda8ecd’e)

Path State: active
Path Config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

£c.200034800d6d7269:210034800d6d7269~-
£fc.201700a098dfe3d1:201a00a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba65:C0:T1:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%a6bb24fbcabSbal76eda8ecd’e)

Path State: active
Path Config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

£c.200034800d6d7269:210034800d6d7269~-
£c.201700a098dfe3d1:202f00a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba65:C0:T0:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd7e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%9a6bb24fbcabSbal76eda8ecd’e)

Path State: active unoptimized

Path Config: {TPG id=0,TPG state=ANO,RTP_ id=0, health=UP}

£c.200034800d6d7268:210034800d6d7268~-
£c.201700a098dfe3d1:201900a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba64:C0:T1:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%a6bb24fbcabSbal76eda8ecd’e)

Path State: active unoptimized

Path Config: {TPG id=0,TPG state=ANO,RTP id=0,health=UP}

Configure NVMe/TCP

Starting 7.0U3c, the required NVMe/TCP modules will be loaded by default. For configuring the network and
the NVMe/TCP adapter, refer to the VMware vSphere documentation.

20



Validate NVMe/TCP

Steps
1. Verify the status of the NVMe/TCP adapter.

[root@R650-8-45:~] esxcli nvme adapter list

Adapter Adapter Qualified Name

vmhba 64 agn:nvmetcp:34-80-0d-30-ca-e0-T
vmhba65 agqn:nvmetc:34-80-13d-30-ca-el-T
list

Transport Type Driver Associated Devices
TCP nvmetcp vmnzc2

TCP nvmetcp vmnzc3

2. To list the NVMe/TCP connections, use the following command:

[root@R650-8-45:~] esxcli nvme controller list
Name

ngn.1992-

08.com.netapp:sn.5e347cf68el051llec9ec2d039%al3ebed: subsystem.vs name tcp

ss#vmhba64#192.168.100.11:4420
ngn.1992-

08.com.netapp:sn.5e347cf68e051llec9ec2d039%al3ebed: subsystem.vs name tcp

ss#vmhba6c4#192.168.101.11:4420
Controller Number Adapter Transport Type IS Online

1580 vmhba 64 TCP true
1588 vmhba65 TCP true

3. To list the number of paths to an NVMe namespace, use the following command:

21



[root@R650-8-45:~] esxcli storage hpp path list -d
uuid.400bf333abf74ab8b96dcl8ffadc3£99
tcp.vmnic2:34:80:0d:30:ca:eo-tcp.unknown-
uuid.400bf333abf74ab8b96dcl8ffadc3£99

Runtime Name: vmhba64:C0:T0:L3

Device: uuid.400bf333abf74ab8b96dcl8ffadc3£99

Device Display Name: NVMe TCP Disk
(uuid.400b£f333abf74ab8b9%6dcl8ffadc3£99)

Path State: active unoptimized

Path config: {TPG id=0,TPG state=ANO,RTP id=0, health=UP}

tcp.vmnic3:34:80:0d:30:ca:el-tcp.unknown-
uuid.400bf333abf74ab8b96dcl8ffadc3£99

Runtime Name: vmhba65:C0:T1:L3

Device: uuid.400bf333abf74ab8b96dcl8ffadc3£99

Device Display Name: NVMe TCP Disk
(uuid.400b£f333abf74ab8b96dcl8ffadc3£99)

Path State: active

Path config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

Known issues

The NVMe-oF host configuration for ESXi 7.x with ONTAP has the following known issues:

NetApp Bug Title Workaround
ID
1420654 ONTAP node non-operational when NVMe/FC Check and rectify any network issues in the

protocol is used with ONTAP version 9.9.1 host fabric. If this does not help, upgrade to a
patch that fixes this issue.

Related information

VMware vSphere with ONTAP
VMware vSphere 5.x, 6.x and 7.x support with NetApp MetroCluster (2031038)
VMware vSphere 6.x and 7.x support with NetApp® SnapMirror active sync

Oracle Linux

Learn about ONTAP support and features for Oracle Linux hosts

Features supported for host configuration with NVMe over Fabrics (NVMe-oF) varies
based on your version of ONTAP and Oracle Linux.
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Feature Oracle Linux host ONTAP version

version
Secure in-band authentication is supported over 9.4 or later 9.12.1 or later
NVMe/TCP between a Oracle Linux host and an
ONTAP controller
NVMe/TCP is a fully supported enterprise feature 9.0 or later 9.10.1 or later
NVMe/TCP provides namespaces using the native 8.2 or later 9.10.1 or later
nvme-cli package
NVMe and SCSiI traffic is supported on the same host 7.7 or later 9.4 or later

using NVMe multipath for NVMe-oF namespaces and
dm-multipath for SCSI LUNs

@ The NetApp sanlun host utility isn’t supported for NVMe-oF. Instead, you can use the NetApp
plug-in included in the native nvme-c11i for all NVMe-oF transports.

ONTAP supports the following SAN host features regardless of the ONTAP version running on your system
setup.

Feature Oracle Linux host
version

The native udev rule in the nvme-c1i package provides queue-depth load 9.6 or later

balancing for NVMe multipathing

SAN booting is enabled using the NVMe/FC protocol 9.5 or later

In-kernel NVMe multipathing for NVMe namespaces is enabled by default 8.3 or later

The nvme-c1li package includes auto-connect scripts removing the need for 8.3 or later

third-party scripts

The native udev rule in the nvme-c11i package provides round-robin load 8.3 or later
balancing for NVMe multipathing

@ For details on supported configurations, see the Interoperability Matrix Tool.

What’s next

If your Oracle Linux version is .. Learn about ..

9 series Configuring NVMe for Oracle Linux 9.x
8 series Configuring NVMe for Oracle Linux 8.x
7 series Configuring NVMe for Oracle Linux 7.x

Related information
Learn about managing NVMe protocols


https://mysupport.netapp.com/matrix/
nvme-ol-9x.html
nvme-ol-8x.html
nvme-ol-7x.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html

Configure Oracle Linux 9.x with NVMe-oF for ONTAP storage

Oracle Linux hosts support the NVMe over Fibre Channel (NVMe/FC) and NVMe over

TCP (NVMe/TCP) protocols with Asymmetric Namespace Access (ANA). ANA provides
multipathing functionality equivalent to asymmetric logical unit access (ALUA) in iSCSI

and FCP environments.

Learn how to configure NVMe over Fabrics (NVMe-oF) hosts for Oracle Linux 9.x. For more support and
feature information, see Oracle Linux ONTAP support and features.

NVMe-oF with Oracle Linux 9.x has the following known limitation:
* The nvme disconnect-all command disconnects both root and data filesystems and might lead to

system instability. Do not issue this on systems booting from SAN over NVMe-TCP or NVMe-FC
namespaces.

Step 1: Optionally, enable SAN booting

You can configure your host to use SAN booting to simplify deployment and improve scalability. Use the
Interoperability Matrix Tool to verify that your Linux OS, host bus adapter (HBA), HBA firmware, HBA boot
BIOS, and ONTAP version support SAN booting.

Steps
1. Create a NVMe namespace and map it to the host.

2. Enable SAN booting in the server BIOS for the ports to which the SAN boot namespace is mapped.
For information on how to enable the HBA BIOS, see your vendor-specific documentation.

3. Reboot the host and verify that the OS is up and running.

Step 2: Install Oracle Linux and NVMe software and verify your configuration

Use the following procedure to validate the minimum supported Oracle Linux 9.x software versions.

Steps

1. Install Oracle Linux 9.x on the server. After the installation is complete, verify that you are running the
specified Oracle Linux 9.x kernel.

uname -—r

Example Oracle Linux kernel version:

6.12.0-1.23.3.2.el%uek.x86 64

2. Install the nvme-c1i package:

rpm -galgrep nvme-cli
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The following example shows an nvme-cli package version:

nvme-cli-2.11-5.e19.x86 64

3. Install the 1ibnvme package:

rpm -galgrep libnvme

The following example shows an 1ibnvme package version:

libnvme-1.11.1-1.e19.x86 64

4. On the Oracle Linux 9.x host, check the hostnqgn string at /etc/nvme/hostngn:

cat /etc/nvme/hostngn

The following example shows an hostngn version:

ngn.2014-08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1-3a68dd6lalcb

5. On the ONTAP system, verify that the hostngn string matches the hostnagn string for the corresponding
subsystem on the ONTAP storage system:

vserver nvme subsystem host show -vserver vs 203
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Show example

Vserver Subsystem Priority Host NQN

vs 203 Nvmel regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
NvmelO regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8dl-3a68dd6lalcb
Nvmell regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8dl1-3a68dd6lalcb
Nvmel2 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
Nvmel3 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
Nvmel4 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb

If the hostnan strings don’t match, you can use the vserver modify command to update
the hostngn string on your corresponding ONTAP array subsystem to match the hostngn
string from /etc/nvme/hostngn on the host.

Step 3: Configure NVMe/FC and NVMe/TCP

Configure NVMe/FC with Broadcom/Emulex or Marvell/QLogic adapters, or configure NVMe/TCP using
manual discovery and connect operations.
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NVMe/FC - Broadcom/Emulex
Configure NVMe/FC for a Broadcom/Emulex adapter.

Steps
1. Verify that you're using the supported adapter model:
a. Display the model names:
cat /sys/class/scsi host/host*/modelname

You should see the following output:

LPe36002-M64-D
LPe36002-M64-D

b. Display the model descriptions:

cat /sys/class/scsi_host/host*/modeldesc

You should see an output similar to the following example:

Fmulex LPe36002-M64-D 2-Port 64Gb Fibre Channel Adapter
Emulex LPe36002-M64-D 2-Port 64Gb Fibre Channel Adapter

2. Verify that you are using the recommended Broadcom 1pfc firmware and inbox driver:

a. Display the firmware version:

cat /sys/class/scsi_host/host*/fwrev

The following example shows firmware versions:

14.4.576.17, sli-4:6:d
14.4.576.17, sli-4:6:d

b. Display the inbox driver version:

cat /sys/module/lpfc/version

The following example shows a driver version:



28

0:14.4.0.8

For the current list of supported adapter driver and firmware versions, see the Interoperability

Matrix Tool.

. Verify that 1pfc_enable fc4 typeis setto 3:

cat /sys/module/lpfc/parameters/lpfc enable fcd4 type

. Verify that you can view your initiator ports:

cat /sys/class/fc _host/host*/<port name>

The following example shows port identities:

0x2100f4c7aa9d7chc
0x2100f4c7aa9d7c5d

. Verify that your initiator ports are online:

cat /sys/class/fc host/host*/port state

You should see the following output:

Online

Online

. Verify that the NVMe/FC initiator ports are enabled and that the target ports are visible:

cat /sys/class/scsi_host/host*/nvme info
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Show example

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO0 WWPN x100000620b3c0869 WWNN

DID x080e00
NVME RPORT
DID x021401
NVME RPORT
DID x02141f
NVME RPORT
DID x021429
NVME RPORT
DID x021003
NVME RPORT
DID x02100f
NVME RPORT
DID x021015

ONLINE

WWPN x2001d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e2d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2011d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2002d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e4d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2012d03%eabac36f
TARGET DISCSRVC ONLINE

NVME Statistics

LS:
LS XMIT:

Err 00000005

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x200000620b3c0869

x2000d039%eabac36f

x20e1d03%eabac36f

x2010d039%eabac36f

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d039%eabac36f

Xmt 0000027ccf Cmpl 0000027cca Abort 00000014
xb 00000014 Err 00000014

Total FCP Cmpl 00000000000613ff Issue 00000000000613fc OutIO
fffffffffffffffd

abort 00000007 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000

FCP CMPL:

xb 0000000a Err 00000004

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x100000620b3c086a

DID x080000
NVME RPORT
DID x021501
NVME RPORT
DID x02150f
NVME RPORT
DID x021515
NVME RPORT
DID x02110b
NVME RPORT
DID x02111f
NVME RPORT
DID x021129

ONLINE

WWPN x2004d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e3d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2014d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2003d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e5d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2013d03%eabac36f
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x200000620b3c086a

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d039%eabac36f

x2000d039%eabac36f

x20e1d039%eabac36f

%x2010d039%eabac36f
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LS: Xmt 0000027ca3 Cmpl 0000027ca2 Abort 00000017
LS XMIT: Err 00000001 CMPL: xb 00000017 Err 00000017
Total FCP Cmpl 000000000006369d Issue 000000000006369a OutIO
fEfffffffffffffd

abort 00000007 noxri 00000000 nondlp 00000011 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000008 Err 0000000c

NVMe/FC - Marvell/QLogic
Configure NVMe/FC for a Marvell/QLogic adapter.

Steps
1. Verify that you are running the supported adapter driver and firmware versions:

cat /sys/class/fc _host/host*/symbolic name

The follow example shows driver and firware versions:

QLE2872 FW:v9.15.03 DVR:v10.02.09.300-k

2. Verify that g12xnvmeenable is set. This enables the Marvell adapter to function as an NVMe/FC
initiator:

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

The expected output is 1.

NVMe/TCP

The NVMe/TCP protocol doesn’t support the auto-connect operation. Instead, you can discover the
NVMe/TCP subsystems and namespaces by performing the NVMe/TCP connect or connect-all
operations manually.

Steps

1. Verify that the initiator port can fetch the discovery log page data across the supported NVMe/TCP
LIFs:

nvme discover -t tcp -w host-traddr -a traddr



Show example

nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.58

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9%019b3eellf09dcad03%eabac370:discovery
traddr: 192.168.31.99

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.30.99

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9%019b3eellf09dcad03%eabac370:discovery
traddr: 192.168.31.98

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tecp

adrfam: ipv4
subtype: current discovery subsystem

31



32

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9b19b3eell1f09dcad039%eabac370:discovery
traddr: 192.168.30.98

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9%p19b3eellf09dcad039%eabac370:subsystem.subs

ys_kvm
traddr: 192.168.31.99
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 6

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9b19b3eellf09dcad039%eabac370:subsystem.subs

ys_kvm
traddr: 192.168.30.99
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 7

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9%p19b3eellf09dcad039%eabac370:subsystem.subs
ys_kvm

traddr: 192.168.31.98



eflags: none
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9%019b3eellf09dcad039%eabac370:subsystem. subs

ys_ kvm
traddr: 192.168.30.98
eflags: none

sectype: none

2. Verify that the other NVMe/TCP initiator-target LIF combinations can successfully fetch discovery log
page data:

nvme discover -t tcp -w host-traddr -a traddr

Show example

nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.58
nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.59
nvme discover -t tcp -w 192.168.31.10 -a 192.168.31.58
nvme discover -t tcp -w 192.168.31.10 -a 192.168.31.59

3. Run the nvme connect-all command across all the supported NVMe/TCP initiator-target LIFs
across the nodes:

nvme connect-all -t tcp -w host-traddr -a traddr

Show example

nvme connect-all -t tcp -w 192.168.30.10 -a 192.168.30.58
nvme connect-all -t tcp -w 192.168.30.10 -a 192.168.30.59
nvme connect-all -t tcp -w 192.168.31.10 -a 192.168.31.58
nvme connect-all -t tcp -w 192.168.31.10 -a 192.168.31.59



Beginning with Oracle Linux 9.4, the setting for the NVMe/TCP ctrl loss tmo
timeout is automatically set to "off". As a result:

* There are no limits on the number of retries (indefinite retry).

@ * You don’t need to manually configure a specific ctrl loss tmo timeout duration
when using the nvme connect or nvme connect-all commands (option -l ).

» The NVMe/TCP controllers don’t experience timeouts in the event of a path failure and
remain connected indefinitely.

Step 4: Optionally, modify the iopolicy in the udev rules

The Oracle Linux 9.x the host sets the default iopolicy for NVMe-oF to round-robin. Beginning with Oracle
Linux 9.6, you can change the iopolicy to queue-depth by modifying the udev rules file.

Steps
1. Open the udev rules file in a text editor with root privileges:

/usr/lib/udev/rules.d/71-nvmf-netapp.rules
You should see the following output:
vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. Find the line that sets iopolicy for the NetApp ONTAP Controller.

The following example shows an example rule:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. Modify the rule so that round-robin becomes queue-depth:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. Reload the udev rules and apply the changes:

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

9. Verify the current iopolicy for your subsystem. Replace <subsystem>, for example, nvme-subsys0.
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cat /sys/class/nvme-subsystem/<subsystem>/iopolicy
You should see the following output:

queue-depth.

@ The new iopolicy applies automatically to matching NetApp ONTAP Controller devices. No
reboot is required.

Step 5: Optionally, enable 1MB /O for NVMe/FC

ONTAP reports a Max Data Transfer Size (MDTS) of 8 in the Identify Controller data. This means the maximum
I/0 request size can be up to 1MB. To issue I/O requests of size 1MB for a Broadcom NVMe/FC host, you
should increase the 1pfc value of the 1pfc sg seg cnt parameter to 256 from the default value of 64.

@ These steps don’t apply to Qlogic NVMe/FC hosts.

Steps
1. Setthe 1pfc_sg_seg cnt parameter to 256:

cat /etc/modprobe.d/lpfc.conf
You should see an output similar to the following example:
options lpfc lpfc sg seg cnt=256

2. Run the dracut -f command, and reboot the host.

3. Verify that the value for 1pfc_sg_seg_cnt is 256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

Step 6: Verify NVMe boot services

Beginning with Oracle Linux 9.5, the nvmefc-boot-connections.service and nvmf-
autoconnect.service boot services included in the NVMe/FC nvme-c1i package are automatically
enabled when the system boots.

After booting completes, verify that the nvme fc-boot-connections.service and nvmf-
autoconnect.service boot services are enabled.

Steps
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1.

Verify that nvmf-autoconnect.service is enabled:

systemctl status nvmf-autoconnect.service

Show example output

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically

during boot
Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)
Active: inactive (dead) since Tue 2025-10-07 09:48:11
week 0 days ago
Main PID: 2620 (code=exited, status=0/SUCCESS)
CPU: 19ms

Oct 07 09:48:11 R650xs-13-211 systemd[1l]: Starting Connect
subsystems automatically during boot...

Oct 07 09:48:11 R650xs-13-211 systemd[1]: nvmf-autoconnect.
Deactivated successfully.

Oct 07 09:48:11 R650xs-13-211 systemd[1l]: Finished Connect

subsystems automatically during boot.

2. Verify that nvme fc-boot-connections.service is enabled:
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EDT; 1

NVMe-oF

service:

NVMe-oF



Show example output

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-10-07 09:47:07 EDT,; 1
week 0 days ago

Main PID: 1651 (code=exited, status=0/SUCCESS)
CPU: 14ms

Oct 07 09:47:07 R650xs-13-211 systemd[1]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 07 09:47:07 R650xs5-13-211 systemd[1l]: Finished Auto-connect to
subsystems on FC-NVME devices found during boot.

Step 7: Verify the multipathing configuration

Verify that the in-kernel NVMe multipath status, ANA status, and ONTAP namespaces are correct for the
NVMe-oF configuration.

Steps
1. Verify that the in-kernel NVMe multipath is enabled:

cat /sys/module/nvme core/parameters/multipath

You should see the following output:

2. Verify that the appropriate NVMe-oF settings (such as, model set to NetApp ONTAP Controller and load
balancing iopolicy set to round-robin) for the respective ONTAP namespaces correctly reflect on the host:

a. Display the subsystems:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

You should see the following output:
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. Display the policy:

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

You should see the value set for iopolicy, for example:

queue-depth
queue-depth

3. Verify that the namespaces are created and correctly discovered on the host:

nvme list

Show example

Node Generic
Namespace Usage
/dev/nvmel02nl /dev/ngl02nl
Controller Ox1 2.25
9.17.1

/dev/nvmel02n2 /dev/ngl02n2
Controller 0x2 2.25
9.17.1

/dev/nvmel06nl /dev/nglO6énl
Controller Ox1 2.25
9.17.1

/dev/nvmel06n2 /dev/ngl06n2
Controller 0x2 2.25
9.17.1

Format

81LLgNYTindCAAAAAAAk NetApp ONTAP
GB / 5.37 GB 4 KiB + 0 B

81LLGNYTindCAAAAAAAk NetApp ONTAP
GB / 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAs NetApp ONTAP
GB / 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAs NetApp ONTAP
GB / 5.37 GB 4 KiB + 0 B

4. Verify that the controller state of each path is live and has the correct ANA status:
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NVMe/FC

nvme list-subsys /dev/nvmedn5

Show example

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.f9c6d0cb4fefl11£f08579d039%eaa8138c:discovery
hostngn=ngn.2014-08.org.nvmexpress:uuid:b1d9%5cd0-1f7c-1lec-b8dl-
3a68dd6lalcb \ +- nvme2 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd03%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live optimized

+- nvme8 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd03%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7c5d live non-optimized

+- nvme?2 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd03%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5c live non-optimized

+- nvme8 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7c5d live optimized

NVMe/TCP

nvme list-subsys /dev/nvmelnl
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Show example

nvme-subsys98 - NQN=ngn.1992-
08.com.netapp:sn.f9c6d0cb4fefl1£f08579d039%eaa8138c:subsystem.Nvme
9
hostngn=ngn.2014-

08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
\

+- nvmelO0 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd03%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7c5d live non-optimized

+- nvmelOl fc traddr=nn-0x201ad039%eabac36f:pn-
0x201cd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live non-optimized

+- nvme98 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live optimized

+- nvme99 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201led039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7c5d live optimized

[root@SR630-13-203 ~1#

5. Verify that the NetApp plug-in displays the correct values for each ONTAP namespace device:
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Column

nvme netapp ontapdevices -o column

Show example

Device Vserver Namespace Path NSID UUID
Size

/dev/nvmel02nl  vs_ 203 /vol/Nvmevol35/ns35 1
00e760c9-ed4ca-4d9f-bl1d4-e9a930b£53c0 5.37GB

/dev/nvmel02n2 vs 203 /vol/Nvmevol83/ns83 2

1£fa97524-7dc2-4dbc-b4cf-5dda%9e7095c0 5.37GB

JSON

nvme netapp ontapdevices -0 json

Show example

"ONTAPdevices": [
{

"Device":"/dev/nvmellnl",
"Vserver":"vs 203",
"Namespace Path":"/vol/Nvmevoll6/nslé",
"NSID":1,
"UUID":"18a88771-8b5b-4eb7-bff0-2ae261£488e4",
"LBA Size":409¢,
"Namespace Size":5368709120,
"UsedBytes":2262282240,
"Version":"9.17.1"

}

Step 8: Set up secure in-band authentication

Secure in-band authentication is supported over NVMe/TCP between a Oracle Linux 9.x host and an ONTAP
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controller.

Each host or controller must be associated with a DH-HMAC-CHAP key to set up secure authentication. A DH-
HMAC-CHAP key is a combination of the NQN of the NVMe host or controller and an authentication secret
configured by the administrator. To authenticate its peer, an NVMe host or controller must recognize the key
associated with the peer.

Steps

Set up secure in-band authentication using the CLI or a config JSON file. Use a config JSON file if you need to
specify different dhchap keys for different subsystems.
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CLI
Set up secure in-band authentication using the CLI.

1. Obtain the host NQN:

cat /etc/nvme/hostngn

2. Generate the dhchap key for the Linux host.

The following output describes the gen-dhchap-key command paramters:

nvme gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

In the following example, a random dhchap key with HMAC set to 3 (SHA-512) is generated.

# nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c4c04£f425633

DHHC-
1:03:xhAfbADSIVLZDx1VbmMFEOASJZ3F/ERGTXhHZzZQJKgkYkTbPI9dhRyVtr4dBD+SG
1iAJO3by4FbnVtovlLmk+86+nNc6ok=:

3. On the ONTAP controller, add the host and specify both dhchap keys:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. A host supports two types of authentication methods, unidirectional and bidirectional. On the host,
connect to the ONTAP controller and specify dhchap keys based on the chosen authentication
method:
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. Validate the nvme connect authentication command by verifying the host and controller
dhchap keys:

a. Verify the host dhchap keys:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

Show example output for a unidirectional configuration

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-

1:03:Y5VKKESgmt TGNdX842qemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKoORp6AWGkw=":

DHHC-

1:03:Y5VkKkESgmtTGNAX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VKkkESgmt TGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngqErgt3TIQKP5Fbjje\/JSBO]G
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

b. Verify the controller dhchap keys:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



Show example output for a bidirectional configuration

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:frpL1TrnOYtcWDxPzgd4ccxUlUrH2FjV7hYw5s2XEDB+10+TJMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzgd4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzgd4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzgd4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

JSON

When multiple NVMe subsystems are available on the ONTAP controller configuration, you can use the
/etc/nvme/config. json file with the nvme connect-all command

Use the -o option to generate the JSON file. See the NVMe connect-all manual pages for more syntax
options.

1. Configure the JSON file:
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46

Show example

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-
5410-8048-c4c04£425633",
"hostid":"4c4c4544-0056-5410-8048-c4c04£425633",
"dhchap key":"DHHC-
1:01:nFg06gVOFNpXqoiLOF0L+swULQpZU/PjU9v/McDeJHJTZF1F: ",
"subsystems": [
{

"ngn":"ngqn.1992-
08.com.netapp:sn.09035a8d8c8011f0ac0fd039%eabac370:subsystem.subs
ys",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.30.69",

"host traddr":"192.168.30.10",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:n3F8d+bvxKW/s+1EhgXaOohI2sxrQ9iLutzduuFg49JgdjjaFtTpDS09kQ1
/bvZij+Bo3rdHh3xPXeP6adxyhcRygdds=:"

@ In the preceding example, dhchap key corresponds to dhchap secret and
dhchap ctrl key corresponds to dhchap ctrl secret

2. Connect to the ONTAP controller using the config JSON file:
nvme connect-all -J /etc/nvme/config.json

3. Verify that the dhchap secrets have been enabled for the respective controllers for each subsystem:

a. Verify the host dhchap keys:

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret



The following example shows a dhchap key:
DHHC-1:01:nFg06gV0FNpXqoiLOFOL+swULQpZU/PjU9v/McDeJH]TZF1F:
b. Verify the controller dhchap keys:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

You should see an output similar to the following example:

DHHC-
1:03:n3F8d+bvxKW/s+1EhgXaOohI2sxrQ9iLutzduuFg49JgdjjaFtTpDS09kQ1l/
bvZj+Bo3rdHh3xPXeP6adxyhcRygdds=:

Step 9: Review the known issues

There are no known issues.

Configure Oracle Linux 8.x with NVMe-oF for ONTAP storage

Oracle Linux hosts support the NVMe over Fibre Channel (NVMe/FC) and NVMe over

TCP (NVMe/TCP) protocols with Asymmetric Namespace Access (ANA). ANA provides
multipathing functionality equivalent to asymmetric logical unit access (ALUA) in iSCSI

and FCP environments.

Learn how to configure NVMe over Fabrics (NVMe-oF) hosts for Oracle Linux 8.x. For more support and
feature information, see Oracle Linux ONTAP support and features.

NVMe-oF with Oracle Linux 8.x has the following known limitations:

* SAN booting using the NVMe-oF protocol is not supported.

* NetApp sanlun host utility support isn’t available for NVMe-oF on an Oracle Linux 8.x host. Instead, you
can rely on the NetApp plug-in included in the native nvme-c1i package for all NVMe-oF transports.

* For Oracle Linux 8.2 and earlier, native NVMe/FC auto-connect scripts are not available in the nvme-cli
package. Use the HBA vendor provided external auto-connect scripts.

» For Oracle Linux 8.2 and earlier, round-robin load balancing is not enabled by default for NVMe
multipathing. To enable this functionality, go to the step for writing a udev rule.

Step 1: Install Oracle Linux and NVMe software and verify your configuration
Use the following procedure to validate the minimum supported Oracle Linux 8.x software versions.

Steps
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. Install Oracle Linux 8.x on the server. After the installation is complete, verify that you are running the

specified Oracle Linux 8.x kernel.

uname -—-r

Example Oracle Linux kernel version:

5.15.0-206.153.7.1.el8uek.x86 64

. Install the nvme-c1i package:

rpm -galgrep nvme-cli

The following example shows an nvme-c1i package version:

nvme-cli-1.16-9.e18.x86 64

For Oracle Linux 8.2 and earlier, add the following string as a separate udev rule for
/lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules. This enables round-robin load
balancing for NVMe multipath.

cat /lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules

Enable round-robin for NetApp ONTAP

ACTION=="add", SUBSYSTEMS=="nvme-subsystem", ATTRS{model}=="NetApp ONTAP
Controller", ATTR{iopolicy}="round-robin"

. On the Oracle Linux 8.x host, check the hostngn string at /etc/nvme/hostngn:

cat /etc/nvme/hostngn

The following example shows an hostngn version:

ngn.2014-08.org.nvmexpress:uuid:edd38060-00£f7-47aa-a9%dc-4d8ael0cd969a

. On the ONTAP system, verify that the hostngn string matches the hostngn string for the corresponding

subsystem on the ONTAP storage system:

vserver nvme subsystem host show -vserver vs coexistence LPE36002



Show example

Vserver Subsystem Priority Host NQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a%dc-4d8ae0cd969%a
nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a%dc-4d8ae0cd969%a
nvme?2
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a%dc-4d8ae0cd969%a
nvme3
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a%dc-4d8ae0cd969%a
4 entries were displayed.

If the hostngn strings don’t match, use the vserver modify command to update the
hostngn string on your corresponding ONTAP array subsystem to match the hostngn
string from /etc/nvme/hostngn on the host.

6. Optionally, to run both NVMe and SCSI co-existent traffic on the same host, NetApp recommends using the
in-kernel NVMe multipath for ONTAP namespaces and dm-multipath for ONTAP LUNs respectively.
This should exclude the ONTAP namespaces from dm-multipath and prevent dm-multipath from
claiming the ONTAP namespace devices.

a. Add the enable foreign setting to the /etc/multipath.conf file.

cat /etc/multipath.conf
defaults {
enable foreign NONE

b. Restart the multipathd daemon to apply the new setting.

systemctl restart multipathd

Step 2: Configure NVMe/FC and NVMe/TCP

Configure NVMe/FC with Broadcom/Emulex or Marvell/QLogic adapters, or configure NVMe/TCP using
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manual discovery and connect operations.
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FC - Broadcom/Emulex
Configure NVMe/FC for a Broadcom/Emulex adapter.

Steps
1. Verify that you're using the supported adapter model:
a. Display the model names:
cat /sys/class/scsi host/host*/modelname

You should see the following output:

LPe36002-M64
LPe36002-M64

b. Display the model descriptions:

cat /sys/class/scsi_host/host*/modeldesc

You should see an output similar to the following example:

EFEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. Verify that you are using the recommended Broadcom 1pfc firmware and inbox driver:

a. Display the firmware version:

cat /sys/class/scsi_host/host*/fwrev

The following example shows firmware versions:

14.4.317.10, sli-4:6:d
14.4.317.10, sli-4:6:d

b. Display the inbox driver version:

cat /sys/module/lpfc/version

The following example shows a driver version:
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0:14.2.0.13

For the current list of supported adapter driver and firmware versions, see the Interoperability

Matrix Tool.

- Verify that 1pfc_enable fc4 typeis setto "3"

cat /sys/module/lpfc/parameters/lpfc enable fcd4 type

. Verify that you can view your initiator ports:

cat /sys/class/fc _host/host*/<port name>

The following example shows port identities:

0x100000109p0£0449c
0x1000001090£0449d

. Verify that your initiator ports are online:

cat /sys/class/fc host/host*/port state

You should see the following output:

Online

Online

. Verify that the NVMe/FC initiator ports are enabled and that the target ports are visible:

cat /sys/class/scsi_host/host*/nvme info


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

Show example

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109bf0449c WWNN x200000109bf0449c
DID x061500 ONLINE

NVME RPORT WWPN x200bd039%eab31e9c WWNN x2005d039%9eab31le9c
DID x020e06 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2006d039%eab31e9c WWNN x2005d039%9eab3lefdc

DID x020a0a TARGET DISCSRVC ONLINE
NVME Statistics
LS: Xmt 000000002c Cmpl 000000002c Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000000008ffe8 Issue 000000000008ffb9 OutIO
ffffffffffffffdl
abort 0000000c noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 0000000c Err 0000000c
NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT 1lpfcl WWPN x1000001090f0449d WWNN x200000109bf0449d
DID x062d00 ONLINE

NVME RPORT WWPN x201£fd039%ecab3le9c WWNN x2005d039eab3ledc
DID x02090a TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200cd039%eab31e9c WWNN x2005d039%9eab31le9c

DID x020d06 TARGET DISCSRVC ONLINE
NVME Statistics
LS: Xmt 0000000041 Cmpl 0000000041 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000936bf Issue 000000000009369a OutIO
ffffffffffffffdo
abort 00000016 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000016 Err 00000016

FC - Marvell/QLogic
Configure NVMe/FC for a Marvell/QLogic adapter.

Steps
1. Verify that you are running the supported adapter driver and firmware versions:

cat /sys/class/fc _host/host*/symbolic_ name
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The follow example shows driver and firware versions:

QLE2772 FW:v9.15.00 DVR:v10.02.09.100-k
QLE2772 FW:v9.15.00 DVR:v10.02.09.100-k

2. Verify that g12xnvmeenable is set. This enables the Marvell adapter to function as an NVMe/FC
initiator:

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

The expected output is 1.

TCP

The NVMe/TCP protocol doesn’t support the auto-connect operation. Instead, you can discover the
NVMe/TCP subsystems and namespaces by performing the NVMe/TCP connect or connect-all
operations manually.

1. Verify that the initiator port can fetch the discovery log page data across the supported NVMe/TCP
LIFs:

nvme discover -t tcp -w <host-traddr> -a <traddr>



Show example

nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.24 Discovery
Log Number of Records 20, Generation counter 45

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%ab8d03%eab3le9d:discovery
traddr: 192.168.6.25

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac211ef9ab8d039%eab31e9d:discovery
traddr: 192.168.5.24

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%9ab8d039%ab3le9d:discovery
traddr: 192.168.6.24

sectype: none

trtype: tecp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef9%ab8d039%ab3le9d:discovery
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traddr: 192.168.5.25
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 6

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e6b6ac2llef%ab8d039%eab31e9d:subsystem.nvme
_tcp 4

traddr: 192.168.6.25
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac21llef%ab8d039%eab31e9d:subsystem.nvme
tcp 4

2. Verify that all other NVMe/TCP initiator-target LIF combinations can successfully fetch discovery log
page data:

nvme discover -t tcp -w <host-traddr> -a <traddr>

Show example

nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.24
nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.25
nvme discover -t tcp -w 192.168.5.1 -a 192.168.5.24
nvme discover -t tcp -w 192.168.5.1 -a 192.168.5.25

3. Run the nvme connect-all command across all the supported NVMe/TCP initiator-target LIFs
across the nodes:



nvme connect-all -t tcp -w host-traddr -a traddr -1
<ctrl loss timeout in seconds>

Show example

nvme connect-all -t tcp -w 192.168.5.1 -a 192.168.5.24
=1 =i
nvme connect-all -t tcp -w 192.168.5.1 -a 192.168.5.25
=1 =i
nvme connect-all -t tcp -w 192.168.6.1 -a 192.168.6.24
=1 =i
nvme connect-all -t tcp -w 192.168.6.1 -a 192.168.6.25
=1 =i

@ NetApp recommends setting the ctr1-loss-tmo option to -1 so that the NVMe/TCP
initiator attempts to reconnect indefinitely in the event of a path loss.

Step 3: Optionally, enable 1MB I/O for NVMe/FC

ONTAP reports a Max Data Transfer Size (MDTS) of 8 in the Identify Controller data. This means the maximum
I/0 request size can be up to 1MB. To issue I/O requests of size 1MB for a Broadcom NVMe/FC host, you
should increase the 1pfc value of the 1pfc_sg seg cnt parameter to 256 from the default value of 64.

@ These steps don’t apply to Qlogic NVMe/FC hosts.

Steps
1. Setthe 1pfc_sg seg cnt parameter to 256:

cat /etc/modprobe.d/lpfc.conf
You should see an output similar to the following example:
options lpfc lpfc sg seg cnt=256

2. Run the dracut -f command, and reboot the host.

3. Verify that the value for 1pfc sg seg cnt is 256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt
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Step 4: Verify the multipathing configuration

Verify that the in-kernel NVMe multipath status, ANA status, and ONTAP namespaces are correct for the
NVMe-oF configuration.

Steps
1. Verify that the in-kernel NVMe multipath is enabled:

cat /sys/module/nvme core/parameters/multipath

You should see the following output:

2. Verify that the appropriate NVMe-oF settings (such as, model set to NetApp ONTAP Controller and load
balancing iopolicy set to round-robin) for the respective ONTAP namespaces correctly reflect on the host:

a. Display the subsystems:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

You should see the following output:

NetApp ONTAP Controller
NetApp ONTAP Controller

b. Display the policy:

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

You should see the following output:

round-robin

round-robin

3. Verify that the namespaces are created and correctly discovered on the host:

nvme list
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Show example

/dev/nvmeOnl 814vWBNRwfOHAAAAAAABR NetApp ONTAP Controller
/dev/nvmeOn2 814vWBNRwf9HAAAAAAAB NetApp ONTAP Controller
/dev/nvmeOn3 814vWBNRwfOHAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 85.90 GB / 85.90 GB 4 KiB + 0 B FFFFFFEF
85.90 GB / 85.90 GB 24 KiB + 0 B FFFFFFFF

3 85.90 GB / 85.90 GB 4 KiB + 0 B FFFFFFFF

4. Verify that the controller state of each path is live and has the correct ANA status:

nvme list-subsys /dev/nvmeOnl

Show NVMe/FC example

nvme-subsys0 - NQN=ngn.1992- 08.com.netapp:
4b4d82566aabllef9ab8d039%eabl3le9d: subsystem.nvme\

+- nvmel fc traddr=nn-0x2038d039%eab3le9c:pn-0x203ad039%eab3lelc
host traddr=nn-0x200034800d756a89:pn-0x210034800d756a89 live
optimized

+- nvme2 fc traddr=nn-0x2038d039%eab3le9c:pn-0x203cd039%eab3ledc
host traddr=nn-0x200034800d756a88:pn-0x210034800d756a88 live
optimized

+- nvme3 fc traddr=nn-0x2038d039%eab31e9c:pn-0x203ed039%eab31e9c
host traddr=nn-0x200034800d756a89:pn-0x210034800d756a89 live non-
optimized

+- nvme7 fc traddr=nn-0x2038d03%eab31e9c:pn-0x2039d039%eab31e9c
host traddr=nn-0x200034800d756a88:pn-0x210034800d756a88 live non-
optimized



Show NVMe/TCP example

nvme-subsys0 - NQN=ngn.1992- 08.com.netapp:
sn.e6c438e66ac2llef9ab8d03%eab3le9d:subsystem.nvme tcp 4

\
+- nvmel tep traddr=192.
host traddr=192.168.5.1

168.5.25 trsvcid=4420
src_addr=192.168.5.1 live

+- nvmelO tecp traddr=192.168.6.24 trsvcid=4420

host traddr=192.168.6.1
+- nvme2 tecp traddr=192.
host traddr=192.168.5.1
+- nvme9 tep traddr=192.
host traddr=192.168.6.1

src _addr=192.168.6.1 live
168.5.24 trsvcid=4420
src _addr=192.168.5.1 live
168.6.25 trsvcid=4420
src_addr=192.168.6.1 live

optimized

optimized

non-optimized

non-optimized

5. Verify that the NetApp plug-in displays the correct values for each ONTAP namespace device:
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Column

nvme netapp ontapdevices -o column

Show example

Device Vserver Namespace Path
NSID UUID Size
/dev/nvmelOnl vs_coexistence QLE2772

/vol/fcnvme 1 1 0/fcnvme ns 1 159f9f88-be00-4828-aef6-
197d289d4bd9 10.74GB

/dev/nvmelOn?2 vs_coexistence QLE2772

/vol/fcnvme 1 1 1/fcnvme ns 2 2clef769-10c0-497d-86d7-
e8481lled2dfe 10.74GB

/dev/nvmelOn3 vs coexistence QLE2772

/vol/fcnvme 1 1 2/fcnvme ns 3 9b49bfla-8al08-4fa8-bafl-

bec6332ad5a4 10.74GB

JSON

nvme netapp ontapdevices -0 json
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Show example

"ONTAPdevices" : |

{
"Device" : "/dev/nvmeOnl",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 0/fcnvme ns",
"NSID" : 1,
"UUID" : "159f9f88-be00-4828-aef6-197d289d4bdo",
"Size" : "10.74GB",
"LBA Data Size" : 4009¢,
"Namespace Size" : 2621440

by

{
"Device" : "/dev/nvmeOn2",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 1/fcnvme ns",
"NSID" : 2,
"UUID" : "2clef769-10c0-497d-86d7-e84811led2df6",
"Size" : "10.74GBR",
"LBA Data Size" : 4009¢,
"Namespace Size" : 2621440

by

{
"Device" : "/dev/nvmeOn4",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 3/fcnvme ns",
"NSID" : 4,
"UUID" : "£3572189-2968-41bc-972a-9%eed442dfaed7",
"Size" : "10.74GB",
"LBA Data Size" : 4096,
"Namespace Size" : 2621440

by

Step 5: Optionally, enable 1MB 1/O size

ONTAP reports a Max Data Transfer Size (MDTS) of 8 in the Identify Controller data. This means the maximum
I/0 request size can be up to 1MB. To issue I/O requests of size 1MB for a Broadcom NVMe/FC host, you
should increase the 1pfc value of the 1pfc sg seg cnt parameter to 256 from the default value of 64.

@ These steps don’t apply to Qlogic NVMe/FC hosts.

Steps
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1. Setthe 1pfc_sg _seg cnt parameter to 256:

cat /etc/modprobe.d/lpfc.conf

You should see an output similar to the following example:

options lpfc lpfc sg seg cnt=256

2. Run the dracut -f command, and reboot the host.

3. Verify that the value for 1pfc_sg_seg cnt is 256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Step 6: Review the known issues

These are the known issues:

NetApp Bug ID Title Description

1479047 Oracle Linux 8.x NVMe-oF hosts create On NVMe-oF hosts, you can use the nvme
duplicate Persistent Discovery Controllers giscover -p command to create PDCs.
(PDCs) When this command is used, only one

PDC should be created per initiator-target
combination. However, if you are running

Oracle Linux 8.x with an NVMe-oF host, a
duplicate PDC is created each time nvme
discover -p is executed. This leads to

unnecessary usage of resources on both

the host and the target.

Configure Oracle Linux 7.x with NVMe-oF for ONTAP storage

Oracle Linux hosts support the NVMe over Fibre Channel (NVMe/FC) and NVMe over

TCP (NVMe/TCP) protocols with Asymmetric Namespace Access (ANA). ANA provides
multipathing functionality equivalent to asymmetric logical unit access (ALUA) in iSCSI

and FCP environments.

Learn how to configure NVMe over Fabrics (NVMe-oF) hosts for Oracle Linux 7.x. For more support and
feature information, see Oracle Linux ONTAP support and features.

NVMe-oF with Oracle Linux 7.x has the following known limitations:

* SAN booting using the NVMe-oF protocol is not supported.

* NetApp sanlun host utility support isn’t available for NVMe-oF on an Oracle Linux 7.x host. Instead, you
can rely on the NetApp plug-in included in the native nvme-c1i package for all NVMe-oF transports.
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* Native NVMe/FC auto-connect scripts are not available in the nvme-cli package. Use the HBA vendor
provided external auto-connect scripts.

» Round-robin load balancing is not enabled by default for NVMe multipathing. To enable this functionality,
write a udev rule.

Step 1: Install Oracle Linux and NVMe software and verify your configuration

Use the following procedure to validate the minimum supported Oracle Linux 7.x software versions.

Steps
1. Install Oracle Linux 7.x on the server. After the installation is complete, verify that you are running the
specified Oracle Linux 7.x kernel.

uname -—-r

Example Oracle Linux kernel version:

5.4.17-2011.6.2.el7uek.x86 64

2. Install the nvme-c1i package:

rpm -ga | grep nvme-cli

The following example shows an nvme-c1i package version:

nvme-cli-1.8.1-3.el7.x86 64

3. Add the following string as a separate udev rule for /1ib/udev/rules.d/71-nvme-iopolicy-
netapp-ONTAP. rules. This enables round-robin load balancing for NVMe multipath.

cat /lib/udev/rules.d/71-nvme-iopolicy—-netapp-ONTAP.rules

Enable round-robin for NetApp ONTAP

ACTION=="add", SUBSYSTEMS=="nvme-subsystem", ATTRS{model}=="NetApp ONTAP
Controller", ATTR{iopolicy}="round-robin"

4. On the Oracle Linux 7.x host, check the hostngn string at /etc/nvme/hostngn:

cat /etc/nvme/hostngn

The following example shows an hostngn version:
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ngn.2014-08.org.nvmexpress:uuid:497ad959-e6d0-4987-8dc2-a89267400874

5. On the ONTAP system, verify that the hostngn string matches the hostnqgn string for the corresponding

subsystem on the ONTAP storage system:

*> vserver nvme subsystem host show -vserver vs nvme 10

Show example

Vserver Subsystem Host NON

ol 157 nvme ss 10 0
ngn.2014-08.org.nvmexpress:uuid:497ad959-e6d0-4987-8dc2-a89267400874

If the hostngn strings don’t match, use the vserver modify command to update the
hostnan string on your corresponding ONTAP array subsystem to match the hostngn
string from /etc/nvme/hostngn on the host.

6. Reboot the host.

Step 2: Configure NVMe/FC

Configure NVMe/FC for a Broadcom/Emulex adapter.

1. Verify that you're using the supported adapter model:

a. Display the model names:

cat /sys/class/scsi _host/host*/modelname

You should see the following output:

LPe32002-M2
LPe32002-M2

b. Display the model descriptions:

cat /sys/class/scsi host/host*/modeldesc

You should see an output similar to the following example:
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Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. Verify that 1pfc_enable fc4 type is setto "3"

cat /sys/module/lpfc/parameters/lpfc enable fcd4 type

3. Install the recommended Ipfc auto-connect scripts:

rpm -ivh nvmefc-connect-12.8.264.0-1.noarch.rpm

4. Verify that the auto-connect scripts are installed:

rpm —-ga | grep nvmefc

You should see the following output:

nvmefc-connect-12.8.264.0-1.noarch

5. Verify that your initiator ports are online:

a. Display the port name:

cat /sys/class/fc _host/host*/port name

You should see the following output:

0x10000090faelecol
0x10000090faeleco62

b. Display the port name:

cat /sys/class/fc host/host*/port state

You should see the following output:

Online

Online
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6. Verify that the NVMe/FC initiator ports are enabled and that the target ports are visible:
cat /sys/class/scsi _host/host*/nvme info

Show example

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 NVME 2947 SCSI 2947 ELS 250

NVME LPORT 1lpfcO WWPN x10000090faelec6l WWNN x20000090faelec6l DID
x012000 ONLINE

NVME RPORT WWPN x202d00a098c80£f09 WWNN x202c00a098c80f09 DID x010201
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x203100a098c80£f09 WWNN x202c00a098c80f09 DID x010601
TARGET DISCSRVC ONLINE

Step 3: Optionally, enable 1MB /O for NVMe/FC

ONTAP reports a Max Data Transfer Size (MDTS) of 8 in the Identify Controller data. This means the maximum
I/O request size can be up to 1MB. To issue I/O requests of size 1MB for a Broadcom NVMe/FC host, you
should increase the 1pfc value of the 1pfc _sg seg cnt parameter to 256 from the default value of 64.

@ These steps don’t apply to Qlogic NVMe/FC hosts.

Steps
1. Setthe 1pfc_sg seg cnt parameter to 256:

cat /etc/modprobe.d/lpfc.conf
You should see an output similar to the following example:
options lpfc lpfc sg seg cnt=256

2. Run the dracut -f command, and reboot the host.

3. Verify that the value for 1pfc_sg seg cnt is 256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Step 4: Verify the multipathing configuration

Verify that the in-kernel NVMe multipath status, ANA status, and ONTAP namespaces are correct for the
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NVMe-oF configuration.

Steps
1. Verify that the in-kernel NVMe multipath is enabled:

cat /sys/module/nvme core/parameters/multipath

You should see the following output:

2. Verify that the appropriate NVMe-oF settings (such as, model set to NetApp ONTAP Controller and load
balancing iopolicy set to round-robin) for the respective ONTAP namespaces correctly reflect on the host:

a. Display the subsystems:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

You should see the following output:

NetApp ONTAP Controller
NetApp ONTAP Controller

b. Display the policy:

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

You should see the following output:

round-robin

round-robin

3. Verify that the namespaces are created and correctly discovered on the host:

nvme list
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Show example

Node SN Model Namespace Usage Format FW Rev
/dev/nvmeOnl 80BADBKnB/JvAAAAAAAC NetApp ONTAP Controller 1 53.69 GB
/ 53.69 GB 4 KiB + 0 B FFFFFEFF

4. Verify that the controller state of each path is live and has the correct ANA status:

nvme list-subsys /dev/nvmeOnl

Show example

Nvme-subsysf0 - NQN=ngn.1992-
08.com.netapp:sn.341541339b9511e8a9%0500a098c80£09:subsystem.ol 157 n
vme _ss 10 0

\

+- nvmeO fc traddr=nn-0x202c00a098c80£f09:pn-0x202d00a098c80£09

host traddr=nn-0x20000090faelec6l:pn-0x10000090faeleco6l live
optimized

+- nvmel fc traddr=nn-0x207300a098dfdd91:pn-0x207600a098dfddo1l

host traddr=nn-0x200000109b1c1204:pn-0x100000109b1c1204 live
inaccessible

+- nvme2 fc traddr=nn-0x207300a098dfdd91:pn-0x207500a098dfdd9l

host traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live
optimized

+- nvme3 fc traddr=nn-0x207300a098dfdd91:pn-0x207700a098dfdd91 host
traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live inaccessible

5. Verify that the NetApp plug-in displays the correct values for each ONTAP namespace device:
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Column

nvme netapp ontapdevices -o column

Show example

Device Vserver Namespace Path

NSID UUID Size

/dev/nvmeOnl vs_nvme 10
/vol/rhel 141 vol 10 0/ol 157 ns 10 O 1 55baf453-f629-
4318-9364-bbaee3f50dad 53.69GB
JSON
nvme netapp ontapdevices -o json
Show example
{
"ONTAPdevices" : [
{
Device" : "/dev/nvmeOnl",
"Vserver" : "vs nvme 10",
"Namespace Path"
"/vol/rhel 141 vol 10 0/ol 157 ns 10 0",
"NSID" : 1,
"UUID"™ : "55bafd453-f629-4a18-9364-boaee3f50dad",
"Size" : "53.69GB",
"LBA Data Size" : 4096,
"Namespace Size" : 13107200

Step 5: Review the known issues

There are no known issues.

Proxmox
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Learn about ONTAP support and features for Proxmox hosts

Features supported for host configuration with NVMe over Fabrics (NVMe-oF) varies
based on your version of ONTAP and Proxmox.

ONTAP feature Proxmox host version ONTAP version
NVMe/TCP is a fully supported enterprise 9.0 9.10.1 or later
feature

Provides ONTAP details for both NVMe/FC 8.0 9.10.1 or later

and NVMe/TCP namespaces using the native
nvme-cli package.

NVMe and SCSI traffic is supported on the 8.0 9.4 or later
same host using NVMe multipath for NVMe-

oF namespaces and dm-multipath for SCSI

LUNs

ONTAP supports the following SAN host features regardless of the ONTAP version running on your system
setup.
Feature Proxmox host version

The nvme-c1i package includes auto-connect scripts removing the need 9.0
for third-party scripts

The native udev rule in the nvme-c1i package provides round-robin load 9.0
balancing for NVMe multipathing

Native NVMe multipathing is enabled by default 8.0

@ For details on supported configurations, see the Interoperability Matrix Tool.

What’s next

If your Proxmox VE version is .. Learn about ..

9 series Configuring NVMe for Proxmox VE 9.x
8 series Configuring NVMe for Proxmox VE 8.x

Related information

Learn about managing NVMe protocols

Configure Proxmox VE 9.x for NVMe-oF with ONTAP storage

The Proxmox VE 9.x host supports the NVMe over Fibre Channel (NVMe/FC) and NVMe
over TCP (NVMe/TCP) protocols with Asymmetric Namespace Access (ANA). ANA

provides multipathing functionality equivalent to asymmetric logical unit access (ALUA) in
ISCSI and FCP environments.

Learn how to configure NVMe over Fabrics (NVMe-oF) hosts for Proxmox VE 9.x. For more support and
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nvme-proxmox-ve-9x.html
nvme-proxmox-ve-8x.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html

feature information, see ONTAP support and features.
NVMe-oF with Proxmox VE 9.x has the following known limitation:

* The SAN boot configuration for NVMe-FC is not supported.

Step 1: Install Proxmox VE and NVMe software and verify your configuration

To configure your host for NVMe-oF you need to install the host and NVMe software packages, enable
multipathing, and verify your host NQN configuration.

Steps

1. Install Proxmox VE 9.x on the server. After the installation is complete, verify that you are running the
required Proxmox VE 9.x kernel:

uname -—-r

Example Proxmox VE 9.x kernel version:

6.14.8-2-pve

2. Install the nvme-c1i package:

apt list|grep nvme-cli

The following example shows an nvme-cl1i package version:

nvme-cli/stable,now 2.13-2 amdé64

3. Install the 1ibnvme package:

apt list|grep libnvme

The following example shows an 1ibnvme package version:

libnvme-dev/stable 1.13-2 amdé64

4. On the host, check the hostngn string at /etc/nvme/hostngn:

cat /etc/nvme/hostngn
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The following example shows a hostngn value:

ngn.2014-08.o0rg.nvmexpress:uuid:39333550-3333-4753-4844-32594d4a524c

5. On the ONTAP system, verify that the hostngn string matches the hostnagn string for the corresponding
subsystem on the ONTAP array:

::> vserver nvme subsystem host show -vserver vs proxmox FC NVMeFC

Show example

Vserver Subsystem Priority Host NQN

vs proxmox FC NVMeFC
sub 176
regular ngn.2014-
08.org.nvmexpress:uuid:39333550-3333-4753-4844-32594d4a4834
regular ngn.2014-
08.org.nvmexpress:uuid:39333550-3333-4753-4844-32594d4a524c
2 entries were displayed

If the hostnagn strings do not match, use the vserver modify command to update the
hostngn string on your corresponding ONTAP storage system subsystem to match the
hostngn string from /etc/nvme/hostngn on the host.

Step 2: Configure NVMe/FC and NVMe/TCP

Configure NVMe/FC with Broadcom/Emulex or Marvell/QLogic adapters, or configure NVMe/TCP using
manual discovery and connect operations.
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NVMe/FC - Broadcom/Emulex
Configure NVMe/FC for a Broadcom/Emulex adapter.

Steps
1. Verify that you are using the supported adapter model:
a. Display the model names:
cat /sys/class/scsi host/host*/modelname

You should see the following output:

SN1700E2P
SN1700E2P

b. Show the model descriptions:

cat /sys/class/scsi_host/host*/modeldesc

You should see an output similar to the following example:

HPE SN1700E 64Gb 2p FC HBA
HPE SN1700E 64Gb 2p FC HBA

2. Verify that you are using the recommended Broadcom 1pfc firmware and inbox driver:

a. Display the firmware version:

cat /sys/class/scsi_host/host*/fwrev

The command returns the firmware versions:

14.4.473.14, sli-4:6:d
14.4.473.14, sli-4:6:d

b. Display the inbox driver version:

cat /sys/module/lpfc/version

The following example shows a driver version:



0:14.4.0.7

For the current list of supported adapter driver and firmware versions, see the Interoperability Matrix
Tool.

3. Verify that 1pfc_enable fc4 type is setto 3:

cat /sys/module/lpfc/parameters/lpfc enable fcd4 type

4. Verify that you can view your initiator ports:

cat /sys/class/fc_host/host*/port name

You should see an output similar to:

0x10005ced8c531948
0x10005ced8c531949

5. Verify that your initiator ports are online:

cat /sys/class/fc host/host*/port state

You should see the following output:

Online

Online

6. Verify that the NVMe/FC initiator ports are enabled and that the target ports are visible:

cat /sys/class/scsi_host/host*/nvme info
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Show example

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x10005ced8c531948 WWNN x20005ced8c531948
DID x082400 ONLINE

NVME RPORT WWPN x200ed03%eac79573 WWNN x200dd039%eac79573
DID x060902 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2001d039eac79573 WWNN x2000d039%9eac79573

DID x060904 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000034 Cmpl 0000000034 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000142cfb Issue 0000000000142cfc OutIO
0000000000000001
abort 00000005 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000005 Err 00000005

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x10005ced8c531949 WWNN x20005ced8c531949
DID x082500 ONLINE

NVME RPORT WWPN x2010d039eac79573 WWNN x200dd039eac79573
DID x062902 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2007d039eac79573 WWNN x2000d4039%eac79573

DID x062904 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000034 Cmpl 0000000034 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000d39f1 Issue 00000000000d39f2 OutIO
0000000000000001
abort 00000005 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000005 Err 00000005

NVMe/FC - Marvell/QLogic
Configure NVMe/FC for a Marvell/QLogic adapter.

Steps

1. Verify that you are using the supported adapter driver and firmware versions:



cat /sys/class/fc host/host*/symbolic name

The following example shows driver and firmware versions:

SN1700Q FW:v9.15.05 DVR:v10.02.09.400-k
SN1700Q FW:v9.15.05 DVR:v10.02.09.400-k

2. Verify that gl2xnvmeenable is set. This enables the Marvell adapter to function as an NVMe/FC
initiator:

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

The expected output is 1.

NVMe/TCP

The NVMe/TCP protocol doesn’t support the auto-connect operation. Instead, you can discover the
NVMe/TCP subsystems and namespaces by performing the NVMe/TCP connect or connect-all
operations manually.

Steps

1. Check that the initiator port can get the discovery log page data across the supported NVMe/TCP
LIFs:

nvme discover -t tcp -w host-traddr -a traddr
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Show example

nvme discover -t tcp -w 192.168.165.72 -a 192.168.165.51
Discovery Log Number of Records 4, Generation counter 47

trtype: tep

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.c770be5d934811£f0b624d03%ac809%ba:discovery
traddr: 192.168.165.51

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.c770be5d934811f0b624d039%eac809%ba:discovery
traddr: 192.168.166.50

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.c770be5d934811£0b624d039%eac809%ba:subsystem.sub
176

traddr: 192.168.165.51
eflags: none

sectype: none

trtype: tcp
adrfam: ipv4



2. Run the nvme connect-all command across all the supported NVMe/TCP initiator-target LIFs

®

subtype:
treq:

nvme subsystem

not specified

portid: 1
trsvecid: 4420

subngn:

176

traddr:

eflags: none

sectype: none

across the nodes:

ngn.1992-
08.com.netapp:sn.c770be5d934811£0b624d039%ac809ba:subsystem.sub

192.168.166.50

nvme connect-all -t tcp -w host-traddr -a traddr

Show example

nvme
nvme
nvme

nvme

The setting for the NVMe/TCP ctrl loss tmo timeout is automatically set to "off". As

connect-all
connect-all
connect-all
connect-all

a result:

tcp -w
tcp —-w
tcp —-w
tcp —-w

192.
192.
192 .
192.

168.
168.
168.
168.

166.
166.
165.
165.

73 -a
73 -a
73 -a
73 -a

192.
192.
192 .
192.

* There are no limits on the number of retries (indefinite retry).

» The NVMe/TCP controllers don’t experience timeouts in the event of a path failure and

remain connected indefinitely.

Step 3: Optionally, enable 1MB 1/O for NVMe/FC

168.
168.
168.
168.

166.50
166.51
165.50
165.51

* You don’t need to manually configure a specific ctrl loss tmo timeout duration
when using the nvme connect or nvme connect-all commands (option -l ).

ONTARP reports a Max Data Transfer Size (MDTS) of 8 in the Identify Controller data. This means the maximum

I/O request size can be up to 1MB. To issue I/O requests of size 1MB for a Broadcom NVMe/FC host, you
should increase the 1pfc value of the 1pfc_sg seg cnt parameter to 256 from the default value of 64.

®

Steps

These steps don’t apply to Qlogic NVMe/FC hosts.
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1. Setthe 1pfc_sg _seg cnt parameter to 256:

cat /etc/modprobe.d/lpfc.conf

You should see an output similar to the following example:

options lpfc lpfc sg seg cnt=256

2. Run the update-initramfs command, and reboot the host.

3. Verify that the value for 1pfc_sg_seg cnt is 256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Step 4: Verify NVMe boot services

The nvmefc-boot-connections.service and nvmf-autoconnect.service boot services included in
the NVMe/FC nvme-cli package are automatically enabled when the system boots.

After booting completes, verify that the nvmefc-boot-connections.service and nvmf-
autoconnect.service boot services are enabled.

Steps

1. Verify that nvmf-autoconnect.service is enabled:

systemctl status nvmf-autoconnect.service
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Show example output

0 nvmf-autoconnect.service - Connect NVMe-oF subsystems
automatically during boot
Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: enabled)
Active: inactive (dead) since Thu 2025-10-16 18:00:39 IST,; 6
days ago
Invocation: el46e0b2c339432aad6e0555a528872c¢
Process: 1787 ExecStart=/usr/sbin/nvme connect-all
-—context=autoconnect (code=exited, status=0/SUCCESS)
Main PID: 1787 (code=exited, status=0/SUCCESS)
Mem peak: 2.4M

CPU: 12ms
Oct 16 18:00:39 HPE-DL365-14-176 systemd[1]: Starting nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically

during boot...

Oct 16 18:00:39 HPE-DL365-14-176 systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Oct 16 18:00:39 HPE-DL365-14-176 systemd[1l]: Finished nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically

during boot.

2. Verify that nvme fc-boot-connections.service is enabled:

systemctl status nvmefc-boot-connections.service



Show example output

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot
Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)
Active: inactive (dead) since Thu 2025-10-16 18:00:35 IST,; 6
days ago
Invocation: acf73aclef7a402198d6eccdd075fab0
Process: 1173 ExecStart=/bin/sh -c echo add >
/sys/class/fc/fc_udev_device/nvme discovery (code=exited,
status=0/SUCCESS)
Main PID: 1173 (code=exited, status=0/SUCCESS)
Mem peak: 2.1M
CPU: 1lms

Oct 16 18:00:35 HPE-DL365-14-176 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 16 18:00:35 HPE-DL365-14-176 systemd[1l]: Finished nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices
found during boot.

Step 5: Verify the multipathing configuration

Verify that the in-kernel NVMe multipath status, ANA status, and ONTAP namespaces are correct for the
NVMe-oF configuration.

Steps
1. Verify that the in-kernel NVMe multipath is enabled:

cat /sys/module/nvme core/parameters/multipath

You should see the following output:

2. Verify that the appropriate NVMe-oF settings (such as, model set to NetApp ONTAP Controller and load
balancing iopolicy set to round-robin) for the ONTAP namespaces show up correctly on the host:

a. Show the subsystems:

cat /sys/class/nvme-subsystem/nvme-subsys*/model
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You should see the following output:

NetApp ONTAP Controller
NetApp ONTAP Controller

b. Display the policy:
cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
You should see the following output:

queue-depth
queue-depth

3. Verify that the namespaces are created and correctly discovered on the host:

nvme list

Show example

Node Generic SN Model

Namespace Usage Format FW Rev

/dev/nvme2nl /dev/ng2nl 81PgYFYgq2aVAAAAAAAAB NetApp ONTAP

Controller 0x1 17.88 GB / 171.80 GB 4 KiB +
9.17.1

4. Verify that the controller state of each path is live and has the correct ANA status:

0

B
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NVMe/FC

nvme list-subsys /dev/nvme3n9

Show example

nvme-subsys3 - NQON=nqgn.1992-
08.com.netapp:sn.9%94929fdb84ebl1f0b624d039%eac809%ba:subsystem.sub
176
hostngn=ngn.2014-08.org.nvmexpress:uuid:39333550-

3333-4753-4844-32594d4a524c

\

+- nvmel fc traddr=nn-0x200dd039%9eac79573:pn-
0x2010d03%eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live optimized

+- nvme3 fc traddr=nn-0x200dd039%eac79573:pn-
0x200ed03%ac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live optimized
+- nvme5 fc traddr=nn-0x200dd039%eac79573:pn-
0x200£d039eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live non-optimized

+- nvme7 fc traddr=nn-0x200dd039%9eac79573:pn-
0x2011d039%eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvme2n3



Show example

nvme-subsys2 -

08.com.netapp:sn.c770be5d934811£f0b624d039%eac809%ba:subsystem.sub

176

3333-4753-4844-

\

+- nvme2 tcp

traddr=192.168.
c _addr=192.168.

+- nvmed tcp

traddr=192.168.
c _addr=192.168.

+- nvmeb tcp

traddr=192.168.
c addr=192.168.

+- nvme8 tcp

traddr=192.168.
c addr=192.168.

NQN=ngn.1992-

hostngn=nqn.2014-08.org.nvmexpress:uuid:39333550-

32594d4a524c

166.50, trsvcid=4420,host traddr=192.

166.73 live optimized

165.51, trsvcid=4420, host traddr=192.

165.73 live optimized

166.51, trsvcid=4420, host traddr=192.

166.73 live non-optimized

165.50, trsvcid=4420, host traddr=192.

165.73 live non-optimized

168.

168.

168.

168.

166.

165.

166.

165.

73,sr

73,sr

73,sr

73, sr

5. Verify that the NetApp plug-in displays the correct values for each ONTAP namespace device:
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Column

nvme netapp ontapdevices -o column

Show example

Device Vserver Namespace Path

/dev/nvme2n9 vs_proxmox FC NVMeFC /vol/vol 180 data nvmefc4/ns

NSID UUID Size
1 e3d3d544-de8b-4787-93af-bfec7769e909 32.21GB
JSON

nvme netapp ontapdevices -0 json

Show example

"Device":"/dev/nvme2n9",
"Vserver":"vs proxmox FC NVMeFC",
"Subsystem":"sub 176",

"Namespace Path":"/vol/vol 180 data nvmefc4/ns",
"NSID":9,
"UUID":"e3d3d544-de8b-4787-93af-bfec7769e909",
"LBA Size":409¢,

"Namespace Size":32212254720,
"UsedBytes":67899392,

"Version":"9.17.1"

Step 6: Review the known issues

There are no known issues.
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Configure Proxmox VE 8.x for NVMe-oF with ONTAP storage

The Proxmox VE 8.x host supports the NVMe over Fibre Channel (NVMe/FC) and NVMe
over TCP (NVMe/TCP) protocols with Asymmetric Namespace Access (ANA). ANA
provides multipathing functionality equivalent to asymmetric logical unit access (ALUA) in
ISCSI and FCP environments.

Learn how to configure NVMe over Fabrics (NVMe-oF) hosts for Proxmox VE 8.x. For more support and
feature information, see ONTAP support and features.

NVMe-oF with Proxmox VE 8.x has the following known limitation:

* The SAN boot configuration for NVMe-FC is not supported.

Step 1: Install Proxmox VE and NVMe software and verify your configuration

To configure your host for NVMe-oF you need to install the host and NVMe software packages, enable
multipathing, and verify your host NQN configuration.

Steps

1. Install Proxmox 8.x on the server. After the installation is complete, verify that you are running the specified
Proxmox 8.x kernel:

uname -—-r
The following example shows a Proxmox kernel version:
6.8.12-10-pve
2. Install the nvme-c1i package:
apt list|grep nvme-cli
The following example shows an nvme-c1i package version:
nvme-cli/oldstable,now 2.4+really2.3-3 amdo64
3. Install the 1ibnvme package:
apt list|grep libnvme

The following example shows an 1ibnvme package version:
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libnvmel/oldstable,now 1.3-1+debl2ul amdo64
4. On the host, check the hostngn string at /etc/nvme/hostngn:
cat /etc/nvme/hostngn
The following example shows a hostngn value:
ngn.2014-08.org.nvmexpress:uuid:1536c9%9a6-£954-11ea-b24d-0a%4efbdoeaf

5. On the ONTAP system, verify that the hostngn string matches the hostnagn string for the corresponding
subsystem on the ONTAP array:

::> vserver nvme subsystem host show -vserver proxmox 120 122

Show example

Vserver Subsystem Priority Host NQN
proxmox 120 122
proxmox 120 122
regular ngn.2014-
08.org.nvmexpress:uuid:1536c9%9a6-£954-11ea-b24d-0a94efbdbeaf
regular ngn.2014-
08.org.nvmexpress:uuid:991a7476-£f9%pf-11ea-8b73-0a9%94efb4d6c3b
proxmox 120 122 tcp
regular ngn.2014-
08.org.nvmexpress:uuid:1536c%9a6-£954-11ea-b24d-0a9%4efbidbeaf
regular nqgn.2014-08.org.nvmexpress:uuid:991a7476-
f9bf-11ea-8b73-0a94efbd6c3b
2 entries were displayed.

If the hostngn strings do not match, use the vserver modify command to update the
@ hostnan string on your corresponding ONTAP storage system subsystem to match the
hostngn string from /etc/nvme/hostngn on the host.

Step 2: Configure NVMe/FC and NVMe/TCP

Configure NVMe/FC with Broadcom/Emulex or Marvell/QLogic adapters, or configure NVMe/TCP using
manual discovery and connect operations.
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NVMe/FC - Broadcom/Emulex
Configure NVMe/FC for a Broadcom/Emulex adapter.

Steps
1. Verify that you are using the supported adapter model:
a. Display the model names:
cat /sys/class/scsi host/host*/modelname

You should see the following output:

LPe35002-M2
LPe35002-M2

b. Display the model descriptions:

cat /sys/class/scsi_host/host*/modeldesc

You should see an output similar to the following example:

FEmulex LPe35002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LPe35002-M2 2-Port 32Gb Fibre Channel Adapter

2. Verify that you are using the recommended Broadcom 1pfc firmware and inbox driver:

a. Display the firmware version:

cat /sys/class/scsi_host/host*/fwrev

The command returns the firmware versions:

14.0.505.12, sli-4:6:d
14.0.505.12, sli-4:6:d

b. Display the inbox driver version:

cat /sys/module/lpfc/version

The following example shows a driver version:
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0:14.2.0.17

For the current list of supported adapter driver and firmware versions, see the Interoperability Matrix
Tool.

3. Verify that 1pfc_enable fc4 type is setto 3:

cat /sys/module/lpfc/parameters/lpfc enable fcd4 type

4. Verify that you can view your initiator ports:

cat /sys/class/fc_host/host*/port name

You should see an output similar to:

0x100000109p95467e
0x100000109b95467f£

5. Verify that your initiator ports are online:

cat /sys/class/fc host/host*/port state

You should see the following output:

Online

Online

6. Verify that the NVMe/FC initiator ports are enabled and that the target ports are visible:

cat /sys/class/scsi_host/host*/nvme info


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

Show example

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x10005ced8c531948 WWNN x20005ced8c531948
DID x082400

ONLINE

NVME RPORT WWPN x200ed039eac79573 WWNN x200dd039%eac79573 DID
x060902

TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2001d039eac79573 WWNN x2000d4039%eac79573 DID
x060904

TARGET DISCSRVC ONLINE

NVME Statistics LS: Xmt 0000000034 Cmpl 0000000034 Abort
00000000 LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000142cfb Issue 0000000000142cfc OutIO
0000000000000001 abort 00000005 noxri 00000000 nondlp 00000000
gdepth 00000000 wgerr 00000000 err 00000000 FCP CMPL: xb
00000005 Err 00000005 NVME Initiator Enabled XRI Dist 1lpfcl
Total 6144 IO 5894 ELS 250 NVME LPORT lpfcl WWPN
x10005ced8c531949 WWNN x20005ced8c531949 DID x082500

ONLINE

NVME RPORT WWPN x2010d039eac79573 WWNN x200dd039%eac79573 DID
x062902

TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2007d039eac79573 WWNN x2000d4039%eac79573 DID
x062904

TARGET DISCSRVC ONLINE

NVME Statistics LS: Xmt 0000000034 Cmpl 0000000034 Abort
00000000 LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000d39f1 Issue 00000000000d39f2 OutIO
0000000000000001 abort 00000005 noxri 00000000 nondlp 00000000
gdepth 00000000 wgerr 00000000 err 00000000 FCP CMPL: xb
00000005 Err 00000005

NVMe/FC - Marvell/QLogic
Configure NVMe/FC for a Marvell/QLogic adapter.

1. Verify that you are using the supported adapter driver and firmware versions:

cat /sys/class/fc_host/host*/symbolic name

The following example shows driver and firmware versions:



QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. Verify that g12xnvmeenable is set. This enables the Marvell adapter to function as an NVMe/FC
initiator:

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

The expected output is 1.

NVMe/TCP

The NVMe/TCP protocol doesn’t support the auto-connect operation. Instead, you can discover the
NVMe/TCP subsystems and namespaces by performing the NVMe/TCP connect or connect-all
operations manually.

Steps

1. Check that the initiator port can get the discovery log page data across the supported NVMe/TCP
LIFs:

nvme discover -t tcp -w host-traddr -a traddr
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Show example

nvme discover -t tcp -w 192.168.2.22 -a 192.168.2.30

Discovery Log Number of Records 12, Generation counter 13

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 10

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.ae9f2d55a7ecl1ef8751d039%a%e891c:discovery
traddr: 192.168.2.30

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 9

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d03%a9%e891c:discovery
traddr: 192.168.1.30

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 12

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecll1ef8751d03%a9%e891c:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 11

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecll1ef8751d03%a9%e891c:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 10

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecll1lef8751d039%a%891c:subsystem.prox
mox 120 122

traddr: 192.168.2.30
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 9

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d03%a%891c:subsystem.prox
mox 120 122

traddr: 192.168.1.30
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 12

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d03%a%e891c:subsystem.prox



mox 120 122

traddr: 192.168.2.25
eflags: none
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 11

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecll1ef8751d039%9ea%e891c:subsystem.prox
mox 120 122

traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 10

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecll1lef8751d039%a%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.2.30
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 9

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d03%a%891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.1.30
eflags: none

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: nvme subsystem

treq: not specified

portid: 12

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.2.25

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 11

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecl1ef8751d039%ea%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.1.25
eflags: none

sectype: none

2. Verify that the other NVMe/TCP initiator-target LIF combinations can successfully retrieve discovery
log page data:

nvme discover -t tcp -w host-traddr -a traddr

Show example

nvme discover -t tcp -w 192.168.1.22 -a 192.168.1.30
nvme discover -t tcp -w 192.168.2.22 -a 192.168.2.30
nvme discover -t tcp -w 192.168.1.22 -a 192.168.1.25
nvme discover -t tcp -w 192.168.2.22 -a 192.168.2.25

3. Run the nvme connect-all command across all the supported NVMe/TCP initiator-target LIFs
across the nodes:

nvme connect-all -t tcp -w host-traddr -a traddr



Show example

nvme
nvme
nvme

nvme

The setting for the NVMe/TCP ctrl loss tmo timeout is automatically set to "off". As

connect-all
connect-all
connect-all
connect-all

a result:

tcp —-w
tcp —-w
tcp -w
tcp —-w

192.
192.
192 .
192.

168.1.22
168.2.22
168.1.22
168.2.22

192.
192.
192 .
192.

168.1.30
168.2.30
168.1.25
168.2.25

* There are no limits on the number of retries (indefinite retry).

(D * You don’t need to manually configure a specific ctrl loss tmo timeout duration
when using the nvme connect or nvme connect-all commands (option -l ).

» The NVMe/TCP controllers don’t experience timeouts in the event of a path failure and

remain connected indefinitely.

Step 3: Optionally, enable 1MB 1/O for NVMe/FC

ONTARP reports a Max Data Transfer Size (MDTS) of 8 in the Identify Controller data. This means the maximum

I/O request size can be up to 1MB. To issue I/O requests of size 1MB for a Broadcom NVMe/FC host, you
should increase the 1pfc value of the 1pfc_sg seg cnt parameter to 256 from the default value of 64.

(D These steps don’t apply to Qlogic NVMe/FC hosts.

Steps

1. Setthe 1pfc_sg seg cnt parameter to 256:

cat /etc/modprobe.d/lpfc.conf

You should see an output similar to the following example:

options lpfc lpfc sg seg cnt=256

2. Run the update-initramfs command, and reboot the host.

3. Verify that the value for 1pfc_sg seg cnt is 256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt
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Step 4: Verify NVMe boot services

With Proxmox 8.x, the nvmefc-boot-connections.service and nvmf-autoconnect.service boot
services included in the NVMe/FC nvme-c1i package are automatically enabled when the system boots.

After booting completes, verify that the nvmefc-boot-connections.service and nvmf-
autoconnect.service boot services are enabled.

Steps

1. Verify that nvmf-autoconnect.service is enabled:

systemctl status nvmf-autoconnect.service

Show example output

0 nvmf-autoconnect.service - Connect NVMe-oF subsystems
automatically during boot

Loaded: loaded (/lib/systemd/system/nvmf-autoconnect.service;
enabled; preset: enabled)

Active: i1nactive (dead) since Fri 2025-11-21 19:59:10 IST; 8s
ago

Process: 256613 ExecStartPre=/sbin/modprobe nvme-fabrics
(code=exited, status=0/SUCCESS)

Process: 256614 ExecStart=/usr/sbin/nvme connect-all
(code=exited, status=0/SUCCESS)

Main PID: 256614 (code=exited, status=0/SUCCESS)

CPU: 18ms
Nov 21 19:59:07 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
Starting nvmf-autoconnect.service - Connect NVMe-oF subsystems

automatically during boot...

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in nvme[256614]:
Failed to write to /dev/nvme-fabrics: Invalid argument

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in nvme[256614]:
Failed to write to /dev/nvme-fabrics: Invalid argument

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
Finished nvmf-autoconnect.service - Connect NVMe-oF subsystems
automatically during boot.

2. Verify that nvme fc-boot-connections.service is enabled:

systemctl status nvmefc-boot-connections.service
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Show example output

0 nvmefc-boot-connections.service - Auto-connect to subsystems on
FC-NVME devices found during boot
Loaded: loaded (/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)
Active: inactive (dead) since Thu 2025-11-20 17:48:29 IST; 1
day 2h ago
Process: 1381 ExecStart=/bin/sh -c echo add >
/sys/class/fc/fc udev device/nvme discovery (code=exited,
status=0/SUCCESS)
Main PID: 1381 (code=exited, status=0/SUCCESS)
CPU: 3ms

Nov 20 17:48:29 SR665-14-122.lab.eng.btc.netapp.in systemd[1]:
Starting nvmefc-boot-connections.service - Auto-connect to
subsystems on FC-NVME devices found during boot..

Nov 20 17:48:29 SR665-14-122.lab.eng.btc.netapp.in systemd[1]:
nvmefc-boot-connections.service: Deactivated successfully.

Nov 20 17:48:29 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
Finished nvmefc-boot-connections.service - Auto-connect to
subsystems on FC-NVME devices found during boot...

Step 5: Verify the multipathing configuration

Verify that the in-kernel NVMe multipath status, ANA status, and ONTAP namespaces are correct for the
NVMe-oF configuration.

Steps
1. Verify that the in-kernel NVMe multipath is enabled:

cat /sys/module/nvme core/parameters/multipath

You should see the following output:

2. Verify that the appropriate NVMe-oF settings (such as, model set to NetApp ONTAP Controller and load
balancing iopolicy set to round-robin) for the ONTAP namespaces show up correctly on the host:

a. Show the subsystems:

cat /sys/class/nvme-subsystem/nvme-subsys*/model



You should see the following output:

NetApp ONTAP Controller
NetApp ONTAP Controller

b. Display the policy:

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
You should see the following output:

round-robin

round-robin

3. Verify that the namespaces are created and correctly discovered on the host:

nvme list

Show example

Node Generic SN

Model Namespace Usage

Format FW Rev

/dev/nvme2n20 /dev/ng2n20 81K13BUDAygsAARAAAAG
NetApp ONTAP Controller 10 5.56 GB /
91.27 GB 4 KiB + 0 B 9.18.1

4. Verify that the controller state of each path is live and has the correct ANA status:
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NVMe/FC

nvme list-subsys /dev/nvme2n20

Show example

nvme-subsys2 - NQN= ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecl1ef8751d039%ea%e891c:subsystem.prox
mox 120 122 tcp

\

+- nvmel fc traddr=nn-0x200dd039%eac79573:pn-
0x2010d039eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live optimized

+- nvme3 fc traddr=nn-0x200dd039%eac79573:pn-
0x200ed039eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live optimized

+- nvmeb5 fc traddr=nn-0x200dd039%eac79573:pn-
0x200£d039eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live non-optimized

+- nvme7 fc traddr=nn-0x200dd039%eac79573:pn-
0x2011d039%eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvme2n3
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Show example

nvme-subsys2 - NQN= gn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d03%a%e891c:subsystem.prox
mox 120 122 tcp

\

+- nvme2 tcp

traddr=192.168.1.30,trsvcid=4420,host traddr=192.168.1.22,src ad
dr=192.168.1.22 live optimized

+- nvmed tcp

traddr=192.168.2.30,trsvcid=4420,host traddr=192.168.2.22,src ad
dr=192.168.2.22 live optimized

+- nvmeb6 tcp

traddr=192.168.1.25,trsvcid=4420,host traddr=192.168.1.22,src ad
dr=192.168.1.22 live non-optimized

+- nvme8 tcp

traddr=192.168.2.25,trsvcid=4420,host traddr=192.168.2.22,src ad
dr=192.168.2.22 live non-optimized

5. Verify that the NetApp plug-in displays the correct values for each ONTAP namespace device:
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Column

nvme netapp ontapdevices -o column

Show example

Device Vserver Namespace Path

/dev/nvme2nll proxmox 120_122 / /vol/vml20_tcpl/ns

NSID UuUID Size

1 5aefea74-f0cf-4794-a7e9-el113c465%aca 37.58GB
JSON

nvme netapp ontapdevices -0 json

Show example

"Device":"/dev/nvme2nll",
"Vserver":"proxmox 120 122",

"Namespace Path":"/vol/vml20 tcpl/ns",
"NSID":1,

"UUID" :"5aefea74-f0cf-4794-a7¢9-e113c465%aca",
“Size”:”37.58GB”,

"LBA Data Size":4096,

"Namespace Size":32212254720

Step 6: Review the known issues

There are no known issues.

RHEL
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Learn about ONTAP support and features for RHEL hosts

Features supported for host configuration with NVMe over Fabrics (NVMe-oF) varies
based on your version of ONTAP and RHEL.

Feature RHEL host version ONTAP version
Secure in-band authentication is supported over 9.3 or later 9.12.1 or later
NVMe/TCP between a RHEL host and an ONTAP

controller

NVMe/TCP provides namespaces using the native 8.2 or later 9.10.1 or later
nvme-cli package

NVMe/TCP is a fully supported enterprise feature 9.0 or later 9.10.1 or later
NVMe and SCSI traffic is supported on the same host 8.2 or later 9.4 or later

using NVMe multipath for NVMe-oF namespaces and
dm-multipath for SCSI LUNs

ONTAP supports the following SAN host features regardless of the ONTAP version running on your system
setup.

Feature RHEL host version
Native NVMe multipathing is enabled by default 10.0 or later
The native udev rule in the nvme-c1i package provides queue-depth load 9.6 or later

balancing for NVMe multipathing
SAN booting is enabled using the NVMe/FC protocol 9.4 or later

The nvme-c1li package includes auto-connect scripts removing the need for 8.2 or later
third-party scripts

The native udev rule in the nvme-c11i package provides round-robin load 8.2 or later
balancing for NVMe multipathing

@ For details on supported configurations, see the Interoperability Matrix Tool.

What’s next

If your RHEL version is ... Learn about ...

10 series Configuring NVMe for RHEL 10.x
9 series Configuring NVMe for RHEL 9.x
8 series Configuring NVMe for RHEL 8.x

Related information

Learn about managing NVMe protocols
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https://mysupport.netapp.com/matrix/
nvme-rhel-10x.html
nvme-rhel-9x.html
nvme-rhel-8x.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html

Configure RHEL 10.x for NVMe-oF with ONTAP storage

Red Hat Enterpirse Linux (RHEL) hosts support the NVMe over Fibre Channel
(NVMe/FC) and NVMe over TCP (NVMe/TCP) protocols with Asymmetric Namespace
Access (ANA). ANA provides multipathing functionality equivalent to asymmetric logical
unit access (ALUA) in iSCSI and FCP environments.

Learn how to configure NVMe over Fabrics (NVMe-oF) hosts for RHEL 10.x. For more support and feature
information, see RHEL ONTAP support and features.

NVMe-oF with RHEL 10.x has the following known limitations:
* The nvme disconnect-all command disconnects both root and data filesystems and might lead to

system instability. Do not issue this on systems booting from SAN over NVMe-TCP or NVMe-FC
namespaces.

Step 1: Optionally, enable SAN booting

You can configure your host to use SAN booting to simplify deployment and improve scalability. Use the
Interoperability Matrix Tool to verify that your Linux OS, host bus adapter (HBA), HBA firmware, HBA boot
BIOS, and ONTAP version support SAN booting.

Steps
1. Create a NVMe namespace and map it to the host.

2. Enable SAN booting in the server BIOS for the ports to which the SAN boot namespace is mapped.
For information on how to enable the HBA BIOS, see your vendor-specific documentation.

3. Reboot the host and verify that the OS is up and running.

Step 2: Install RHEL and NVMe software and verify your configuration

To configure your host for NVMe-oF you need to install the host and NVMe software packages, enable
multipathing, and verify your host NQN configuration.

Steps

1. Install RHEL 10.x on the server. After the installation is complete, verify that you are running the required
RHEL 10.x kernel:

uname -—r

Example RHEL kernel version:

6.12.0-124.8.1.e110_1.x86_64

2. Install the nvme-c1i package:
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rpm —-galgrep nvme-cli

The following example shows an nvme-cli package version:

nvme-cli-2.13-2.e110.x86_ 64

3. Install the 1ibnvme package:

rpm -galgrep libnvme

The following example shows an 1ibnvme package version:

libnvme-1.13-1.e110.x86 64

4. On the host, check the hostngn string at /etc/nvme/hostngn:

cat /etc/nvme/hostngn

The following example shows an hostngn version:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£425633

5. On the ONTAP system, verify that the hostngn string matches the hostnagn string for the corresponding
subsystem on the ONTAP storage system:

::> vserver nvme subsystem host show -vserver vs coexistence QLE2872
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Show example

Vserver Subsystem Priority Host NQN

vs coexistence QLE2872
subsystem 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
subsystem 10
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£425633
subsystem 11
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£425633

If the hostngn strings do not match, use the vserver modify command to update the
hostngn string on your corresponding ONTAP storage system subsystem to match the
hostnan string from /etc/nvme/hostngn on the host.

Step 3: Configure NVMe/FC and NVMe/TCP

Configure NVMe/FC with Broadcom/Emulex or Marvell/QLogic adapters, or configure NVMe/TCP using
manual discovery and connect operations.
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NVMe/FC - Broadcom/Emulex
Configure NVMe/FC for a Broadcom/Emulex adapter.

Steps
1. Verify that you are using the supported adapter model:
a. Display the model names:
cat /sys/class/scsi host/host*/modelname

You should see the following output:

SN1700E2P
SN1700E2P

b. Display the model descriptions:

cat /sys/class/scsi_host/host*/modeldesc

You should see an output similar to the following example:

HPE SN1700E 64Gb 2p FC HBA
HPE SN1700E 64Gb 2p FC HBA

2. Verify that you are using the recommended Broadcom 1pfc firmware and inbox driver:

a. Display the firmware version:

cat /sys/class/scsi_host/host*/fwrev

The command returns the firmware versions:

14.4.393.25, sli-4:6:d
14.4.393.25, sli-4:6:d

b. Display the inbox driver version:

cat /sys/module/lpfc/version

The following example shows a driver version:
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0:14.4.0.9

For the current list of supported adapter driver and firmware versions, see the Interoperability Matrix
Tool.

3. Verify that 1pfc_enable fc4 type is setto 3:

cat /sys/module/lpfc/parameters/lpfc enable fcd4 type

4. Verify that you can view your initiator ports:

cat /sys/class/fc_host/host*/port name

You should see an output similar to:

0x10005cba2cfca7de
0x10005cba2cfca77df

5. Verify that your initiator ports are online:

cat /sys/class/fc host/host*/port state

You should see the following output:

Online

Online

6. Verify that the NVMe/FC initiator ports are enabled and that the target ports are visible:

cat /sys/class/scsi_host/host*/nvme info
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Show example

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x10005cba2cfca’7de WWNN x20005cbaZcfca’de
DID x080f00 ONLINE

NVME RPORT WWPN x2023d039eac03c33 WWNN x2021d03%eac03c33
DID x082209 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200ed039%eac03c33 WWNN x200cd039eac03c33
DID x082203 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2022d039%9eac03c33 WWNN x2021d039%eac03c33
DID x082609 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200dd039%eac03c33 WWNN x200cd039eac03c33

DID x082604 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000501 Cmpl 0000000501 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000000583b7 Issue 000000000005840d OutIO
0000000000000056

abort 0000010f noxri 00000000 nondlp 00000000 gdepth 00000000
wgerr 00000000 err 00000000

FCP CMPL: xb 0000010f Err 0000010f

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfcl WWPN x10005cba2cfca7df WWNN x20005cba2cfca77df
DID x080b00 ONLINE

NVME RPORT WWPN x2024d039eac03c33 WWNN x2021d039%9eac03c33
DID x082309 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200fd039%9eac03c33 WWNN x200cd039%eac03c33
DID x082304 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2025d039eac03c33 WWNN x2021d03%9eac03c33
DID x082708 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2010d039%eac03c33 WWNN x200cd039eac03c33

DID x082703 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 00000006eb Cmpl 00000006eb Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000000004d600 Issue 000000000004d65f OutIO
000000000000005£f

abort 000001cl noxri 00000000 nondlp 00000000 gdepth 00000000
wgerr 00000000 err 00000000

FCP CMPL: xb 000001cl Err 000001c2



NVMe/FC - Marvell/QLogic
Configure NVMe/FC for a Marvell/QLogic adapter.

Steps
1. Verify that you are using the supported adapter driver and firmware versions:

cat /sys/class/fc _host/host*/symbolic name

The following example shows driver and firmware versions:

QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k
QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k

2. Verify that g12xnvmeenable is set. This enables the Marvell adapter to function as an NVMe/FC
initiator:

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

The expected output is 1.

NVMe/TCP

The NVMe/TCP protocol doesn’t support the auto-connect operation. Instead, you can discover the
NVMe/TCP subsystems and namespaces by performing the NVMe/TCP connect or connect-all
operations manually.

Steps

1. Check that the initiator port can get the discovery log page data across the supported NVMe/TCP
LIFs:

nvme discover -t tcp -w host-traddr -a traddr
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Show example

nvme discover -t tcp -w 192.168.20.21 -a 192.168.20.28
Discovery Log Number of Records 8, Generation counter 10

trtype: tep

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:discovery
traddr: 192.168.21.29

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£f09545d03%eac03c33:discovery
traddr: 192.168.20.29

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:discovery
traddr: 192.168.21.28

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4



subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:discovery
traddr: 192.168.20.28

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7f11£09545d039%ac03c33:subsystem.Bidi
rectional DHCP 1 O
traddr: 192.168.21.29
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 6

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
traddr: 192.168.20.29
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7f11£09545d039%ac03c33:subsystem.Bidi
rectional DHCP 1 O
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traddr:

eflags: none

sectype: none

trtype: tep

adrfam: ipv4

subtype:
treq:

192.168.21.28

nvme subsystem

not specified

portid: 5
trsvecid: 4420

subngn:

ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:subsystem.Bidi

rectional DHCP 1 O

traddr:

eflags: none

sectype: non

2. Verify that the other NVMe/TCP initiator-target LIF combinations can successfully retrieve discovery

log page data:

192.168.20.28

nvme discover -t tcp -w host-traddr -a traddr

Show example

nvme

nvme

nvme

nvme

3. Run the nvme connect-all command across all the supported NVMe/TCP initiator-target LIFs

discover
discover
discover

discover

across the nodes:

tcp —-w
tcp -w
tcp —-w
tcp -w

192.
192.
192.
192.

168.
168.
168.
168.

20.21
21.21
20.21
21.21

192.
192.
192.
192.

168.20.
168.21.
168.20.
168.21.

nvme connect-all -t tcp -w host-traddr -a traddr

28
28
29
29



Show example

nvme
nvme
nvme

nvme

connect-all
connect-all
connect-all
connect-all

tcp -w
tcp —-w
tcp -w
tcp —-w

192.
192.
192.
192.

168.
168.
168.
168.

20.21
21.21
20.21
21.21

192.
192.
192 .
192.

168.20.
168.21.
168.20.
168.21.

28
28
29
29

Beginning with RHEL 9.4, the setting for the NVMe/TCP ctrl loss tmo timeout is
automatically set to "off". As a result:

* There are no limits on the number of retries (indefinite retry).

(D * You don’t need to manually configure a specific ctrl loss tmo timeout duration
when using the nvme connect or nvme connect-all commands (option -l ).

» The NVMe/TCP controllers don’t experience timeouts in the event of a path failure and

remain connected indefinitely.

Step 4: Optionally, modify the iopolicy in the udev rules

RHEL 10.0 sets the default iopolicy for NVMe-oF to round-robin. If you are using RHEL 10.0 and want to

change the iopolicy to queue-depth, modify the udev rules file as follows:

Steps

1. Open the udev rules file in a text editor with root privileges:

/usr/lib/udev/rules.d/71-nvmf-netapp.rules

You should see the following output:

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. Find the line that sets iopolicy for the NetApp ONTAP Controller, as shown in the following example rule:

ACTION=="add",

3. Modify the rule so that round-robin becomes queue-depth:

ACTION=="add",

SUBSYSTEM=="nvme-subsystem",

ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

SUBSYSTEM=="nvme-subsystem",

ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

ATTR{subsystype}=="nvm",

ATTR{subsystype}=="nvm",
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4. Reload the udev rules and apply the changes:

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

5. Verify the current iopolicy for your subsystem. Replace <subsystem>, for example, nvme-subsys0.
cat /sys/class/nvme-subsystem/<subsystem>/iopolicy
You should see the following output:

queue-depth.

@ The new iopolicy applies automatically to matching NetApp ONTAP Controller devices. You
don’t need to reboot.

Step 5: Optionally, enable 1MB /O for NVMe/FC

ONTAP reports a Max Data Transfer Size (MDTS) of 8 in the Identify Controller data. This means the maximum
I/O request size can be up to 1MB. To issue I/O requests of size 1MB for a Broadcom NVMe/FC host, you
should increase the 1pfc value of the 1pfc sg seg cnt parameter to 256 from the default value of 64.

(D These steps don’t apply to Qlogic NVMe/FC hosts.

Steps
1. Setthe 1pfc_sg_seg cnt parameter to 256:

cat /etc/modprobe.d/lpfc.conf
You should see an output similar to the following example:
options lpfc lpfc sg seg cnt=256

2. Run the dracut -f command, and reboot the host.

3. Verify that the value for 1pfc_sg_seg_cnt is 256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt
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Step 6: Verify NVMe boot services

The nvmefc-boot-connections.service and nvmf-autoconnect.service boot services included in
the NVMe/FC nvme-c1i package are automatically enabled when the system boots.

After booting completes, verify that the nvmefc-boot-connections.service and nvmf-
autoconnect.service boot services are enabled.

Steps

1. Verify that nvmf-autoconnect.service is enabled:

systemctl status nvmf-autoconnect.service

Show example output

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot
Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)
Active: i1nactive (dead) since Sun 2025-10-12 19:41:15 IST; 1
day 1lh ago
Invocation: 7b5b99929c6b41199d493fa25b629f6¢C
Main PID: 10043 (code=exited, status=0/SUCCESS)
Mem peak: 2.9M
CPU: 50ms

Oct 12 19:41:15 localhost.localdomain systemd[l]: Starting nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically
during boot...

Oct 12 19:41:15 localhost.localdomain systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Oct 12 19:41:15 localhost.localdomain systemd[l]: Finished nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically
during boot.

2. Verify that nvme fc-boot-connections.service is enabled:

systemctl status nvmefc-boot-connections.service
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Show example output

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot
Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)
Active: inactive (dead) since Sun 2025-10-12 19:40:33 IST; 1
day lh ago
Invocation: 0ec258a9f8c342ffb82408086d409%bch
Main PID: 4151 (code=exited, status=0/SUCCESS)
Mem peak: 2.9M
CPU: 17ms

Oct 12 19:40:33 localhost systemd[l]: Starting nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices
found during boot...

Oct 12 19:40:33 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 12 19:40:33 localhost systemd[l]: Finished nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices
found during boot.

Step 7: Verify the multipathing configuration

Verify that the in-kernel NVMe multipath status, ANA status, and ONTAP namespaces are correct for the
NVMe-oF configuration.

Steps

1. Verify that the appropriate NVMe-oF settings (such as, model set to NetApp ONTAP Controller and load
balancing iopolicy set to queue-depth) for the respective ONTAP namespaces correctly display on the host:

a. Display the subsystems:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

You should see the following output:

NetApp ONTAP Controller
NetApp ONTAP Controller

b. Display the policy:

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
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You should see the following output:

queue-depth
queue-depth

2. Verify that the namespaces are created and correctly discovered on the host:

nvme list

Show example

Node Generic SN
Model
/dev/nvmellnl /dev/ngllnl 810cqIXhgWt sAAAAAAAT

NetApp ONTAP Controller

Namespace Usage Format FW Rev

0x1 951.90 MB / 21.47 GB 4 KiB + 0 B 9.18.1

3. Verify that the controller state of each path is live and has the correct ANA status:
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NVMe/FC

nvme list-subsys /dev/nvme9n2

Show example

nvme-subsys9 - NQON=nqgn.1992-
08.com.netapp:sn.7c34ab26675el11f0a6c0d03%eac03c33:subsystem.subs
ystem 46
hostngn=nqn.2014-08.org.nvmexpress:uuid:4c4cd4544-

0056-5410-8048-c7c04£425633

\

+- nvmel05 fc traddr=nn-0x2018d039%eac03c33:pn-
0x201bd03%eac03c33,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmel07 fc traddr=nn-0x2018d039%eac03c33:pn-
0x2019d03%eac03c33,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

+- nvmed42 fc traddr=nn-0x2018d039%eac03c33:pn-
0x201cd039eac03c33,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmed44d fc traddr=nn-0x2018d039%eac03c33:pn-
0x201ad039eac03c33,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

NVMe/TCP

nvme list-subsys /dev/nvmedn?2
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Show example

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd544-

0054-5110-8039-c3c04£523034

\

+- nvmed tcp
traddr=192.168.20.28, trsvcid=4420,host traddr=192.168.20.21,src_
addr=192.168.20.21 live optimized

+- nvmeb5 tcp
traddr=192.168.20.29, trsvcid=4420, host traddr=192.168.20.21,src_
addr=192.168.20.21 live optimized

+- nvmeb6b tcp
traddr=192.168.21.28, trsvcid=4420, host traddr=192.168.21.21,src_
addr=192.168.21.21 live optimized

+- nvme7 tcp
traddr=192.168.21.29, trsvcid=4420, host traddr=192.168.21.21,src_
addr=192.168.21.21 live optimized

4. Verify that the NetApp plug-in displays the correct values for each ONTAP namespace device:
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Column

nvme netapp ontapdevices -o column

Show example

Device Vserver Subsystem
Namespace Path

/dev/nvmelnl vs_nvme sanboot tcp rhel sanboot tcpl70
tcp 97
NSID UUID Size
1 982c0f2a-6b8b-11f0-a6c0-d039%eac03c33 322.12GB
JSON

nvme netapp ontapdevices -0 json

Show example

"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs nvme sanboot tcp",

"Subsystem":"rhel sanboot tcpl70",

"Namespace Path":"tcp 97",

"NSID":1,
"UUID":"982c0f2a-6b8b-11f0-a6c0-d039%9eac03c33",
"LBA Size":4096,

"Namespace Size":322122547200,
"UsedBytes":16285069312,

"Version":"9.18.1"



Step 8: Set up secure in-band authentication

Secure in-band authentication is supported over NVMe/TCP between a RHEL 10.x host and an ONTAP
controller.

Each host or controller must be associated with a DH-HMAC-CHAP key to set up secure authentication. A DH-
HMAC-CHAP key is a combination of the NQN of the NVMe host or controller and an authentication secret
configured by the administrator. To authenticate its peer, an NVMe host or controller must recognize the key
associated with the peer.

Steps

Set up secure in-band authentication using the CLI or a config JSON file. If you need to specify different
dhchap keys for different subsystems, you must use a config JSON file.
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CLI
Set up secure in-band authentication using the CLI.

1. Obtain the host NQN:

cat /etc/nvme/hostngn

2. Generate the dhchap key for the RHEL 10.x host.

The following output describes the gen-dhchap-key command parameters:

nvme gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

In the following example, a random dhchap key with HMAC set to 3 (SHA-512) is generated.

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0054-5110-8039-c3c04£523034

DHHC-

1:03:AppJHkIYGA6ZC4ABxyQONtIST+4k4I0v4 TMATkOXxBITWFOHIC2nV/uE04RoSpylz2
SXYgNW1lbhLe9hJ+MDHigGexaG2Ig=:

3. On the ONTAP controller, add the host and specify both dhchap keys:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. A host supports two types of authentication methods, unidirectional and bidirectional. On the host,
connect to the ONTAP controller and specify dhchap keys based on the chosen authentication
method:
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. Validate the nvme connect authentication command by verifying the host and controller
dhchap keys:

a. Verify the host dhchap keys:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

Show example output for a unidirectional configuration

cat /sys/class/nvme-subsystem/nvme-subsys4/nvme*/dhchap secret
DHHC-1:01:2G71sg9PMO00hIWf1g4QtPOXT11kREzOgVulm2xvZdbaWR/g:
DHHC-1:01:2G71sg9PMO00h1Wf1g4QtPOXT11kREZzOgVulLm2xvZdbaWR/g:
DHHC-1:01:2G71sg9PMO00hIWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/g:
DHHC-1:01:2G71sg9PMO00hIWf1g4QtPOXT11kREzOgVulLm2xvZdbaWR/qg:

b. Verify the controller dhchap keys:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

Show example output for a bidirectional configuration

cat /sys/class/nvme-subsystem/nvme-
subsys4/nvme*/dhchap ctrl secret

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAG1Tnv
EJ81HD]jBb+£fGteUgInOfj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwayiO+IvrALZR8HpeJIHw3xyHdAG1Tnv
EJ81HD]jBb+fGteUgInO0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwayiO+IvrALZR8HpeJIHw3xyHdAG1Tnv
EJ81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwayiO+IvrALZR8HpeJIHw3xyHdAG1Tnv
EJ81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:
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JSON

When multiple NVMe subsystems are available on the ONTAP controller, you can use the
/etc/nvme/config. json file with the nvme connect-all command.

Use the -o option to generate the JSON file. Refer to the NVMe connect-all man pages for more syntax
options.

1. Configure the JSON file.

(D In the following example, dhchap key corresponds to dhchap secret and
dhchap ctrl key corresponds to dhchap ctrl secret.
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Show example

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0054-
5110-8039-c3c04£523034",
"hostid":"44454c4c-5400-1051-8039-c3c04£523034",
"dhchap key":"DHHC-
1:01:2G71sg9PMO00h1WE1g4QtPOXT11kREzOgVulm2xvZdbaWR/g: ",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.5857¢c8c9022411£f08d0ed039%eac03c33:subsystem.Bidi
rectional DHCP 1 0",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.20.28",

"host traddr":"192.168.20.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNGg95pkiUAwayiO+IvrALZR8HpeJIHW3xyHdG1TnvEJ
81HDjBb+fGteUgInO0fj8ASHZIgkuFIx8=:"

by
{

"transport":"tcp",

"traddr":"192.168.20.29",

"host traddr":"192.168.20.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNGg95pkiUAwayiO+IvrALZR8HpeJIHw3xyHdG1TnvEJ
81HDjBb+fGteUgInO0fj8ASHZIgkuFIx8=:"

by
{

"transport":"tcp",

"traddr":"192.168.21.28",

"host traddr":"192.168.21.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ
81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:"

by
{

"transport":"tcp",

"traddr":"192.168.21.29",

"host traddr":"192.168.21.21",
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"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWPIMNg95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ
81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:"

}

2. Connect to the ONTAP controller using the config JSON file:

nvme connect-all -J /etc/nvme/config.json

Show example

traddr=192.168.20.28 is already connected
traddr=192.168.20.28 is already connected
traddr=192.168.20.29 is already connected
traddr=192.168.20.29 is already connected

3. Verify that the dhchap secrets have been enabled for the respective controllers for each subsystem.

a. Verify the host dhchap keys:

cat /sys/class/nvme-subsystem/nvme-subsys4/nvme4/dhchap secret

The following example shows a dhchap key:

DHHC-1:01:2G71sg9PMO00hIWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/g:

b. Verify the controller dhchap keys:

cat /sys/class/nvme-subsystem/nvme-

subsys4/nvme4/dhchap ctrl secret

You should see an output similar to the following example:
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DHHC-
1:03:5CgWULVNUSHUOWPIMNg95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJS
1HDJBb+£fGteUgIn0fj8ASHZIgkuFIx8=":

Step 9: Review the known issues

There are no known issues.

Configure RHEL 9.x for NVMe-oF with ONTAP storage

Red Hat Enterpirse Linux (RHEL) hosts support the NVMe over Fibre Channel
(NVMe/FC) and NVMe over TCP (NVMe/TCP) protocols with Asymmetric Namespace
Access (ANA). ANA provides multipathing functionality equivalent to asymmetric logical
unit access (ALUA) in iSCSI and FCP environments.

Learn how to configure NVMe over Fabrics (NVMe-oF) hosts for RHEL 9.x. For more support and feature
information, see RHEL ONTAP support and features.

NVMe-oF with RHEL 9.x has the following known limitations:

* The nvme disconnect-all command disconnects both root and data filesystems and might lead to
system instability. Do not issue this on systems booting from SAN over NVMe-TCP or NVMe-FC
namespaces.

Step 1: Optionally, enable SAN booting

You can configure your host to use SAN booting to simplify deployment and improve scalability. Use the
Interoperability Matrix Tool to verify that your Linux OS, host bus adapter (HBA), HBA firmware, HBA boot
BIOS, and ONTAP version support SAN booting.

Steps
1. Create a NVMe namespace and map it to the host.

2. Enable SAN booting in the server BIOS for the ports to which the SAN boot namespace is mapped.
For information on how to enable the HBA BIOS, see your vendor-specific documentation.

3. Reboot the host and verify that the OS is up and running.

Step 2: Install RHEL and NVMe software and verify your configuration

To configure your host for NVMe-oF you need to install the host and NVMe software packages, enable
multipathing, and verify your host NQN configuration.

Steps

1. Install RHEL 9.x on the server. After the installation is complete, verify that you are running the required
RHEL 9.x kernel:
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uname -—-r

Example RHEL kernel version:

5.14.0-611.5.1.el19 7.x86 64

2. Install the nvme-c1i package:

rpm -galgrep nvme-cli

The following example shows an nvme-c1i package version:

nvme-cli-2.13-1.e19.x86 64

3. Install the 1ibnvme package:

rpm —-ga|grep libnvme

The following example shows an 1ibnvme package version:

libnvme-1.13-1.e19.x86 64

4. On the host, check the hostngn string at /etc/nvme/hostngn:

cat /etc/nvme/hostngn

The following example shows an hostngn version:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-09c04£f425633

5. On the ONTAP system, verify that the hostngn string matches the hostnqgn string for the corresponding
subsystem on the ONTAP storage system:

::> vserver nvme subsystem host show -vserver vs 188
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Show example

Vserver Subsystem Priority Host NQN

vs 188 Nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£425633
NvmelO
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£425633
Nvmell
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£425633
Nvmel?2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£425633
48 entries were displayed.

If the hostngn strings do not match, use the vserver modify command to update the
hostngn string on your corresponding ONTAP storage system subsystem to match the
hostngn string from /etc/nvme/hostngn on the host.

Step 3: Configure NVMe/FC and NVMe/TCP

Configure NVMe/FC with Broadcom/Emulex or Marvell/QLogic adapters, or configure NVMe/TCP using
manual discovery and connect operations.
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NVMe/FC - Broadcom/Emulex
Configure NVMe/FC for a Broadcom/Emulex adapter.

Steps
1. Verify that you are using the supported adapter model:
a. Display the model names:
cat /sys/class/scsi host/host*/modelname

You should see the following output:

LPe36002-M64
LPe36002-M64

b. Display the model descriptions:

cat /sys/class/scsi_host/host*/modeldesc

You should see an output similar to the following example:

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. Verify that you are using the recommended Broadcom 1pfc firmware and inbox driver:

a. Display the firmware version:

cat /sys/class/scsi_host/host*/fwrev

The command returns the firmware versions:

14.4.393.53, sli-4:6:d
14.4.393.53, sli-4:6:d

b. Display the inbox driver version:

cat /sys/module/lpfc/version

The following example shows a driver version:
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0:14.4.0.9

For the current list of supported adapter driver and firmware versions, see the Interoperability Matrix
Tool.

3. Verify that 1pfc_enable fc4 type is setto 3:

cat /sys/module/lpfc/parameters/lpfc enable fcd4 type

4. Verify that you can view your initiator ports:

cat /sys/class/fc_host/host*/port name

The following example shows port identities:

0x100000109b£f044b1
0x100000109b£044b2

5. Verify that your initiator ports are online:

cat /sys/class/fc host/host*/port state

You should see the following output:

Online

Online

6. Verify that the NVMe/FC initiator ports are enabled and that the target ports are visible:

cat /sys/class/scsi_host/host*/nvme info
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Show example

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b954518 WWNN x200000109b954518
DID x020700 ONLINE

NVME RPORT WWPN x2022d039%caa7dfc8 WWNN x201fd039%9eaa7dfc8
DID x020b03 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2023d03%eaa7dfc8 WWNN x201fd039%eaa7dfc8

DID x020103 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000548 Cmpl 0000000548 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000001a68 Issue 0000000000001a68 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b954519 WWNN x200000109b954519
DID x020500 ONLINE

NVME RPORT WWPN x2027d03%e¢aa7dfc8 WWNN x2025d039%eaa77dfc8
DID x020b01 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000005ab Cmpl 00000005ab Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000086cel Issue 0000000000086ce2 OutIO
0000000000000001
abort 0000009c noxri 00000000 nondlp 00000002 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000000b8 Err 000000Db8

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x100000109bf044b1 WWNN x2000001090f044bl
DID x022a00 ONLINE

NVME RPORT WWPN x2027d03%eaa7dfc8 WWNN x2025d039eaa7dfc8
DID x020b01 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2011d039eaa’7dfc8 WWNN x200fd039eaa7dfc8
DID x020b02 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2002d03%eaa7dfc8 WWNN x2000d03%9eaa7dfc8
DID x020b05 TARGET DISCSRVC ONLINE



NVME RPORT WWPN x2026d03%eaa7dfc8 WWNN x2025d039%eaa7dfc8
DID x021301 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2010d03%eaa7dfc8 WWNN x200fd039%eaa7dfc8
DID x021302 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2001d039%ecaa77dfc8 WWNN x2000d039%9eaa7dfc8

DID x021305 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000cl1l86 Cmpl 000000cl86 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000c348ca37 Issue 00000000c3344057 OutIO
ffffffffffeb7620
abort 0000815b noxri 000018b5 nondlp 00000116 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 0000915b Err 000c6091

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfc3 WWPN x1000001090f044b2 WWNN x200000109bf044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2028d03%eaa7dfc8 WWNN x2025d039%eaa’7dfc8
DID x020101 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2012d03%eaa7dfc8 WWNN x200£d039eaa’7dfc8
DID x020102 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2003d03%eaa7dfc8 WWNN x2000d03%9eaa7dfc8
DID x020105 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2029d03%eaa7dfc8 WWNN x2025d039%eaa’7dfc8
DID x022901 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2013d03%eaa7dfc8 WWNN x200£d039%eaa’7dfc8
DID x022902 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d03%eaa7dfc8 WWNN x2000d03%9eaa7dfc8
DID x022905 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000cl1l86 Cmpl 000000cl86 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000b5761laf5 Issue 00000000b564b55e OutIO
ffffffffffee9acd
abort 000083d7 noxri 0000l6ea nondlp 00000195 gdepth
00000000 wgerr 00000002 err 00000000
FCP CMPL: xb 000094a4 Err 000c22e7

NVMe/FC - Marvell/QLogic
Configure NVMe/FC for a Marvell/QLogic adapter.
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Steps
1. Verify that you are using the supported adapter driver and firmware versions:

cat /sys/class/fc _host/host*/symbolic name

The following example shows driver and firmware versions:

QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k
QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k

2. Verify that g12xnvmeenable is set. This enables the Marvell adapter to function as an NVMe/FC
initiator:

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

The expected output is 1.

NVMe/TCP

The NVMe/TCP protocol doesn’t support the auto-connect operation. Instead, you can discover the
NVMe/TCP subsystems and namespaces by performing the NVMe/TCP connect or connect-all
operations manually.

Steps

1. Check that the initiator port can get the discovery log page data across the supported NVMe/TCP
LIFs:

nvme discover -t tcp -w host-traddr -a traddr
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Show example

nvme discover -t tcp -w 192.168.30.15 -a 192.168.30.48

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08£f5dd03%eaa’7dfc9:discovery
traddr: 192.168.31.49

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl1£f08£f5dd03%eaa7dfc9:discovery
traddr: 192.168.31.48

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11£f08f5dd03%aa7dfc9:discovery
traddr: 192.168.30.49

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

137



138

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd039%aa7dfc9:discovery
traddr: 192.168.30.48

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl1f08f5dd03%aa7dfc9:subsystem.Nvme
38

traddr: 192.168.31.49
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl1£f08£5dd039%eaa’7dfc9:subsystem.Nvme
38

traddr: 192.168.31.48
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 6

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7dfc9:subsystem.Nvme



38

traddr:
eflags:

none

sectype: none

trtype: tcp

192.168.30.49

nvme subsystem

not specified

adrfam: ipv4
subtype:
treq:

portid: 5

trsvcid: 4420

subngn:

38

traddr:
eflags:

none

sectype: none

2. Verify that the other NVMe/TCP initiator-target LIF combinations can successfully retrieve discovery

log page data:

ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11£f08£5dd039%eaa’7dfc9:subsystem.Nvme

192.168.30.48

nvme discover -t tcp -w host-traddr -a traddr

Show example

nvme

nvme

nvme

nvme

3. Run the nvme connect-all command across all the supported NVMe/TCP initiator-target LIFs

discover
discover
discover

discover

across the nodes:

tcp -w
tcp —-w
tcp -w
tcp —-w

192.
192.
192.
192.

168.
168.
168.
168.

30.
30.
31.
31.

15 -a
15 -a
15 -a
15 -a

192.
192.
192.
192.

168.
168.
168.
168.

nvme connect-all -t tcp -w host-traddr -a traddr

30.
30.
31.
31.

48
49
48
49
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Show example

nvme connect-all -t tcp -w 192.168.30.15 -a 192.168.30.48

nvme connect-all -t tcp -w 192.168.30.15 -a
192.168.30.49
nvme connect-all -t tcp -w 192.168.31.15 -a
192.168.31.48
nvme connect-all -t tcp -w 192.168.31.15 -a

192.168.31.49

Beginning with RHEL 9.4, the setting for the NVMe/TCP ctrl loss tmo timeout is
automatically set to "off". As a result:

* There are no limits on the number of retries (indefinite retry).

(D * You don’t need to manually configure a specific ctrl loss tmo timeout duration
when using the nvme connect or nvme connect-all commands (option -l ).

» The NVMe/TCP controllers don’t experience timeouts in the event of a path failure and
remain connected indefinitely.

Step 4: Optionally, modify the iopolicy in the udev rules

RHEL 9.6 sets the default iopolicy for NVMe-oF to round-robin. If you are using RHEL 9.6 and want to
change the iopolicy to queue-depth, modify the udev rules file as follows:

Steps
1. Open the udev rules file in a text editor with root privileges:

/usr/lib/udev/rules.d/71-nvmf-netapp.rules
You should see the following output:
vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules
2. Find the line that sets iopolicy for the NetApp ONTAP Controller, as shown in the following example rule:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. Modify the rule so that round-robin becomes queue-depth:
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ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. Reload the udev rules and apply the changes:

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

3. Verify the current iopolicy for your subsystem. Replace <subsystem>, for example, nvme-subsysO0.
cat /sys/class/nvme-subsystem/<subsystem>/iopolicy
You should see the following output:

queue-depth.

@ The new iopolicy applies automatically to matching NetApp ONTAP Controller devices. You
don’t need to reboot.

Step 5: Optionally, enable 1MB /O for NVMe/FC

ONTARP reports a Max Data Transfer Size (MDTS) of 8 in the Identify Controller data. This means the maximum
I/0 request size can be up to 1MB. To issue I/O requests of size 1MB for a Broadcom NVMe/FC host, you
should increase the 1pfc value of the 1pfc_sg seg cnt parameter to 256 from the default value of 64.

@ These steps don’t apply to Qlogic NVMe/FC hosts.

Steps
1. Setthe 1pfc_sg_seg cnt parameter to 256:

cat /etc/modprobe.d/lpfc.conf
You should see an output similar to the following example:
options lpfc lpfc sg seg cnt=256

2. Run the dracut -f command, and reboot the host.

3. Verify that the value for 1pfc_sg_seg_cnt is 256:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Step 6: Verify NVMe boot services

The nvmefc-boot-connections.service and nvmf-autoconnect.service boot services included in
the NVMe/FC nvme-c1i package are automatically enabled when the system boots.

After booting completes, verify that the nvmefc-boot-connections.service and nvmf-
autoconnect.service boot services are enabled.

Steps

1. Verify that nvmf-autoconnect.service is enabled:

systemctl status nvmf-autoconnect.service

Show example output

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead) since Wed 2025-10-29 00:42:03 EDT; 6h ago
Main PID: 8487 (code=exited, status=0/SUCCESS) CPU: ooms

Oct 29 00:42:03 R650-14-188 systemd[1l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Oct 29 00:42:03 R650-14-188 systemd[1l]: nvmf-autoconnect.service:
Deactivated successfully.

Oct 29 00:42:03 R650-14-188 systemd[1l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. Verify that nvme fc-boot-connections.service is enabled:

systemctl status nvmefc-boot-connections.service
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Show example output

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset:enabled)

Active: inactive (dead) since Wed 2025-10-29 00:41:51 EDT; o6h

ago
Main PID: 4652 (code=exited, status=0/SUCCESS)

CPU: 13ms

Oct 29 00:41:51 R650-14-188 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot... Oct 29 00:41:51
R650-14-188 systemd[1l]: nvmefc-boot-connections.service: Deactivated
successfully. Oct 29 00:41:51 R650-14-188 systemd[1]: Finished
Auto-connect to subsystems on FC-NVME devices found during boot

Step 7: Verify the multipathing configuration

Verify that the in-kernel NVMe multipath status, ANA status, and ONTAP namespaces are correct for the
NVMe-oF configuration.

Steps
1. Verify that the in-kernel NVMe multipath is enabled:

cat /sys/module/nvme core/parameters/multipath

You should see the following output:

2. Verify that the appropriate NVMe-oF settings (such as, model set to NetApp ONTAP Controller and load
balancing iopolicy set to round-robin) for the respective ONTAP namespaces correctly display on the host:

a. Display the subsystems:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

You should see the following output:

NetApp ONTAP Controller
NetApp ONTAP Controller
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b. Display the policy:

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

You should see the following output:

queue-depth
qgueue-depth

3. Verify that the namespaces are created and correctly discovered on the host:

nvme list

Show example

Node Generic SN

/dev/nvmel00nl /dev/ngl00nl 81LJCJYaKOHhAAAAAAAf NetApp ONTAP

Controller
Namespace Usage Format FW Rev
Ox1 1.19 GB / 5.37 GB 4 KiB + 0 B 9.18.1

4. Verify that the controller state of each path is live and has the correct ANA status:
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NVMe/FC

nvme list-subsys /dev/nvmelOOnl

Show example

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3623e199617311£09257d03%¢caa7dfc9:subsystem.Nvme
31

hostngn=ngn.2014-08.org.nvmexpress:uuid:
4c4c4544-0056-5410-8048-b9c04£42563

\
+- nvmel99 fc traddr=nn-0x200£d039%eaa7dfc8:pn-
0x2010d03%eaa7dfc8,host traddr=nn-0x200000109b£044bl:pn-
0x100000109b£f044bl live optimized
+- nvme246 fc traddr=nn-0x200fd039%9eaa77dfc8:pn-
0x2011d03%eaa7dfc8,host traddr=nn-0x200000109b£044bl:pn-
0x1000001090£044b1 1live non-optimized
+- nvme249 fc traddr=nn-0x200fd039%9eaa77dfc8:pn-
0x2013d039%eaa’7dfc8,host traddr=nn-0x200000109bf044b2:pn-
0x100000109b£f044b2 live optimized
+- nvme251 fc traddr=nn-0x200£d039%eaa7dfc8:pn-
0x2012d039%eaa’7dfc8,host traddr=nn-0x200000109bf044b2:pn-
0x1000001090£f044b2 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvmeOnl
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Show example

nvme-subsys0 - NQN=ngn.1992-

08.com.netapp:sn.51a3c9846e0cl1f08£f5dd03%aa7dfc9:subsystem.Nvme

1

hostngn=nqn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£444d33

\

+- nvmeO tcp

traddr=192.168.30.48, trsvcid=4420, host traddr=192
src addr=192.168.30.15 live optimized

+- nvmel tcp

traddr=192.168.30.49, trsvcid=4420, host traddr=192.

src addr=192.168.30.15 live non-optimized
+- nvme2 tcp

traddr=192.168.31.48, trsvcid=4420, host traddr=192.

src addr=192.168.31.15 live optimized

+- nvme3 tcp

traddr=192.168.31.49, trsvcid=4420, host traddr=192
src addr=192.168.31.15 live non-optimized

.168.30.

168.30.

168.31.

- L6831 .

15,

15,

15,

15,

5. Verify that the NetApp plug-in displays the correct values for each ONTAP namespace device:
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Column

nvme netapp ontapdevices -o column

Show example

Device Vserver Subsystem Namespace Path

/dev/nvmeOnl vs iscsi tcp Nvmel /vol/Nvmevoll/nsl

d8efef7d-4dde-447£f-b50e-b2c009298c66 26.84GB

JSON

nvme netapp ontapdevices -o json

Show example

"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs iscsi tcp",

Subsystem" :"Nvmel",
"Namespace Path":"/vol/Nvmevoll/nsl",
"NSID":1,
"UUID":"d8efef7d-4dde-447f-b50e-b2c009298c66",
"LBA Size":409¢6,
"Namespace Size":26843545600,

b

Step 8: Set up secure in-band authentication

Secure in-band authentication is supported over NVMe/TCP between a RHEL 9.x host and an ONTAP
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controller.

Each host or controller must be associated with a DH-HMAC-CHAP key to set up secure authentication. A DH-
HMAC-CHAP key is a combination of the NQN of the NVMe host or controller and an authentication secret
configured by the administrator. To authenticate its peer, an NVMe host or controller must recognize the key
associated with the peer.

Steps

Set up secure in-band authentication using the CLI or a config JSON file. If you need to specify different
dhchap keys for different subsystems, you must use a config JSON file.
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CLI
Set up secure in-band authentication using the CLI.

1. Obtain the host NQN:

cat /etc/nvme/hostngn

2. Generate the dhchap key for the RHEL 9.x host.

The following output describes the gen-dhchap-key command parameters:

nvme gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

In the following example, a random dhchap key with HMAC set to 3 (SHA-512) is generated.

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade6d4-216d-1lec-b7bb-7ed30a5482c3

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYd9JFV8Si9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOoO0PJJIM6yZsTeEpGkDHMHQ255+g=":

3. On the ONTAP controller, add the host and specify both dhchap keys:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit[8192-bit}

4. A host supports two types of authentication methods, unidirectional and bidirectional. On the host,

connect to the ONTAP controller and specify dhchap keys based on the chosen authentication
method:
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. Validate the nvme connect authentication command by verifying the host and controller
dhchap keys:

a. Verify the host dhchap keys:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

Show example output for a unidirectional configuration

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAuUYOvmdgCp/NOaYND2PSc:
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc:
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc:
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAuYOvmdgCp/NOaYND2PSc:

b. Verify the controller dhchap keys:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

Show example output for a bidirectional configuration

cat /sys/class/nvme-subsystem/nvme-

subsys*/nvme*/dhchap ctrl secret

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HfSMSfM8nLIESJIAOIbIK/T6m00y
gJdgjmOVrRlrgrnHzjtWJImsnoVBO3rPDGEk=:

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HfSMSfM8nLIESIAOFbIK/T6m00y
gJgjmOVrRlrgrnHzjtWJImsnoVBO3rPDGEk=:

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HfSMSfM8nLIESJIAOFbIK/T6m00y
gJgjmOVrRlrgrnHzjtWJImsnoVBO3rPDGEk=:

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HEfSMSfM8nLIESJIAOIbIK/T6m00y
gJdgjmOVrRlrgrnHzjtWJImsnoVBO3rPDGEk=:



JSON

When multiple NVMe subsystems are available on the ONTAP controller, you can use the
/etc/nvme/config. json file with the nvme connect-all command.

Use the -o option to generate the JSON file. Refer to the NVMe connect-all man pages for more syntax
options.

1. Configure the JSON file.

(D In the following example, dhchap key corresponds to dhchap secret and
dhchap ctrl key corresponds to dhchap ctrl secret.
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Show example

cat /etc/nvme/config.json
[
{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-
804b-b5c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b5c04£4444d33",
"dhchap key":"DHHC-
1:01:GhgalS+0h0W/IxKhSa0iaMHgl7SOHRTzBduPzoJ6LKEJS3/f: ",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.2c0c80d9873al1f0bc60d039%eabbecbod: subsystem.istp
MNTC subsys",

"ports": [

{
"transport":"tcp",
"traddr":"192.168.30.44",

"host traddr":"192.168.30.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:GaraCo0840/uM0jF4rKJ1gTy22bVoVOdRn1M+9QDfQRNVwIDHfPu2LrK5Y+/
XG8iGcRtBCdm3
fYm3ZmO6NiepCORoOY50Q=":"

bo
{

"transport":"tcp",

"traddr":"192.168.30.45"

"host traddr":"192.168.30.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:GaraC0840/uM0jF4rKJ1lgTy22bVoVOdRn1IM+9QDfQRNVWIDHfPU2LrK5Y+/

XG81GcRtBCdm3
fYm3ZmO6NiepCOROY5Q=:"
by
{
"transport":"tcp",
"traddr":"192.168.31.44",

"host traddr":"192.168.31.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
GaraC0840/uM0jF4rKJI1gTy22bVoVOdRn1IM+90DfQRNVWIDHf PU2LrK5Y+/XG81G
c
RtBCAm3fYm3ZmO6NiepCOROY5Q=":" },



"transport":"tcp",

"traddr":"192.168.31.45",

"host traddr":"192.168.31.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
GaraC0840/uM0jF4rKJ1gTy22bVoVOdRn1IM+90DfQRNVWIDHf PU2LrK5Y+/XG81G
cRtBCAm3£fYm3ZmO6NiepCOROY5Q=:"

}

2. Connect to the ONTAP controller using the config JSON file:

nvme connect-all -J /etc/nvme/config.json

Show example

already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£f444d33, ngn=ngn.1992-
08.com.netapp:sn.2c0c80d9873al1f0bc60d039%abbecbod: subsystem.istp
MNTC subsys, transport=tcp, traddr=192.168.30.44,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£444d33, ngn=ngn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d039%eabbcbod: subsystem.istp
MNTC subsys, transport=tcp, traddr=192.168.31.44,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d039%abbcbod: subsystem.istp
MNTC subsys, transport=tcp, traddr=192.168.30.45,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£f444d33, ngn=ngn.1992-
08.com.netapp:sn.2c0c80d9873al11f0bc60d039%eabbcbbd: subsystem.istp
MNTC subsys, transport=tcp,traddr=192.168.31.45,trsvcid=4420
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3. Verify that the dhchap secrets have been enabled for the respective controllers for each subsystem:

a. Verify the host dhchap keys:

cat /sys/class/nvme-subsystem/nvme-subsys96/nvme96/dhchap secret

The following example shows a dhchap key:

DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc:

b. Verify the controller dhchap keys:

cat /sys/class/nvme-subsystem/nvme-
subsys96/nvme96/dhchap ctrl secret

You should see an output similar to the following example:

DHHC-
1:03:ZCRrPIMQOeXhFitT7FvvE/3P6K/gY1HfSmSEM8nLjESJdOJbjK/J6m00ygJg
JmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=":

Step 9: Review the known issues

These are the known issues:

NetApp Bug ID Title Description

1503468 In RHEL 9.1, the nvme list-subsys The nvme list-subsys command
command returns repeated nvme controller returns a list of NVMe controllers for a
list for a given subsystem given subsystem. In RHEL 9.1, this

command shows controllers with their ANA
state for all namespaces in the subsystem.
Because ANA state is a per-namespace
attribute, the command should display
unique controller entries with the path state
for each namespace.
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NetApp Bug ID Title Description

1479047 RHEL 9.0 NVMe-oF hosts create duplicate  On NVMe-oF hosts, you can use the nvme
Persistent Discovery Controllers (PDCs) discover -p command to create PDCs.

When this command is used, only one
PDC should be created per initiator-target
combination. However, if you are running
ONTAP 9.10.1 and RHEL 9.0 with an
NVMe-oF host, a duplicate PDC is created
each time nvme discover -pis
executed. This leads to unnecessary
usage of resources on both the host and
the target.

Configure RHEL 8.x for NVMe-oF with ONTAP storage

Red Hat Enterpirse Linux (RHEL) hosts support the NVMe over Fibre Channel
(NVMe/FC) and NVMe over TCP (NVMe/TCP) protocols with Asymmetric Namespace
Access (ANA). ANA provides multipathing functionality equivalent to asymmetric logical
unit access (ALUA) in iSCSI and FCP environments.

Learn how to configure NVMe over Fabrics (NVMe-oF) hosts for RHEL 8.x. For more support and feature
information, see RHEL ONTAP support and features.

NVMe-oF with RHEL 8.x has the following known limitations:

* SAN booting using the NVMe-oF protocol is not currently supported.

* In-kernel NVMe multipath is disabled by default on NVMe-oF hosts in RHEL 8.x; you must enable it
manually.

* NVMe/TCP is available as a technology preview due to known issues.
Step 1: Optionally, enable SAN booting

You can configure your host to use SAN booting to simplify deployment and improve scalability. Use the
Interoperability Matrix Tool to verify that your Linux OS, host bus adapter (HBA), HBA firmware, HBA boot
BIOS, and ONTAP version support SAN booting.

Steps
1. Create a NVMe namespace and map it to the host.

2. Enable SAN booting in the server BIOS for the ports to which the SAN boot namespace is mapped.
For information on how to enable the HBA BIOS, see your vendor-specific documentation.

3. Reboot the host and verify that the OS is up and running.

Step 2: Install RHEL and NVMe software and verify your configuration

To configure your host for NVMe-oF you need to install the host and NVMe software packages, enable
multipathing, and verify your host NQN configuration.

Steps
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1. Install RHEL 8.x on the server. After the installation is complete, verify that you are running the required
RHEL 8.x kernel:

uname -—-r

Example RHEL kernel version:

4.18.0-553.e18 10.x86_ 64

2. Install the nvme-c1i package:

rpm -galgrep nvme-cli

The following example shows an nvme-cli package version:

nvme-cli-1.16-9.e18.x86 64

3. Install the 1ibnvme package:

rpm -ga|grep libnvme

The following example shows an libnvme package version:

libnvme-1.4-3.e18.x86 64

4. Enable in-kernel NVMe multipath:

grubby --args=nvme core.multipath=Y --update-kernel /boot/vmlinuz-
4.18.0-553.el18 10.x86 64

5. On the RHEL 8.x host, check the hostnqgn string at /etc/nvme/hostngn:

cat /etc/nvme/hostngn

The following example shows a hostngn version:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0032-3410-8035-b8c04£f4c5132
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6. On the ONTAP system, verify that the hostngn string matches the hostngn string for the corresponding

subsystem on the ONTAP storage system:

::> vserver nvme subsystem host show -vserver vs fcnvme 141

Show example

Vserver Subsystem Host NON

vs 25 2742 rhel 101 QLe2772 ngn.2014-
08.org.nvmexpress:uuid:546399fc-160f-11e5-89%9aa-98be9%942440ca

If the hostngn strings do not match, use the vserver modify command to update the
hostngn string on your corresponding ONTAP storage system subsystem to match the
hostngn string from /etc/nvme/hostngn on the host.

7. Reboot the host.

To run both NVMe and SCSI traffic on the same host, NetApp recommends using the in-
kernel NVMe multipath for ONTAP namespaces and dm-multipath for ONTAP LUNs. To
prevent dm-multipath from claiming ONTAP namespace devices, exclude them by adding
the enable foreign setting to the /etc/multipath.conf file:

CD cat /etc/multipath.conf

defaults {
enable foreign NONE

Step 3: Configure NVMe/FC and NVMe/TCP

Configure NVMe/FC with Broadcom/Emulex or Marvell/QLogic adapters, or configure NVMe/TCP using
manual discovery and connect operations.

157



NVMe/FC - Broadcom/Emulex
Configure NVMe/FC for a Broadcom/Emulex adapter.

Steps
1. Verify that you are using the supported adapter model:
a. Display the model names:
cat /sys/class/scsi host/host*/modelname

You should see the following output:

LPe32002-M2
LPe32002-M2

b. Display the model descriptions:

cat /sys/class/scsi_host/host*/modeldesc

You should see an output similar to the following example:

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. Verify that you are using the recommended Broadcom 1pfc firmware and inbox driver:

a. Display the firmware version:

cat /sys/class/scsi_host/host*/fwrev

The command returns the firmware versions:

14.2.539.21, sli-4:2:c
14.2.539.21, sli-4:2:c

b. Display the inbox driver version:

cat /sys/module/lpfc/version

The following example shows a driver version:
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0:14.0.0.21

For the current list of supported adapter driver and firmware versions, see the Interoperability Matrix
Tool.

3. Verify that 1pfc_enable fc4 type is setto 3:

cat /sys/module/lpfc/parameters/lpfc enable fcd4 type

4. Verify that you can view your initiator ports:

cat /sys/class/fc_host/host*/port name

You should see an output similar to:

0x10000090faelec88
0x10000090faelec89

5. Verify that your initiator ports are online:

cat /sys/class/fc host/host*/port state

You should see the following output:

Online

Online

6. Verify that the NVMe/FC initiator ports are enabled and that the target ports are visible:

cat /sys/class/scsi_host/host*/nvme info
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Show example

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109bf044b1 WWNN x2000001090f044bl
DID x022a00 ONLINE

NVME RPORT WWPN x211ad03%eaa7dfc8 WWNN x2119d039%eaa7dfc8
DID x021302 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x211cd03%eaa7dfc8 WWNN x2119d039%eaa7dfc8

DID x020b02 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000001ff Cmpl 00000001ff Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000001330ec7 Issue 0000000001330ec9 OutIO
0000000000000002
abort 00000330 noxri 00000000 nondlp 0000000b gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000354 Err 00000361

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109bf044b2 WWNN x200000109bf044Db2
DID x021b00 ONLINE

NVME RPORT WWPN x211bd039%ecaa77dfc8 WWNN x2119d039%9eaa7dfc8
DID x022902 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x211dd03%eaa7dfc8 WWNN x2119d039%eaa7dfc8

DID x020102 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000001ff Cmpl 00000001ff Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000012ec220 Issue 00000000012ec222 OutIO
0000000000000002
abort 0000033b noxri 00000000 nondlp 00000085 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000368 Err 00000382

NVMe/FC - Marvell/QLogic
Configure NVMe/FC for a Marvell/QLogic adapter.

Steps

1. Verify that you are using the supported adapter driver and firmware versions:
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cat /sys/class/fc host/host*/symbolic name

The following example shows driver and firmware versions:

QLE2742 FW: v9.10.11 DVR: v10.02.08.200-k
QLE2742 FW: v9.10.11 DVR: v10.02.08.200-k

2. Verify that gl2xnvmeenable is set. This enables the Marvell adapter to function as an NVMe/FC
initiator:

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

The expected output is 1.

NVMe/TCP

The NVMe/TCP protocol doesn’t support the auto-connect operation. Instead, you can discover the
NVMe/TCP subsystems and namespaces by performing the NVMe/TCP connect or connect-all
operations manually.

Steps

1. Check that the initiator port can get the discovery log page data across the supported NVMe/TCP
LIFs:

nvme discover -t tcp -w host-traddr -a traddr
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Show example

nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified.

portid: O

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.alb2b785b9%dellee8e7fd039%a%e8ae9:discovery
traddr: 192.168.1.25

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified.

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.alb2b785b9%dellee8e7fd03%a%e8ae9:discovery
traddr: 192.168.2.26

sectype: none

2. Verify that the other NVMe/TCP initiator-target LIF combinations can successfully fetch discovery log

page data:

nvme discover -t tcp -w host-traddr -a traddr

Show example

nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.26
nvme discover -t tcp -w 192.168.1.31 =-a 192.168.1.25

3. Run the nvme connect-all command across all the supported NVMe/TCP initiator-target LIFs

across the nodes:
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nvme connect-all -t tcp -w host-traddr

Show example

nvme
nvme
nvme

nvme

connect-all
connect-all
connect-all
connect-all

tcp —-w
tcp —-w
tcp -w
tcp —-w

192.
192.
192 .
192.

Step 4: Optionally, enable 1MB 1/O for NVMe/FC

168.
168.
168.
168.

RN RN

.31
.31
.31
.31

traddr

-a 192
-a 192
-a 192
-a 192

.168.
.168.
.168.
.168.

025 =l
.24 -1
026 =1
025 =1

1800
1800
1800
1800

ONTAP reports a Max Data Transfer Size (MDTS) of 8 in the Identify Controller data. This means the maximum

I/O request size can be up to 1MB. To issue I/O requests of size 1MB for a Broadcom NVMe/FC host, you
should increase the 1pfc value of the 1pfc_sg seg cnt parameter to 256 from the default value of 64.

(D These steps don’t apply to Qlogic NVMe/FC hosts.

Steps

1. Setthe 1pfc_sg seg cnt parameter to 256:

cat /etc/modprobe.d/lpfc.conf

You should see an output similar to the following example:

options lpfc lpfc sg seg cnt=256

2. Run the dracut -f command, and reboot the host.

3. Verify that the value for 1pfc_sg seg cnt is 256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Step 5: Verify the multipathing configuration

Verify that the in-kernel NVMe multipath status, ANA status, and ONTAP namespaces are correct for the

NVMe-oF configuration.

Steps

1. Verify that the in-kernel NVMe multipath is enabled:
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cat /sys/module/nvme core/parameters/multipath

You should see the following output:

2. Verify that the appropriate NVMe-oF settings (such as, model set to NetApp ONTAP Controller and load
balancing iopolicy set to round-robin) for the respective ONTAP namespaces correctly reflect on the host:

a. Display the subsystems:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

You should see the following output:

NetApp ONTAP Controller
NetApp ONTAP Controller

b. Display the policy:

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

You should see the following output:

round-robin

round-robin

3. Verify that the namespaces are created and correctly discovered on the host:

nvme list
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Show example

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. Verify that the controller state of each path is live and has the correct ANA status:

nvme list-subsys /dev/nvmeOnl

Show NVMe/FC example

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:sn.0cd9eeldcleclleeB8e7£fd039%a%8ae9:subsystem.nvme
\

+- nvmel fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2086d039%ecaa7dfc8
host traddr=nn-0x20000024f£f752e6d:pn-0x21000024£ff752e6d live non-
optimized

+- nvme2 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2016d039%eaa7dfc8
host traddr=nn-0x20000024££f752e6c:pn-0x21000024££f752e6c live
optimized

+- nvme3 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2081d039%ecaa7dfc8
host traddr=nn-0x20000024£f£f752e6c:pn-0x21000024£f752e6c live non-
optimized

+- nvmed4 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2087d039%eaa7dfc8
host traddr=nn-0x20000024£f£f752e6d:pn-0x21000024££f752e6d live
optimized
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Show NVMe/TCP example

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.alb2b785b9%dellee8e7fd03%a%e8ae9:subsystem.nvme tcp
1

\

+- nvmeO tcp traddr=192.168.2.26 trsvcid=4420
host traddr=192.168.2.31 live non-optimized

+- nvmel tcp traddr=192.168.2.25 trsvcid=4420
host traddr=192.168.2.31 live optimized

+- nvme2 tcp traddr=192.168.1.25 trsvcid=4420
host traddr=192.168.1.31 live non-optimized

+- nvme3 tcp traddr=192.168.1.24 trsvcid=4420
host traddr=192.168.1.31 live optimized

5. Verify that the namespaces are created and correctly discovered on the host:

nvme list

Show example

/dev/nvmed4nl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B 11T 1T e 8

6. Verify that the NetApp plug-in displays the correct values for each ONTAP namespace device:
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Column

nvme netapp ontapdevices -o column

Show example

Device Vserver Namespace Path

/dev/nvmeOnl tcpiscsi 129 /vol/tcpnvme 1 0 0/tcpnvme ns

NSID UuIlbD Size
1 05¢c2c¢351-5d7£f-41d7-9pd8-1a56¢c 21.47GB
JSON

nvme netapp ontapdevices -o json

Show example

"ONTAPdevices": |
{
"Device": "/dev/nvmeOnl",
"Vserver": "tcpiscsi 129",

"Namespace Path”: /vol/tcpnvme 1 0 O/tcpnvme ns ",
"NSID": 1,
"UUID": "™ 05¢c2c351-5d7£-41d7-9bd8-1a56cl60c80b ",
"Size2: "21.47GB",
"LBA Data Size": 4096,
"Namespace Size" : 5242880

I

Step 6: Review the known issues

These are the known issues:
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NetApp Bug ID Title Description

1479047 RHEL 8.x NVMe-oF hosts create duplicate  On NVMe-oF hosts, you can use the

persistent discovery controllers (PDCs) "nvme discover -p" command to create
PDCs. When this command is used, only
one PDC should be created per initiator-
target combination. However, if you are
running RHEL 8.x on an NVMe-oF host, a
duplicate PDC is created each time "nvme
discover -p" is executed. This leads to
unnecessary usage of resources on both
the host and the target.

Rocky Linux

Learn about ONTAP support and features for Rocky Linux

Features supported for host configuration with NVMe over Fabrics (NVMe-oF) varies
based on your version of ONTAP and Rocky Linux.

Feature Rocky Linux host ONTAP version
version

Secure in-band authentication is supported over 9.3 or later 9.12.1 or later

NVMe/TCP between a RHEL host and an ONTAP

controller

NVMe/TCP provides namespaces using the native 8.2 or later 9.10.1 or later

nvme-cli package

NVMe/TCP is a fully supported enterprise feature 9.0 or later 9.10.1 or later

NVMe and SCSI traffic is supported on the same host 8.2 or later 9.4 or later

using NVMe multipath for NVMe-oF namespaces and
dm-multipath for SCSI LUNs

ONTAP supports the following SAN host features regardless of the ONTAP version running on your system
setup.

Feature Rocky Linux host
version

Native NVMe multipathing is enabled by default 10.0 or later

SAN booting is enabled using the NVMe/FC protocol 9.4 or later

The nvme-c1i package includes auto-connect scripts removing the need for 8.2 or later

third-party scripts

The native udev rule in the nvme-c1i package provides round-robin load 8.2 or later
balancing for NVMe multipathing
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@ For details on supported configurations, see the Interoperability Matrix Tool.

What’s next

If your Rocky Linux version is .. Learn about ..

10 series Configuring NVMe for Rocky Linux 10.x
9 series Configuring NVMe for Rocky Linux 9.x
8 series Configuring NVMe for Rocky Linux 8.x

Related information
Learn about managing NVMe protocols

Configure Rocky Linux 10.x for NVMe-oF with ONTAP storage

Rocky Linux hosts support the NVMe over Fibre Channel (NVMe/FC) and NVMe over
TCP (NVMe/TCP) protocols with Asymmetric Namespace Access (ANA). ANA provides
multipathing functionality equivalent to asymmetric logical unit access (ALUA) in iSCSI
and FCP environments.

Learn how to configure NVMe over Fabrics (NVMe-oF) hosts for Rocky Linux 10.x. For more support and
feature information, see Rocky Linux ONTAP support and features.

NVMe-oF with Rocky Linux 10.x has the following known limitations:

* The nvme disconnect-all command disconnects both root and data filesystems and might lead to
system instability. Do not issue this on systems booting from SAN over NVMe-TCP or NVMe-FC
namespaces.

Step 1: Optionally, enable SAN booting

You can configure your host to use SAN booting to simplify deployment and improve scalability. Use the
Interoperability Matrix Tool to verify that your Linux OS, host bus adapter (HBA), HBA firmware, HBA boot
BIOS, and ONTAP version support SAN booting.

Steps
1. Create a NVMe namespace and map it to the host.

2. Enable SAN booting in the server BIOS for the ports to which the SAN boot namespace is mapped.
For information on how to enable the HBA BIOS, see your vendor-specific documentation.

3. Reboot the host and verify that the OS is up and running.

Step 2: Install Rocky Linux and NVMe software and verify your configuration

To configure your host for NVMe-oF you need to install the host and NVMe software packages, enable
multipathing, and verify your host NQN configuration.

Steps
1. Install Rocky Linux 10.x on the server. After the installation is complete, verify that you are running the
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required Rocky Linux 10.x kernel:

uname -—-r

Example Rocky Linux kernel version:

6.12.0-55.9.1.e110 0.x86_64

2. Install the nvme-c1i package:

rpm -galgrep nvme-cli

The following example shows an nvme-cli package version:

nvme-cli-2.11-5.e110.x86 64

3. Install the 1ibnvme package:

rpm -ga|grep libnvme

The following example shows an 1ibnvme package version:

libnvme-1.11.1-1.e110.x86_64

4. On the host, check the hostngn string at /etc/nvme/hostngn:

cat /etc/nvme/hostngn

The following example shows a hostngn value:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633

5. On the ONTAP system, verify that the hostngn string matches the hostngn string for the corresponding
subsystem on the ONTAP array:

::> vserver nvme subsystem host show -vserver vs nvme 194 rockylinuxlO
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Show example

Vserver Subsystem Priority Host NQN

vs nvme 194 rockylinuxl1O0
nvme4
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
4 entries were displayed.

If the hostngn strings do not match, use the vserver modify command to update the
hostngan string on your corresponding ONTAP storage system subsystem to match the
hostnan string from /etc/nvme/hostngn on the host.

Step 3: Configure NVMe/FC and NVMe/TCP

Configure NVMe/FC with Broadcom/Emulex or Marvell/QLogic adapters, or configure NVMe/TCP using
manual discovery and connect operations.
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NVMe/FC - Broadcom/Emulex
Configure NVMe/FC for a Broadcom/Emulex adapter.

Steps
1. Verify that you are using the supported adapter model:
a. Display the model names:
cat /sys/class/scsi host/host*/modelname

You should see the following output:

LPe36002-M64
LPe36002-M64

b. Display the model descriptions:

cat /sys/class/scsi_host/host*/modeldesc

You should see an output similar to the following example:

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. Verify that you are using the recommended Broadcom 1pfc firmware and inbox driver:

a. Display the firmware version:

cat /sys/class/scsi_host/host*/fwrev

The command returns the firmware versions:

14.0.539.16, sli-4:6:d
14.0.539.16, sli-4:6:d

b. Display the inbox driver version:

cat /sys/module/lpfc/version

The following example shows a driver version:
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0:14.4.0.6

For the current list of supported adapter driver and firmware versions, see the Interoperability Matrix
Tool.

3. Verify that 1pfc_enable fc4 type is setto 3:

cat /sys/module/lpfc/parameters/lpfc enable fcd4 type

4. Verify that you can view your initiator ports:

cat /sys/class/fc_host/host*/port name

You should see an output similar to:

0x2100f4c7aalcd7c?2
0x2100f4c7aalcd7c3

5. Verify that your initiator ports are online:

cat /sys/class/fc host/host*/port state

You should see the following output:

Online

Online

6. Verify that the NVMe/FC initiator ports are enabled and that the target ports are visible:

cat /sys/class/scsi_host/host*/nvme info
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Show example

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x100000109bf044b1 WWNN x2000001090f044bl
DID x022a00 ONLINE

NVME RPORT WWPN x202fd03%eaa7dfc8 WWNN x202cd039%eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x202dd039%eaa7dfc8 WWNN x202cd039%eaa7dfc8

DID x020bl0 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000810 Cmpl 0000000810 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007b098f07 Issue 000000007aee27c4 OutIO
ffffffffffed98bd
abort 000013b4 noxri 00000000 nondlp 00000058 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000013b4 Err 00021443

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x200000109bf044Db2
DID x021b00 ONLINE

NVME RPORT WWPN x2033d039%eaa7dfc8 WWNN x202cd039eaa’7dfc8
DID x020110 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2032d03%eaa7dfc8 WWNN x202cd039%eaa7dfc8

DID x022910 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000840 Cmpl 0000000840 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007afd4434 Issue 000000007ae31b83 OutIO
ffffffffffebd74£
abort 000014a5 noxri 00000000 nondlp 0000006a gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000014a5 Err 0002149%9a

NVMe/FC - Marvell/QLogic
Configure NVMe/FC for a Marvell/QLogic adapter.

Steps

1. Verify that you are using the supported adapter driver and firmware versions:
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cat /sys/class/fc host/host*/symbolic name

The following example shows driver and firmware versions:

QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. Verify that gl2xnvmeenable is set. This enables the Marvell adapter to function as an NVMe/FC
initiator:

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

The expected output is 1.

NVMe/TCP

The NVMe/TCP protocol doesn’t support the auto-connect operation. Instead, you can discover the
NVMe/TCP subsystems and namespaces by performing the NVMe/TCP connect or connect-all
operations manually.

Steps

1. Check that the initiator port can get the discovery log page data across the supported NVMe/TCP
LIFs:

nvme discover -t tcp -w host-traddr -a traddr
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176

Show example

nvme discover -t tcp -w 192.168.20.1 -a 192.168.20.20

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039%a951cd46:discovery
traddr: 192.168.21.21

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.20.21

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.6deb65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.21.20

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp



adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.6deb65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.20.20

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951c4d6:subsystem.rock
ylinux1l0 tcp subsystem
traddr: 192.168.21.21
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039ea951c46:subsystem.rock
ylinuxl0 tcp subsystem
traddr: 192.168.20.21
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039ea951c46:subsystem.rock
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ylinux1l0 tcp subsystem
traddr: 192.168.21.20
eflags: none
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039ea951c46:subsystem.rock
ylinux1l0 tcp subsystem
traddr: 192.168.20.20
eflags: none

sectype: none

2. Verify that the other NVMe/TCP initiator-target LIF combinations can successfully retrieve discovery
log page data:

nvme discover -t tcp -w host-traddr -a traddr

Show example

-a 192.168.20.20
-a 192.168.21.20
-a 192.168.20.21
-a 192.168.21.21

nvme discover -t tcp -w 192.168.20.
nvme discover -t tcp -w 192.168.21.
nvme discover -t tcp -w 192.168.20.

R

nvme discover -t tcp -w 192.168.21.

3. Run the nvme connect-all command across all the supported NVMe/TCP initiator-target LIFs

across the nodes:

nvme connect-all -t tcp -w host-traddr -a traddr
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Show example

nvme

192.168.

nvme

192.168.

nvme

192.168.

nvme

192.168.

connect-all
20.20
connect-all
21.20
connect-all
20.21
connect-all
21.21

tcp -w
tcp —-w
tcp —-w
tcp -w

192.

192.

192.

192.

168.

168.

168.

168.

20.

21.

20.

21.

Beginning with Rocky Linux 9.4, the setting for the NVMe/TCP ctrl loss tmo
timeout is automatically set to "off". As a result:

* There are no limits on the number of retries (indefinite retry).

@ * You don’t need to manually configure a specific ctrl loss tmo timeout duration
when using the nvme connect or nvme connect-all commands (option -l ).

» The NVMe/TCP controllers don’t experience timeouts in the event of a path failure and
remain connected indefinitely.

Step 4: Optionally, enable 1MB 1/O for NVMe/FC

ONTAP reports a Max Data Transfer Size (MDTS) of 8 in the Identify Controller data. This means the maximum
I/O request size can be up to 1MB. To issue I/O requests of size 1MB for a Broadcom NVMe/FC host, you
should increase the 1pfc value of the 1pfc_sg seg cnt parameter to 256 from the default value of 64.

(D These steps don't apply to Qlogic NVMe/FC hosts.

Steps

1. Setthe 1pfc_sg seg cnt parameter to 256:

cat /etc/modprobe.d/lpfc.conf

You should see an output similar to the following example:

options lpfc lpfc sg seg cnt=256

2. Run the dracut -f command, and reboot the host.

3. Verify that the value for 1pfc_sg seg cnt is 256:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Step 5: Verify NVMe boot services

The nvmefc-boot-connections.service and nvmf-autoconnect.service boot services included in
the NVMe/FC nvme-c1i package are automatically enabled when the system boots.

After booting completes, verify that the nvmefc-boot-connections.service and nvmf-
autoconnect.service boot services are enabled.

Steps

1. Verify that nvmf-autoconnect.service is enabled:

systemctl status nvmf-autoconnect.service

Show example output

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: i1nactive (dead)

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Starting Connect NVMe-oF subsystems automatically during boot...

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1l]:
Finished Connect NVMe-oF subsystems automatically during boot.

2. Verify that nvme fc-boot-connections.service is enabled:

systemctl status nvmefc-boot-connections.service
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Show example output

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-06-10 01:08:36 EDT; 2h
59min ago

Main PID: 7090 (code=exited, status=0/SUCCESS)
CPU: 30ms

Jun 10 01:08:36 localhost systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jun 10 01:08:36 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jun 10 01:08:36 localhost systemd[l]: Finished Auto-connect to
subsystems on FC-NVME devices found during boot.

Step 6: Verify the multipathing configuration

Verify that the in-kernel NVMe multipath status, ANA status, and ONTAP namespaces are correct for the
NVMe-oF configuration.

Steps
1. Verify that the in-kernel NVMe multipath is enabled:

cat /sys/module/nvme core/parameters/multipath

You should see the following output:

2. Verify that the appropriate NVMe-oF settings (such as, model set to NetApp ONTAP Controller and load

balancing iopolicy set to round-robin) for the respective ONTAP namespaces correctly reflect on the host:

a. Display the subsystems:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

You should see the following output:
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. Display the policy:

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

You should see the following output:

round-robin

round-robin

3. Verify that the namespaces are created and correctly discovered on the host:

nvme list

Show example

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FIETEEEEE

4. Verify that the controller state of each path is live and has the correct ANA status:
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NVMe/FC

nvme list-subsys /dev/nvme5nl

Show example

nvme-subsys5 - NQON=nqgn.1992-
08.com.netapp:sn.f£7565b15a66911ef9668d039%€a951c46:subsystem.nvme
1
hostngn=nqn.2014-08.org.nvmexpress:uuid:4c4cd4544-

0056-5410-8048-c7c04£425633

\

+- nvmel26 fc traddr=nn-0x2036d039ea951c45:pn-
0x2038d03%ea951c45,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmel76 fc traddr=nn-0x2036d039ea951c45:pn-
0x2037d03%ea951c45,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

+- nvme5 fc traddr=nn-0x2036d039%9ea951c45:pn-
0x2039d039ea951c45,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live non-optimized

+- nvme71l fc traddr=nn-0x2036d039%ea951c45:pn-
0x203ad039ea951c45,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvmedn?2
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Show example

nvme-subsys4d -

NQN=ngn.1992-

08.com.netapp:sn.64e65e6caae’711ef£9668d039%9ea951c4d6:

4

0035-5910-804b
\

+- nvmel02 tcp
traddr=192.168
ddr=192.168.21
+- nvmel5l tecp
traddr=192.168
ddr=192.168.21
+- nvmed tcp
traddr=192.168
ddr=192.168.20
+- nvmeb53 tcp
traddr=192.168
ddr=192.168.20

hostngn=nqgn.2014-08.0rg.nvmexpress:

-c2c04£444d33

.21.20,trsvcid=4420,host traddr=192.
.1 live non-optimized

.21.21,trsvcid=4420,host traddr=192.
.1 live optimized

.20.20, trsvcid=4420, host traddr=192.
.1 live non-optimized

.20.21,trsvcid=4420,host traddr=192.
.1 live optimized

subsystem.nvme

uuid:4cd4cd544-

168.21.1,src a

168.21.1,src_a
168.20.

1l,src a

168.20.1,src_a

5. Verify that the NetApp plug-in displays the correct values for each ONTAP namespace device:
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Column

nvme netapp ontapdevices -o column

Show example

Device Vserver Namespace Path
/dev/nvmelOnl vs_tcp rockylinuxlO /vol/voll0/ns10
NSID UuUID Size

1 bbf51146-£fc64-4197-b8cf-8a24£6£359b3 21.47GB

JSON

nvme netapp ontapdevices -o json

Show example

"ONTAPdevices": [
{
"Device":"/dev/nvmelOnl",
"Vserver":"vs tcp rockylinuxl1Q0",
"Namespace Path":"/vol/voll0/nsl1O",
"NSID":1,
"UUID" :"bbf51146-fc64-4197-b8cf-8a24f6£359b3",
"Size":"21.47GB",
"LBA Data Size":409¢,
"Namespace Size'":5242880

Step 7: Set up secure in-band authentication

Secure in-band authentication is supported over NVMe/TCP between a Rocky Linux 10.x host and an ONTAP
controller.
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Each host or controller must be associated with a DH-HMAC-CHAP key to set up secure authentication. A DH-
HMAC-CHAP key is a combination of the NQN of the NVMe host or controller and an authentication secret
configured by the administrator. To authenticate its peer, an NVMe host or controller must recognize the key
associated with the peer.

Steps

Set up secure in-band authentication using the CLI or a config JSON file. If you need to specify different
dhchap keys for different subsystems, you must use a config JSON file.
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CLI

Set up secure in-band authentication using the CLI.

1. Obtain the host NQN:
cat /etc/nvme/hostngn

2. Generate the dhchap key for the Rocky Linux 10.x host.

The following output describes the gen-dhchap-key command parameters:

nvme gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

-m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

In the following example, a random dhchap key with HMAC set to 3 (SHA-512) is generated.

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-c2c04£444d33
DHHC-

1:03:7z£f8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJda+thialakKDKJQ2053pX3wYM9
xdv5DtKNNhJInZ7X8wU2RQpQIngc=:

3. On the ONTAP controller, add the host and specify both dhchap keys:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-

256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. A host supports two types of authentication methods, unidirectional and bidirectional. On the host,

connect to the ONTAP controller and specify dhchap keys based on the chosen authentication
method:
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. Validate the nvme connect authentication command by verifying the host and controller
dhchap keys:

a. Verify the host dhchap keys:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

Show example output for a unidirectional configuration

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXU0OgRoIsOEaG6om2PHlyYvub+z3]TmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

b. Verify the controller dhchap keys:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



Show example output for a bidirectional configuration

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC- 1:03:7zf8I9gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJda+hia
1aKDKJQ2053pX3wYMIxdv5DEKNNhJInZ 7X8wU2RQpQIngc=:

DHHC- 1:03:7z£f8I9gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJda+hia
1aKDKJQ2053pX3wYMOxdv5DtKNNhJIInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7z£f8I9gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJat+hia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJat+hia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

JSON

When multiple NVMe subsystems are available on the ONTAP controller, you can use the
/etc/nvme/config. json file with the nvme connect-all command

Use the -o option to generate the JSON file. Refer to the NVMe connect-all man pages for more syntax
options.

1. Configure the JSON file.

@ In the following example, dhchap key corresponds to dhchap secret and
dhchap_ctrl_keyCONeSpondStOdhchap_ctrl_secret
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Show example

cat /etc/nvme/config.json

[

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-c2c04£444d33",

"hostid":"4c4c4544-0035-5910-804b-c2c04£444d33",

"dhchap key":"DHHC-
1:03:7z£f8I9gaRcDWH3tCHSvLGaoyjzPIvwNWusBfKdpJda+thialaKDKJQ2053pX3
WYMI9xdv5DtKNNhJIInZ7X8wU2RQpQIngc=:",

"subsystems": [

{

"ngn":"ngn.1992-
08.com.netapp:sn.127ade26168811f0a50ed039%ab69%ad3:subsystem.inba
nd unidirectional",

"ports": [

{
"transport":"tcp",
"traddr":"192.168.20.17",
"host traddr":"192.168.20.1",
"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.20.18",
"host traddr":"192.168.20.1",
"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.21.18",
"host traddr":"192.168.21.1",
"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.21.17",
"host traddr":"192.168.21.1",
"trsvcid":"4420"

2. Connect to the ONTAP controller using the config JSON file:
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nvme connect-all -J /etc/nvme/config.json

Show example

traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected

3. Verify that the dhchap secrets have been enabled for the respective controllers for each subsystem.

a. Verify the host dhchap keys:

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

The following example shows a dhchap key:

DHHC-1:03:7z£f8I9gaRcDWH3tCH5vLGaoy]jzPIvwNWusBfKdpJdat+hial
aKDKJQ2053pX3wYMOxdv5DtKNNhIJInZ7X8wU2RQpQIngc=:

b. Verify the controller dhchap keys:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

You should see an output similar to the following example:
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DHHC-1:03:fMCrJharXUOgRoIsOEaG6om2PHlyYvu5+z33T
mzEKUbcWu26I33b93b112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

Step 8: Review the known issues

There are no known issues.

Configure Rocky Linux 9.x for NVMe-oF with ONTAP storage

Rocky Linux hosts support the NVMe over Fibre Channel (NVMe/FC) and NVMe over
TCP (NVMe/TCP) protocols with Asymmetric Namespace Access (ANA). ANA provides
multipathing functionality equivalent to asymmetric logical unit access (ALUA) in iSCSI
and FCP environments.

Learn how to configure NVMe over Fabrics (NVMe-oF) hosts for Rocky Linux 9.x. For more support and
feature information, see Rocky Linux ONTAP support and features.

NVMe-oF with Rocky Linux 9.x has the following known limitations:

* The nvme disconnect-all command disconnects both root and data filesystems and might lead to
system instability. Do not issue this on systems booting from SAN over NVMe-TCP or NVMe-FC
namespaces.

Step 1: Optionally, enable SAN booting

You can configure your host to use SAN booting to simplify deployment and improve scalability. Use the
Interoperability Matrix Tool to verify that your Linux OS, host bus adapter (HBA), HBA firmware, HBA boot
BIOS, and ONTAP version support SAN booting.

Steps
1. Create a NVMe namespace and map it to the host.

2. Enable SAN booting in the server BIOS for the ports to which the SAN boot namespace is mapped.
For information on how to enable the HBA BIOS, see your vendor-specific documentation.

3. Reboot the host and verify that the OS is up and running.

Step 2: Install Rocky Linux and NVMe software and verify your configuration

To configure your host for NVMe-oF you need to install the host and NVMe software packages, enable
multipathing, and verify your host NQN configuration.

Steps

1. Install Rocky Linux 9.x on the server. After the installation is complete, verify that you are running the
required Rocky Linux 9.x kernel:

uname -—-r
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Example Rocky Linux kernel version:

5.14.0-570.12.1.e19 6.x86 64

2. Install the nvme-c1i package:

rpm -galgrep nvme-cli

The following example shows an nvme-cli package version:

nvme-cli-2.11-5.e19.x86 64

3. Install the 1ibnvme package:

rpm -galgrep libnvme

The following example shows an 1ibnvme package version:

libnvme-1.11.1-1.e19.x86 64

4. On the Rocky Linux host, check the hostngn string at /etc/nvme/hostngn:

cat /etc/nvme/hostngn

The following example shows an hostngn version:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£425633

5. On the ONTAP system, verify that the hostngn string matches the hostngn string for the corresponding
subsystem on the ONTAP array:

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002
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Show example

Vserver Subsystem Priority Host NQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
4 entries were displayed.

If the hostngn strings do not match, use the vserver modify command to update the
hostngn string on your corresponding ONTAP array subsystem to match the hostngn
string from /etc/nvme/hostngn on the host.

Step 3: Configure NVMe/FC and NVMe/TCP

Configure NVMe/FC with Broadcom/Emulex or Marvell/QLogic adapters, or configure NVMe/TCP using
manual discovery and connect operations.
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NVMe/FC - Broadcom/Emulex
Configure NVMe/FC for a Broadcom/Emulex adapter.

Steps
1. Verify that you are using the supported adapter model:
a. Display the model names:
cat /sys/class/scsi host/host*/modelname

You should see the following output:

LPe36002-M64
LPe36002-M64

b. Display the model descriptions:

cat /sys/class/scsi_host/host*/modeldesc

You should see an output similar to the following example:

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. Verify that you are using the recommended Broadcom 1pfc firmware and inbox driver:

a. Display the firmware version:

cat /sys/class/scsi_host/host*/fwrev

The command returns the firmware versions:

14.0.539.16, sli-4:6:d
14.0.539.16, sli-4:6:d

b. Display the inbox driver version:

cat /sys/module/lpfc/version

The following example shows a driver version:
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0:14.4.0.6

For the current list of supported adapter driver and firmware versions, see the Interoperability Matrix
Tool.

3. Verify that 1pfc_enable fc4 type is setto 3:

cat /sys/module/lpfc/parameters/lpfc enable fcd4 type

4. Verify that you can view your initiator ports:

cat /sys/class/fc_host/host*/port name

The following example shows port identities:

0x2100f4c7aalcd7c?2
0x2100f4c7aalcd7c3

5. Verify that your initiator ports are online:

cat /sys/class/fc host/host*/port state

You should see the following output:

Online

Online

6. Verify that the NVMe/FC initiator ports are enabled and that the target ports are visible:

cat /sys/class/scsi_host/host*/nvme info
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Show example

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b954518 WWNN x200000109b954518
DID x000000 ONLINE

NVME Statistics
LS: Xmt 0000000000 Cmpl 0000000000 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000000000 Issue 0000000000000000 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b954519 WWNN x2000001090954519
DID x020500 ONLINE

NVME Statistics
LS: Xmt 0000000000 Cmpl 0000000000 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000000000 Issue 0000000000000000 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x100000109bf044b1 WWNN x2000001090f044bl
DID x022a00 ONLINE

NVME RPORT WWPN x200bd03%eaa7dfc8 WWNN x2008d039eaa7dfc8
DID x021319 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2155d039%eaa7dfc8 WWNN x2154d039eaa7dfc8
DID x02130f TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2001d03%eaa7dfc8 WWNN x2000d03%9eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x200dd03%eaa7dfc8 WWNN x2008d039eaa7dfc8
DID x020bl5 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2156d039%eaa7dfc8 WWNN x2154d039%9eaa7dfc8
DID x020b0d TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2003d039%eaa’7dfc8 WWNN x2000d039eaa7dfc8
DID x020bl10 TARGET DISCSRVC ONLINE
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NVME Statistics
LS: Xmt 0000003049 Cmpl 0000003049 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000018£9450b Issue 0000000018f5de57 OutIO
fffffffffffc994c
abort 000036d3 noxri 00000313 nondlp 00000c8d gdepth
00000000 wgerr 00000064 err 00000000
FCP CMPL: xb 000036dl Err 000fefOf

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x200000109bf044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2062d03%eaa7dfc8 WWNN x2008d039%eaa7dfc8
DID x022915 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2157d039%eaa7dfc8 WWNN x2154d039%9eaa7dfc8
DID x02290f TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2002d039%eaa7dfc8 WWNN x2000d039eaa7dfc8
DID x022910 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2065d039%eaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x020119 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2158d03%eaa7dfc8 WWNN x2154d039%eaa7dfc8
DID x02010d TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d039%eaa’7dfc8 WWNN x2000d039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000002f2c Cmpl 0000002f2c Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000001laaf3eb5 Issue 000000001aab4373 OutIO
fffffffffffcO04be
abort 000035cc noxri 0000038c nondlp 000009e3 gdepth
00000000 wgerr 00000082 err 00000000
FCP CMPL: xb 000035cc Err 000fcfcO

NVMe/FC - Marvell/QLogic
Configure NVMe/FC for a Marvell/QLogic adapter.

Steps
1. Verify that you are using the supported adapter driver and firmware versions:

cat /sys/class/fc host/host*/symbolic name
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The following example shows driver and firmware versions:

QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. Verify that g12xnvmeenable is set. This enables the Marvell adapter to function as an NVMe/FC
initiator:

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

The expected output is 1.

NVMe/TCP
The NVMe/TCP protocol does not support the auto-connect operation. You must manually perform the

NVMe/TCP connect or connect-all operations to discover the NVMe/TCP subsystems and namespaces.

Steps

1. Check that the initiator port can get the discovery log page data across the supported NVMe/TCP
LIFs:

nvme discover -t tcp -w host-traddr -a traddr

199



200

Show example

nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24

Discovery Log Number of Records 20, Generation counter 25

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.2.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp



adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcb6d:discovery
traddr: 192.168.1.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0f4dbale74eb611ef9f50d03%eabbcbod: subsystem.
Unidirectional DHCP NONE 1 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%cabbcbbd: subsystem.
Unidirectional DHCP NONE 1 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
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Unidirectional DHCP NONE 1 5
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d039%cabbcbbd: subsystem.
Unidirectional DHCP 2 2
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Unidirectional DHCP 2 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.
Unidirectional DHCP 2 5
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.
Bidirectional DHCP 2 2

traddr: 192.168.2.24

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d039%cabbcbbd: subsystem.
Bidirectional DHCP 2 3
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0f4bale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP 2 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%cabbcbbd: subsystem.
Bidirectional DHCP NONE 2 4
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traddr: 192.168.1.25
eflags: none
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod: subsystem.
Bidirectional DHCP NONE 2 5
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: nqgn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%cabbcbbd: subsystem.
Bidirectional DHCP_NONE 2 6
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 7
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4
subtype: nvme subsystem
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treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%ecabbcbbd: subsystem.
Bidirectional DHCP_NONE 2 8

traddr: 192.168.1.25

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcb6d: subsystem.nvme

_tcp 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%cabbcbbd: subsystem.
Bidirectional DHCP_NONE 2 9
traddr: 192.168.1.24
eflags: none

sectype: none

2. Verify that the other NVMe/TCP initiator-target LIF combinations can successfully get discovery log

page data:

nvme discover -t tcp -w host-traddr -a traddr
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Show example

nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.24
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.25
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25

3. Run the nvme connect-all command across all the supported NVMe/TCP initiator-target LIFs
across the nodes:

nvme connect-all -t tcp -w host-traddr -a traddr

Show example

nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.24
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.25
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.25

Beginning with Rocky Linux 9.4, the setting for the NVMe/TCP ctrl loss tmo
timeout is automatically set to "off". As a result:
* There are no limits on the number of retries (indefinite retry).

@ * You don’t need to manually configure a specific ctrl loss tmo timeout duration
when using the nvme connect or nvme connect-all commands (option -l ).

* The NVMe/TCP controllers don’t experience timeouts in the event of a path failure and
remain connected indefinitely.

Step 4: Optionally, enable 1MB /O for NVMe/FC

ONTAP reports a Max Data Transfer Size (MDTS) of 8 in the Identify Controller data. This means the maximum
I/O request size can be up to 1MB. To issue I/O requests of size 1MB for a Broadcom NVMe/FC host, you
should increase the 1pfc value of the 1pfc_sg seg cnt parameter to 256 from the default value of 64.

(D These steps don’t apply to Qlogic NVMe/FC hosts.

Steps
1. Setthe 1pfc_sg _seg cnt parameter to 256:
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cat /etc/modprobe.d/lpfc.conf

You should see an output similar to the following example:

options lpfc lpfc sg seg cnt=256

2. Run the dracut -f command, and reboot the host.

3. Verify that the value for 1pfc_sg_seg_cnt is 256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

Step 5: Verify NVMe boot services

The nvmefc-boot-connections.service and nvmf-autoconnect.service boot services included in

the NVMe/FC nvme-c1i package are automatically enabled when the system boots.

After booting completes, verify that the nvmefc-boot-connections.service and nvmf-
autoconnect.service boot services are enabled.

Steps

1. Verify that nvmf-autoconnect.service is enabled:

systemctl status nvmf-autoconnect.service

Show example output

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead)

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1l]:
Starting Connect NVMe-oF subsystems automatically during boot...

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Finished Connect NVMe-oF subsystems automatically during boot.

2. Verify that nvme fc-boot-connections.service is enabled:
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systemctl status nvmefc-boot-connections.service

Show example output

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-06-10 01:08:36 EDT; 2h
59min ago

Main PID: 7090 (code=exited, status=0/SUCCESS)
CPU: 30ms

Jun 10 01:08:36 localhost systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jun 10 01:08:36 localhost systemd[l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jun 10 01:08:36 localhost systemd[l]: Finished Auto-connect to
subsystems on FC-NVME devices found during boot.

Step 6: Verify the multipathing configuration

Verify that the in-kernel NVMe multipath status, ANA status, and ONTAP namespaces are correct for the
NVMe-oF configuration.

Steps
1. Verify that the in-kernel NVMe multipath is enabled:

cat /sys/module/nvme core/parameters/multipath

You should see the following output:

2. Verify that the appropriate NVMe-oF settings (such as, model set to NetApp ONTAP Controller and load
balancing iopolicy set to round-robin) for the respective ONTAP namespaces correctly reflect on the host:

a. Display the subsystems:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

You should see the following output:
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. Display the policy:

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

You should see the following output:

round-robin

round-robin

3. Verify that the namespaces are created and correctly discovered on the host:

nvme list

Show example

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FIETEEEEE

4. Verify that the controller state of each path is live and has the correct ANA status:
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NVMe/FC

nvme list-subsys /dev/nvmedn5

Show example

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3a5d31£5502c11ef9f50d03%eabbcbbd: subsystem.nvme
1

hostngn=ngn.2014-08.org.nvmexpress:uuid:e6dade64-
21e6d-
llec-b7bb-7ed30a5482c3
iopolicy=round-robin\
+- nvmel fc traddr=nn-0x2082d039%eaa7’7dfc8:pn-
0x2088d039%eaa’7dfc8,host traddr=nn-0x20000024f£f752e6d:pn-
0x21000024ff752e6d live optimized
+- nvmel2 fc traddr=nn-0x2082d039%eaa’7dfc8:pn-
0x208ad039%eaa’’dfc8,host traddr=nn-0x20000024ff752e6d:pn-
0x21000024£f£f752e6d live non-optimized
+- nvmelO fc traddr=nn-0x2082d039%eaa’7dfc8:pn-
0x2087d039%eaa’’7dfc8,host traddr=nn-0x20000024f£f752e6c:pn-
0x21000024£f£f752e6c live non-optimized
+- nvme3 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2083d039%eaa’7dfc8,host traddr=nn-0x20000024f£f752e6c:pn-
0x21000024ff752e6c live optimized

NVMe/TCP

nvme list-subsys /dev/nvmelnl
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Show example

nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme
_tecp 3
hostngn=nqn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33

iopolicy=round-robin

\

+- nvmel3 tcp
traddr=192.168.2.25,trsvcid=4420, host traddr=192.168.2.31,

src addr=192.168.2.31 live optimized

+- nvmeld tcp

traddr=192.168.2.24,trsvcid=4420,host traddr=192.168.2.31,

src _addr=192.168.2.31 live non-optimized

+- nvmeb tcp
traddr=192.168.1.25,trsvcid=4420, host traddr=192.168.1.31,
src_addr=192.168.1.31 live optimized

+- nvmeb6 tcp

traddr=192.168.1.24,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live non-optimized

5. Verify that the NetApp plug-in displays the correct values for each ONTAP namespace device:
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Column

nvme netapp ontapdevices -o column

Show example

Device Vserver Namespace Path

/dev/nvmelnl linux tcnvme iscsi

/vol/tcpnvme 1 0 0/tcpnvme ns

NSID UUID Size
1 5£7£630d-8eab-407£-a490-484b95b15dd6 21.47GB
JSON

nvme netapp ontapdevices -0 json

Show example

"ONTAPdevices": [
{
"Device":"/dev/nvmelnl",
"Vserver":"linux tcnvme iscsi",
"Namespace Path":"/vol/tcpnvme 1 0 0/tcpnvme ns",
"NSID":1,

"UUID":"5f£7£f630d-8ea5-407£f-a490-484b95b15dde",
"Size":"21.47GBR",
"LBA Data Size":4096,
"Namespace Size'":5242880
by

Step 7: Set up secure in-band authentication

Secure in-band authentication is supported over NVMe/TCP between a Rocky Linux 9x host and an ONTAP
controller.
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Each host or controller must be associated with a DH-HMAC-CHAP key to set up secure authentication. A DH-
HMAC-CHAP key is a combination of the NQN of the NVMe host or controller and an authentication secret
configured by the administrator. To authenticate its peer, an NVMe host or controller must recognize the key
associated with the peer.

Steps

Set up secure in-band authentication using the CLI or a config JSON file. If you need to specify different
dhchap keys for different subsystems, you must use a config JSON file.
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CLI
Set up secure in-band authentication using the CLI.

1. Obtain the host NQN:

cat /etc/nvme/hostngn

2. Generate the dhchap key for the Rocky Linux 9.x host.

The following output describes the gen-dhchap-key command parameters:

nvme gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

In the following example, a random dhchap key with HMAC set to 3 (SHA-512) is generated.

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade6d4-216d-1lec-b7bb-7ed30a5482c3

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYd9JFV8Si9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOoO0PJJIM6yZsTeEpGkDHMHQ255+g=":

3. On the ONTAP controller, add the host and specify both dhchap keys:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit[8192-bit}

4. A host supports two types of authentication methods, unidirectional and bidirectional. On the host,

connect to the ONTAP controller and specify dhchap keys based on the chosen authentication
method:
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. Validate the nvme connect authentication command by verifying the host and controller
dhchap keys:

a. Verify the host dhchap keys:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

Show example output for a unidirectional configuration

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:CNxTYgq73T9vJk0JpOfDBZrhDCapWBN4XVZISWxwPgDUieHA] :
DHHC-1:01:CNxTYq73T9vJk0JpOfDBZrhDCapWBN4XVZISWxwPgDUieHA] :
DHHC-1:01:CNxTYq73T9vJk0JpOfDBZrhDCapWBN4XVZISWxwPgDUieHA] :
DHHC-1:01:CNxTYq73T9vJIk0JpOfDBZrhDCapWBN4XVZI5WxwPgDU1ieHA

b. Verify the controller dhchap keys:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

Show example output for a bidirectional configuration

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si9aDh22k2BR/4m852vHT7KG1lrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=:

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYd9JFV8Si9aDh22k2BR/4m852vHT7KGlrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=:

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYd9JFV8Si9aDh22k2BR/4m852vHT7KGlrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=:

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYd9JFV8Si9aDh22k2BR/4m852vHT7KGlrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=:
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JSON

When multiple NVMe subsystems are available on the ONTAP controller, you can use the
/etc/nvme/config. json file with the nvme connect-all command.

Use the -o option to generate the JSON file. Refer to the NVMe connect-all man pages for more syntax
options.

1. Configure the JSON file.

(D In the following example, dhchap key corresponds to dhchap secret and
dhchap ctrl key corresponds to dhchap ctrl secret.
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Show example

cat /etc/nvme/config.json

[
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:9796clec-0d34-11leb-

b6b2-3a68dd3bab57",

"hostid":"b033cd4fdedb4724adb48655bfb55448",

"dhchap key":" DHHC-
1:01:CNxTYq73T9vJIk0JpOfDBZrhDCpWBN4XVZIS5WxwPgDUieHAd : "

by
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-
804b-b5c04£4444d33",

"subsystems": [

{

A nqn A

:"ngn.1992-

08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.bidi

r DHCP",

"ports": [

{

"transport":"tcp",

"traddr":" 192.168.1.24 ",
"host traddr":" 192.168.1.31 ",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-

1:03:

wSpUUuKbBHTzCOWOJZxMBsYdOJFV8S1i9abDh22k2BR/4m852vH7KGl rJeMpzhmyjDW
Oo0PJJIM6yZsTeEpGkDHMHQ255+g=:"

by

{

"transport":"tcp",
"traddr":" 192.168.1.25 ",
"host traddr":" 192.168.1.31",

"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:03:

wSPUuKbBHTzCOW9JZxMBsYd9JFV83S19aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
Oo0PJJIM6yZsTeEpGkDHMHQ255+g=:"

by

{

"transport":"tcp",
"traddr":" 192.168.2.24 ",
"host traddr":" 192.168.2.31",

"trsvcid":"4420",
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"dhchap ctrl key":"DHHC-

1:03:
wSPUuuKbBHTzCOW9JZxMBsYd9JFV8S19aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
000PJJIM6yZsTeEpGkDHMHQ255+g=:"

by
{

"transport":"tcp",
"traddr":" 192.168.2.25 ",
"host traddr":" 192.168.2.31",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSpUuuKbBHTzCOW9IJZxMBsYd9JFV8S1i9aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
0o0PJJIMb6yZsTeEpGkDHMHQ255+g=:"

}

2. Connect to the ONTAP controller using the config JSON file:

nvme connect-all -J /etc/nvme/config.json
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Show example

already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=ngn.1992-
08.com.netapp:sn.8dde3be2cc/cllefb777d03%abbcbbd: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.1.25, trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=ngn.1992-
08.com.netapp:sn.8dde3be2cc/cllefb777d03%abbcbbd: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.2.25, trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=ngn.1992-
08.com.netapp:sn.8dde3be2cc/cllefb777d03%abbcbbd: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.1.24, trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33, ngn=ngn.1992-
08.com.netapp:sn.8dde3be2cc/cllefb777d03%abbcbbd: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.2.24, trsvcid=4420

3. Verify that the dhchap secrets have been enabled for the respective controllers for each subsystem:

a. Verify the host dhchap keys:

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

The following example shows a dhchap key:

DHHC-1:01:CNxTYq73T9vJk0JpOfDBZrhDCapWBN4XVZISWxwPgDUieHA] :

b. Verify the controller dhchap keys:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

You should see an output similar to the following example:
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DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYd9JFV8Si9%9aDh22k2BR/4m852vH7KGlrJeMpzhm
v DWO00PJIM6yZsTeEpGkDHMHQ255+g=+:

Step 8: Review the known issues

There are no known issues.

Configure Rocky Linux 8.x for NVMe-oF with ONTAP storage

Rocky Linux hosts support the NVMe over Fibre Channel (NVMe/FC) and NVMe over
TCP (NVMe/TCP) protocols with Asymmetric Namespace Access (ANA). ANA provides
multipathing functionality equivalent to asymmetric logical unit access (ALUA) in iSCSI
and FCP environments.

Learn how to configure NVMe over Fabrics (NVMe-oF) hosts for Rocky Linux 8.x. For more support and
feature information, see Rocky Linux ONTAP support and features.

NVMe-oF with Rocky Linux 8.x has the following known limitations:

» SAN booting using the NVMe-oF protocol is not currently supported.

* In-kernel NVMe multipath is disabled by default on NVMe-oF hosts in Rocky Linux 8.x; you must enable it
manually.

* NVMe/TCP is available as a technology preview due to known issues.

Step 1: Install Rocky Linux and NVMe software and verify your configuration

To configure your host for NVMe-oF you need to install the host and NVMe software packages, enable
multipathing, and verify your host NQN configuration.

Steps

1. Install Rocky Linux 8.x on the server. After the installation is complete, verify that you are running the
required Rocky Linux 8.x kernel:

uname -—-r
Example Rocky Linux kernel version:
5.14.0-570.12.1.e19 6.x86_ 64
2. Install the nvme-c1i package:

rpm -galgrep nvme-cli
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The following example shows an nvme-cli package version:

nvme-cli-2.11-5.e19.x86 64

3. Install the 1ibnvme package:

rpm -galgrep libnvme

The following example shows an 1ibnvme package version:

libnvme-1.11.1-1.e19.x86 64

4. On the Rocky Linux host, check the hostngn string at /etc/nvme/hostngn:

cat /etc/nvme/hostngn

The following example shows an hostngn version:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£425633

5. On the ONTAP system, verify that the hostngn string matches the hostnqgn string for the corresponding
subsystem on the ONTAP array:

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002
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Show example

Vserver Subsystem Priority Host NQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
4 entries were displayed.

If the hostngn strings do not match, use the vserver modify command to update the
hostngn string on your corresponding ONTAP array subsystem to match the hostngn
string from /etc/nvme/hostngn on the host.

Step 2: Configure NVMe/FC and NVMe/TCP

Configure NVMe/FC with Broadcom/Emulex or Marvell/QLogic adapters, or configure NVMe/TCP using
manual discovery and connect operations.
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NVMe/FC - Broadcom/Emulex
Configure NVMe/FC for a Broadcom/Emulex adapter.

Steps
1. Verify that you are using the supported adapter model:
a. Display the model names:
cat /sys/class/scsi host/host*/modelname

You should see the following output:

LPe36002-M64
LPe36002-M64

b. Display the model descriptions:

cat /sys/class/scsi_host/host*/modeldesc

You should see an output similar to the following example:

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. Verify that you are using the recommended Broadcom 1pfc firmware and inbox driver:

a. Display the firmware version:

cat /sys/class/scsi_host/host*/fwrev

The command returns the firmware versions:

14.4.317.10, sli-4:6:d
14.4.317.10, sli-4:6:d

b. Display the inbox driver version:

cat /sys/module/lpfc/version®

The following example shows a driver version:
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0:14.4.0.2

For the current list of supported adapter driver and firmware versions, see the Interoperability Matrix
Tool.

3. Verify that the expected output of 1pfc_enable fc4 type is setto 3:

cat /sys/module/lpfc/parameters/lpfc enable fcd4 type

4. Verify that you can view your initiator ports:

cat /sys/class/fc_host/host*/port name

The following example shows port identities:

0x100000109b£f044b1
0x100000109b£044b2

5. Verify that your initiator ports are online:

cat /sys/class/fc host/host*/port state

You should see the following output:

Online

Online

6. Verify that the NVMe/FC initiator ports are enabled and that the target ports are visible:

cat /sys/class/scsi_host/host*/nvme info
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Show example

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x100000109bf044b1 WWNN x2000001090f044bl
DID x022a00 ONLINE

NVME RPORT WWPN x202fd03%eaa7dfc8 WWNN x202cd039%eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x202dd039%eaa7dfc8 WWNN x202cd039%eaa7dfc8

DID x020bl0 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000810 Cmpl 0000000810 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007b098f07 Issue 000000007aee27c4 OutIO
ffffffffffed98bd
abort 000013b4 noxri 00000000 nondlp 00000058 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000013b4 Err 00021443

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x200000109bf044Db2
DID x021b00 ONLINE

NVME RPORT WWPN x2033d039%eaa7dfc8 WWNN x202cd039eaa’7dfc8
DID x020110 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2032d03%eaa7dfc8 WWNN x202cd039%eaa7dfc8

DID x022910 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000840 Cmpl 0000000840 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007afd4434 Issue 000000007ae31b83 OutIO
ffffffffffebd74£
abort 000014a5 noxri 00000000 nondlp 0000006a gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000014a5 Err 0002149%9a

NVMe/FC - Marvell/QLogic
Configure NVMe/FC for a Marvell/QLogic adapter.

Steps

1. Verify that you are running the supported adapter driver and firmware versions:
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cat /sys/class/fc host/host*/symbolic name

The follow example shows driver and firmware versions:

QLE2742 FW:v9.14.00 DVR:v10.02.09.200-k
QLE2742 FW:v9.14.00 DVR:v10.02.09.200-k

2. Verify that gl2xnvmeenable is set. This enables the Marvell adapter to function as an NVMe/FC
initiator:

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

The expected output is 1.

NVMe/TCP

The NVMe/TCP protocol doesn’t support the auto-connect operation. Instead, you can discover the
NVMe/TCP subsystems and namespaces by performing the NVMe/TCP connect or connect-all
operations manually.

Steps

1. Check that the initiator port can get the discovery log page data across the supported NVMe/TCP
LIFs:

nvme discover -t tcp -w host-traddr -a traddr
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Show example

nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
Discovery Log Number of Records 20, Generation counter 25

trtype: tep

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.2.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.1.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme
tcp 1



traddr: 192.168.2.24
eflags: none
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.nvme

_tep 1
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: nqgn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.nvme

_tcp 4
traddr: 192.168.1.25
eflags: none

sectype: none
trtype: tcp

adrfam: ipv4
subtype: nvme subsystem
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treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.nvme

_tcp 4
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcb6d: subsystem.nvme

_tcp 4
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.nvme
_tcp_ 3

traddr: 192.168.1.25
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eflags: none
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0f4dbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tecp 3
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcb6d: subsystem.nvme

_tcp_ 3
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.nvme

_tep 2
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tecp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
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portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp 2
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0f4dbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp 2
traddr: 192.168.1.24
eflags: none

sectype: none

2. Verify that the other NVMe/TCP initiator-target LIF combinations are able to successfully fetch

discovery log page data:

nvme discover -t tcp -w host-traddr -a traddr
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Show example

nvme discover -t tcp -w
nvme discover -t tcp -w
nvme discover -t tcp -w

nvme discover -t tcp -w

3. Run the nvme connect-all command across all the supported NVMe/TCP initiator-target LIFs

across the nodes:

192.168
192.168
192.168
192.168

-1 o 3
0B oI
5 il o L
2B oI

nvme connect-all -t tcp -w host-traddr -a

Show example

nvme
nvme
nvme

nvme

connect-all
connect-all
connect-all
connect-all

tcp —-w
tcp —-w
tcp -w
tcp —-w

Step 3: Optionally, enable 1MB /O for NVMe/FC

192.
192.
192.
192.

168.
168.
168.
168.

192.
192.
192.
192.

168
168
168
168

traddr

N N

.31
.31
.31
.31

.1.24
.2.24
.1.25
.2.25

192.
192.
192.
192.

168.1.24
168.2.24
168.1.25
168.2.25

You can enable 1/O requests of size 1MB for NVMe/FC configured with a Broadcom adapter. ONTAP reports a
Max Data Transfer Size (MDTS) of 8 in the Identify Controller data. This means the maximum 1/O request size
can be up to 1MB. To issue I/O requests of size 1MB, you need to increase the Ipfc value of the
lpfc sg seg cnt parameter to 256 from the default value of 64.

(D These steps don’t apply to Qlogic NVMe/FC hosts.

Steps

1. Setthe 1pfc_sg _seg cnt parameter to 256:

cat /etc/modprobe.d/lpfc.conf

options lpfc lpfc sg seg cnt=256

2. Run the dracut -f command, and reboot the host.

3. Verify that the value for 1pfc_sg seg cnt is 256:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Step 4: Verify the multipathing configuration

Verify that the in-kernel NVMe multipath status, ANA status, and ONTAP namespaces are correct for the
NVMe-oF configuration.

Steps
1. Verify that the in-kernel NVMe multipath is enabled:

cat /sys/module/nvme core/parameters/multipath

You should see the following output:

2. Verify that the appropriate NVMe-oF settings (such as, model set to NetApp ONTAP Controller and load
balancing iopolicy set to round-robin) for the respective ONTAP namespaces correctly reflect on the host:

a. Display the subsystems:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

You should see the following output:

NetApp ONTAP Controller
NetApp ONTAP Controller

b. Display the policy:

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

You should see the following output:

round-robin

round-robin

3. Verify that the namespaces are created and correctly discovered on the host:

nvme list
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Show example

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. Verify that the controller state of each path is live and has the correct ANA status:
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NVMe/FC

nvme list-subsys /dev/nvmedn5

Show example

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3a5d31£5502c11ef9f50d03%eabbcbbd: subsystem.nvme
1

hostngn=ngn.2014-08.org.nvmexpress:uuid:e6dade64-
21e6d-
llec-b7bb-7ed30a5482c3
iopolicy=round-robin\
+- nvmel fc traddr=nn-0x2082d039%eaa7’7dfc8:pn-
0x2088d039%eaa’7dfc8,host traddr=nn-0x20000024f£f752e6d:pn-
0x21000024ff752e6d live optimized
+- nvmel2 fc traddr=nn-0x2082d039%eaa’7dfc8:pn-
0x208ad039%eaa’’dfc8,host traddr=nn-0x20000024ff752e6d:pn-
0x21000024£f£f752e6d live non-optimized
+- nvmelO fc traddr=nn-0x2082d039%eaa’7dfc8:pn-
0x2087d039%eaa’’7dfc8,host traddr=nn-0x20000024f£f752e6c:pn-
0x21000024£f£f752e6c live non-optimized
+- nvme3 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2083d039%eaa’7dfc8,host traddr=nn-0x20000024f£f752e6c:pn-
0x21000024ff752e6c live optimized

NVMe/TCP

nvme list-subsys /dev/nvmelnl
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Show example

nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme
_tecp 3
hostngn=nqn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33

iopolicy=round-robin

\

+- nvmel3 tcp
traddr=192.168.2.25,trsvcid=4420, host traddr=192.168.2.31,

src addr=192.168.2.31 live optimized

+- nvmeld tcp

traddr=192.168.2.24,trsvcid=4420,host traddr=192.168.2.31,

src _addr=192.168.2.31 live non-optimized

+- nvmeb tcp
traddr=192.168.1.25,trsvcid=4420, host traddr=192.168.1.31,
src_addr=192.168.1.31 live optimized

+- nvmeb6 tcp

traddr=192.168.1.24,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live non-optimized

5. Verify that the NetApp plug-in displays the correct values for each ONTAP namespace device:
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Column

nvme netapp ontapdevices -o column

Show example

Device Vserver Namespace Path

/dev/nvmelnl linux tcnvme iscsi

/vol/tcpnvme 1 0 0/tcpnvme ns

NSID UUID Size
1 5£7£630d-8eab-407£-a490-484b95b15dd6 21.47GB
JSON

nvme netapp ontapdevices -0 json

Show example

"ONTAPdevices": [
{
"Device":"/dev/nvmelnl",
"Vserver":"linux tcnvme iscsi",
"Namespace Path":"/vol/tcpnvme 1 0 0/tcpnvme ns",
"NSID":1,

"UUID":"5f£7£f630d-8ea5-407£f-a490-484b95b15dde",
"Size":"21.47GBR",
"LBA Data Size":4096,
"Namespace Size'":5242880
bo

Step 5: Review the known issues

These are the known issues:
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NetApp Bug ID
1479047

Title

Rocky Linux 8.x NVMe-oF hosts create
duplicate persistent discovery controllers

SUSE Linux Enterprise Server

Description

On NVMe-oF hosts, you can use the
"nvme discover -p" command to create
Persistent Discovery Controllers (PDCs).
When this command is used, only one
PDC should be created per initiator-target
combination. However, if you are running
Rocky Linux 8.x on an NVMe-oF host, a
duplicate PDC is created each time "nvme
discover -p" is executed. This leads to
unnecessary usage of resources on both
the host and the target.

Learn about ONTAP support and features for SUSE Linux Enterprise Server

Features supported for host configuration with NVMe over Fabrics (NVMe-oF) varies
based on your version of ONTAP and SUSE Linux Enterprise Server.

Feature

systems

Transport Layer Security (TLS) 1.3 encryption is

SUSE Linux Enterprise

ONTAP version

Server host version

NVMe/TCP reports all optimized paths for ASA r2 16

supported for NVMe/TCP

Secure in-band authentication is supported over

NVMe/TCP between a RHEL host and an ONTAP

controller

Persistent discovery controllers (PDCs) are supported

using a unique discovery NQN

NVMe/TCP provides namespaces using the native

nvme-cli package

NVMe and SCSiI traffic is supported on the same host

using NVMe multipath for NVMe-oF namespaces and
dm-multipath for SCSI LUNs

15 SP6 or later

15 SP4 or later

15 SP4 or later

15 SP4 or later

15 SP1 or later

9.16.1 or later

9.16.1 or later

9.12.1 or later

9.11.1 or later

9.10.1 or later

9.4 or later

ONTAP supports the following SAN host features regardless of the ONTAP version running on your system

setup.

Feature

SAN booting is enabled using the NVMe/FC protocol

Native NVMe multipathing is enabled by default

SUSE Linux Enterprise
Server host version

15 SP7 or later

15 SP1 or later
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Feature SUSE Linux Enterprise
Server host version

The nvme-c1i package includes auto-connect scripts removing the need for 15 SP1 or later
third-party scripts

@ For details on supported configurations, see the Interoperability Matrix Tool.

What’s next

If your SUSE Linux Enterprise Server version is ... Learn about ...

16 Configuring NVMe for SUSE Linux Enterprise Server
16

15 SPx series Configuring NVMe for SUSE Linux Enterprise Server
15 SPx

Related information
* Learn about ASA r2 systems

» Learn about managing NVMe protocols

Configure SUSE Linux Enterprise Server 16 for NVMe-oF with ONTAP storage

The SUSE Linux Enterprise Server 16 host supports the NVMe over Fibre Channel
(NVMe/FC) and NVMe over TCP (NVMe/TCP) protocols with Asymmetric Namespace
Access (ANA). ANA provides multipathing functionality equivalent to asymmetric logical
unit access (ALUA) in iSCSI and FCP environments.

Learn how to configure NVMe over Fabrics (NVMe-oF) hosts for SUSE Linux Enterprise Server 16. For more
support and feature information, see ONTAP support and features.

NVMe-oF with SUSE Linux Enterprise Server 16 has the following known limitations:

* The nvme disconnect-all command disconnects both root and data filesystems and might lead to
system instability. Do not issue this on systems booting from SAN over NVMe-TCP or NVMe-FC
namespaces.

* NetApp sanlun host utility support isn’t available for NVMe-oF. Instead, you can rely on the NetApp plug-in
included in the native nvme-c1i package for all NVMe-oF transports.

Step 1: Optionally, enable SAN booting

You can configure your host to use SAN booting to simplify deployment and improve scalability. Use the
Interoperability Matrix Tool to verify that your Linux OS, host bus adapter (HBA), HBA firmware, HBA boot
BIOS, and ONTAP version support SAN booting.

Steps
1. Create a NVMe namespace and map it to the host.

2. Enable SAN booting in the server BIOS for the ports to which the SAN boot namespace is mapped.

For information on how to enable the HBA BIOS, see your vendor-specific documentation.
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3. Reboot the host and verify that the OS is up and running.

Step 2: Install SUSE Linux Enterprise Server and NVMe software and verify your configuration

To configure your host for NVMe-oF you need to install the host and NVMe software packages, enable
multipathing, and verify your host NQN configuration.

Steps

1. Install SUSE Linux Enterprise Server 16 on the server. After the installation is complete, verify that you are
running the specified SUSE Linux Enterprise Server 16 kernel:

uname -—-r

Example SUSE Linux Enterprise Server kernel version:

6.12.0-160000.6-default

2. Install the nvme-c1i package:

rpm -galgrep nvme-cli

The following example shows an nvme-c1i package version:

nvme-cli-2.11+429.g935e€62868-160000.1.1.x86 64

3. Install the 1ibnvme package:

rpm -galgrep libnvme

The following example shows an 1ibnvme package version:

libnvmel-1.11+17.96d55624d-160000.1.1.x86 64

4. On the host, check the hostngn string at /etc/nvme/hostnqgn:

cat /etc/nvme/hostngn

The following example shows a hostngn version:
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ngn.2014-08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074

5. On the ONTAP system, verify that the hostngn string matches the hostnqgn string for the corresponding
subsystem on the ONTAP array:

::> vserver nvme subsystem host show -vserver vs coexistence emulex

Show example

Vserver Subsystem Priority Host NOQON

vs_coexistence emulex
nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmelQ
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmell
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmel2
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
4 entries were displayed.

If the hostnan strings do not match, use the vserver modify command to update the
hostngn string on your corresponding ONTAP array subsystem to match the hostnqgn
string from /etc/nvme/hostngn on the host.

Step 3: Configure NVMe/FC and NVMe/TCP

Configure NVMe/FC with Broadcom/Emulex or Marvell/QLogic adapters, or configure NVMe/TCP using
manual discovery and connect operations.
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NVMe/FC - Broadcom/Emulex
Configure NVMe/FC for a Broadcom/Emulex FC adapter.

Steps
1. Verify that you are using the supported adapter model:
a. Display the model names:
cat /sys/class/scsi host/host*/modelname

You should see the following output:

SN37A92079
SN37A92079

b. Display the model descriptions:

cat /sys/class/scsi_host/host*/modeldesc

You should see the following output:

FEmulex SN37A92079 32Gb 2-Port Fibre Channel Adapter
Emulex SN37A92079 32Gb 2-Port Fibre Channel Adapter

2. Verify that you are using the recommended Broadcom 1pfc firmware and inbox driver:

a. Display the firmware version:

cat /sys/class/scsi_host/host*/fwrev

The following example shows firmware versions:

14.4.393.53, sli-4:6:d
14.4.393.53, sli-4:6:d

b. Display the inbox driver version:

cat /sys/module/lpfc/version

The following example shows a driver version:
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0:14.4.0.11

For the current list of supported adapter driver and firmware versions, see the Interoperability Matrix
Tool.

3. Verify that the expected output of 1pfc_enable fc4 type is setto 3:

cat /sys/module/lpfc/parameters/lpfc enable fcd4 type

4. Verify that you can view your initiator ports:

cat /sys/class/fc_host/host*/port name

You should see an output similar to:

0x100000109bdacc75
0x100000109%bdacc76

5. Verify that your initiator ports are online:

cat /sys/class/fc host/host*/port state

You should see the following output:

Online

Online

6. Verify that the NVMe/FC initiator ports are enabled and that the target ports are visible:

cat /sys/class/scsi_host/host*/nvme info
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Show example output

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x100000109bdacc75 WWNN

DID x060100
NVME RPORT
DID x080801
NVME RPORT
DID x080d01
NVME RPORT
DID x020a09
NVME RPORT
DID x020a08
NVME RPORT
DID x061b01
NVME RPORT
DID x061b05
NVME RPORT
DID x061201
NVME RPORT
DID x061205

ONLINE

WWPN x2001d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2003d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2024d039%eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2026d039eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2003d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2012d039%9eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2005d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2014d039%eabcfc90
TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000017242 Cmpl 0000017242 Abort 00000000

LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x200000109bdacc75

x2000d039%€a951c45

x2000d039%ea951c4d5

x2023d039%eab31le9c

x2023d039%eab31e9c

x2002d039%ea5cfc90

x2011d039%eabcfc90

x2002d039%ea5cfc90

x2011d039%ea5cfc90

xb 00000000 Err 00000000

Total FCP Cmpl 0000000000378362 Issue 00000000003783c7 OutIO
0000000000000065

abort 00000409 noxri 00000000 nondlp 0000003a gdepth
00000000 wgerr 00000000 err 00000000

FCP CMPL:

xb 00000409 Err 0000040a

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x100000109bdacc76 WWNN

DID x062800
NVME RPORT
DID x080701
NVME RPORT
DID x081501
NVME RPORT
DID x020913
NVME RPORT
DID x020912
NVME RPORT
DID x061401

ONLINE

WWPN x2002d039%9ea951c45
TARGET DISCSRVC ONLINE

WWPN x2004d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2025d039eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2027d039%eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2006d039%eabcfc90
TARGET DISCSRVC ONLINE

WWNN

WWNN

WWNN

WWNN

WWNN

x200000109%bdacc776

x2000d039ea951c45

x2000d039%9€a951c45

x2023d039%eab31e9c

x2023d039%eab31e9c

x2002d039%ea5cfc90

245



NVME RPORT WWPN x2015d03%eab5cfc90 WWNN x2011d039%eabcfc90
DID x061405 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d039%eab5cfc90 WWNN x2002d039%eabcfc90
DID x061301 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2013d039%eabcfc90 WWNN x2011d039ea5cfc90

DID x061305 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000017428 Cmpl 0000017428 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000003443be Issue 000000000034442a OutIO
000000000000006C
abort 00000491 noxri 00000000 nondlp 00000086 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000491 Err 00000494

NVMe/FC - Marvell/QLogic
Configure NVMe/FC for a Marvell/QLogic adapter.

Steps
1. Verify that you are running the supported adapter driver and firmware versions:

cat /sys/class/fc host/host*/symbolic name

The follow example shows driver and firmware versions:

QLE2772 FW:v9.15.06 DVR:v10.02.09.400-k-debug
QLE2772 FW:v9.15.06 DVR:v10.02.09.400-k-debug

2. Verify that g12xnvmeenable is set. This enables the Marvell adapter to function as an NVMe/FC
initiator:

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

The expected output is 1.

NVMe/TCP

The NVMe/TCP protocol doesn’t support the auto-connect operation. Instead, you can discover the
NVMe/TCP subsystems and namespaces by performing the NVMe/TCP connect or connect-all
operations manually.

Steps
1. Verify that the initiator port can fetch the discovery log page data across the supported NVMe/TCP
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LIFs:

nvme discover -t tcp -w <host-traddr> -a <traddr>

247



248

Show example output

nvme discover -t tcp -w 192.168.38.20 -a 192.168.38.10
Discovery Log Number of Records 8, Generation counter 42

trtype: tep

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4



subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:subsystem.samp

le tcp sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%ab67a95:subsystem. samp

le tcp sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp
le tcp sub
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traddr:
eflags:

none

sectype: none

trtype: tep

adrfam: ipv4

subtype:
treq:

192.168.211.70

nvme subsystem

not specified

portid: 1
trsvecid: 4420

subngn:

le tcp sub

traddr:
eflags:

none

sectype: none
localhost:~ #

2. Verify that all other NVMe/TCP initiator-target LIF combinations can successfully fetch discovery log

page data:

ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp

192.168.111.70

nvme discover -t tcp -w <host-traddr> -a <traddr>

Show example

nvme
nvme
nvme

nvme

3. Run the nvme connect-all command across all the supported NVMe/TCP initiator-target LIFs

discover
discover
discover

discover

across the nodes:

tcp -w
tcp —-w
tcp -w
tcp —-w

192.
192.
192.
192.

168
168
168
168

.38.20
.38.20
.39.20
.39.20

192.
192.
192.
192.

168.
168.
168.
168.

38.
38.
39.
39.

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

10
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Show example

nvme
192.168.
nvme
192.168.
nvme
192.168.
nvme
192.168.

The setting for the NVMe/TCP ctrl loss tmo timeout is automatically set to "off". As

a result:

connect-all
38.10
connect-all
38.11
connect-all
39.10
connect-all
39.11

tcp -w
tcp —-w
tcp —-w
tcp -w

192.

192.

192.

192.

168.

168.

168.

168.

38.20 -a
38.20 -a
39.20 -a
39.20 -a

* There are no limits on the number of retries (indefinite retry).

(D * You don’t need to manually configure a specific ctrl loss tmo timeout duration

when using the nvme connect or nvme connect-all commands (option -l ).

» The NVMe/TCP controllers don’t experience timeouts in the event of a path failure and

remain connected indefinitely.

Step 4: Optionally, modify the iopolicy in the udev rules

Beginning with SUSE Linux Enterprise Server 16, the default iopolicy for NVMe-oF is set to queue-depth. If
you want to change the iopolicy to round-robin, modify the udev rules file as follows:

Steps

1. Open the udev rules file in a text editor with root privileges:

/usr/lib/udev/rules.d/71l-nvmf-netapp.rules

You should see the following output:

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. Find the line that sets iopolicy for the NetApp ONTAP Controller, as shown in the following example rule:

ACTION=="add",

3. Modify the rule so that queue-depth becomes round-robin:

SUBSYSTEM=="nvme-subsystem",

ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

ATTR{subsystype}=="nvm",
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ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

4. Reload the udev rules and apply the changes:

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

3. Verify the current iopolicy for your subsystem. Replace <subsystem>, for example, nvme-subsysO0.
cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

You should see the following output:

round-robin

@ The new iopolicy applies automatically to matching NetApp ONTAP Controller devices. You
don’t need to reboot.

Step 5: Optionally, enable 1MB /O for NVMe/FC

ONTARP reports a Max Data Transfer Size (MDTS) of 8 in the Identify Controller data. This means the maximum
I/0 request size can be up to 1MB. To issue I/O requests of size 1MB for a Broadcom NVMe/FC host, you
should increase the 1pfc value of the 1pfc_sg seg cnt parameter to 256 from the default value of 64.

@ These steps don’t apply to Qlogic NVMe/FC hosts.

Steps
1. Setthe 1pfc_sg_seg cnt parameter to 256:

cat /etc/modprobe.d/lpfc.conf
You should see an output similar to the following example:
options lpfc lpfc sg seg cnt=256

2. Run the dracut -f command, and reboot the host.

3. Verify that the value for 1pfc_sg_seg_cnt is 256:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Step 6: Verify NVMe boot services

The nvmefc-boot-connections.service and nvmf-autoconnect.service boot services included in

the NVMe/FC nvme-c1i package are automatically enabled when the system boots.

After booting completes, verify that the nvmefc-boot-connections.service and nvmf-
autoconnect.service boot services are enabled.

Steps

1. Verify that nvmf-autoconnect.service is enabled:

systemctl status nvmf-autoconnect.service

Show example output

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)
Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)
Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during
boot. ..

nvme [2114]: traddr=nn-0x201700a098fd4cab:pn-0x201800a098fd4cab is
already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

2. Verify that nvme fc-boot-connections.service is enabled:

systemctl status nvmefc-boot-connections.service
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Show example output

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices
found during boot...

systemd[1l]: nvmefc-boot-connections.service: Succeeded.
systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices

found during boot.

Step 7: Verify the multipathing configuration

Verify that the in-kernel NVMe multipath status, ANA status, and ONTAP namespaces are correct for the
NVMe-oF configuration.

Steps
1. Verify that the in-kernel NVMe multipath is enabled:

cat /sys/module/nvme core/parameters/multipath

You should see the following output:

2. Verify that the appropriate NVMe-oF settings (such as, model set to NetApp ONTAP Controller and load
balancing iopolicy set to queue-depth) for the respective ONTAP namespaces correctly reflect on the host:

a. Display the subsystems:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

You should see the following output:

NetApp ONTAP Controller
NetApp ONTAP Controller
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b. Display the policy:
cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
You should see the following output:

queue-depth
qgueue-depth

3. Verify that the namespaces are created and correctly discovered on the host:
nvme list

Show example

/dev/nvme7nl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev
————— 21.47 GB / 21.47 GB 4 KiB + 0 B FFEEREEE

4. Verify that the controller state of each path is live and has the correct ANA status:

nvme list-subsys /dev/<controller ID>

@ Beginning with ONTAP 9.16.1, NVMe/FC and NVMe/TCP report all optimized paths on ASA
r2 systems.
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NVMe/FC

This following example outputs show a namespace hosted on a two-node ONTAP controller for AFF,
FAS, and ASA systems and ASA r2 system with NVMe/FC.

Show AFF, FAS, and ASA example output

nvme-subsysll4 - NQN=ngn.1992-
08.com.netapp:sn.%e300b9760a4911£08c87d03%ab67a95:subsystem.sles
_lel 27

hostngn=ngn.2014-
08.org.nvmexpress:uuid: f6517cae-3133-11e8-bbff-7ed30aefl23f
iopolicy=round-robin\
+- nvmelld fc traddr=nn-0x234ed039ea359%e4da:pn-
0x2360d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090fae0ec88 live optimized
+- nvmell5 fc traddr=nn-0x234ed039%9ea359%e4da:pn-
0x2362d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090fae0ec88 live non-optimized
+- nvmell6 fc traddr=nn-0x234ed039ea359%e4da:pn-
0x2361d03%ea359%9e4a, host traddr=nn-0x20000090faelec89:pn-
0x10000090fae0ec89 live optimized
+- nvmell7 fc traddr=nn-0x234ed039ea359%e4da:pn-
0x2363d03%ea359%e4a, host traddr=nn-0x20000090faelec89:pn-
0x10000090fae0ec89 live non-optimized
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Show ASA r2 example output

nvme-subsys96 - NQN=ngn.1992-
08.om.netapp:sn.b351b2b6777b11£f0b3c2d039%abcfc9l:subsystem.nvme?
4
hostngn=ngn.2014-

08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
\

+- nvme203 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2015d03%eabcfc90,host traddr=nn-0x200000109bdacc76:pn-
0x100000109bdacc76 live optimized

+- nvme25 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2014d039%ea5cfc90,host traddr=nn-0x200000109bdacc75:pn-
0x100000109bdacc75 live optimized

+- nvme30 fc traddr=nn-0x2011d039%eab5cfc90:pn-
0x2012d039%ea5cfc90,host traddr=nn-0x200000109bdacc75:pn-
0x100000109bdacc75 live optimized

+- nvme32 fc traddr=nn-0x2011d039%eab5cfc90:pn-
0x2013d039%ea5cfc90,host traddr=nn-0x200000109bdacc76:pn-
0x100000109bdacc76 live optimized

NVMe/TCP

This following example outputs show a namespace hosted on a two-node ONTAP controller for AFF,
FAS, and ASA systems and ASA r2 systems with NVMe/TCP.
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Show AFF, FAS, and ASA example output

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:
10
hostngn=nqgn.2014-08.0rg.nvmexpress:

0035-5910-804b-b7c04£444d33

\

+- nvmelO5 tecp

traddr=192.168.39.10, trsvcid=4420, host traddr=192
addr=192.168.39.20 live optimized

+- nvmel53 tcp

traddr=192.168.39.11, trsvcid=4420, host traddr=192.
addr=192.168.39.20 live non-optimized

+- nvmeb57 tcp

traddr=192.168.38.11, trsvcid=4420, host traddr=192.
addr=192.168.38.20 live non-optimized

+- nvme9 tcp

traddr=192.168.38.10, trsvcid=4420, host traddr=192
addr=192.168.38.20 live optimized

Show ASA r2 example output

nvme-subsys4 - NQN=ngn.1992-

08.com.netapp:sn.17e32b6e8c7£11£09545d03%eac03c33:

rectional DHCP 1 O
hostngn=ngn.2014-08.o0rg.nvmexpress

0054-5110-8039-c3c04£523034

\

+- nvmed tcp

traddr=192.168.20.28, trsvcid=4420,host traddr=192.

addr=192.168.20.21 live optimized

+- nvmeb tcp

traddr=192.168.20.29, trsvcid=4420,host traddr=192.

addr=192.168.20.21 live optimized

+- nvmeb6 tcp

traddr=192.168.21.28, trsvcid=4420,host traddr=192.

addr=192.168.21.21 live optimized

+- nvme7 tcp

traddr=192.168.21.29, trsvcid=4420,host traddr=192.

addr=192.168.21.21 live optimized

subsystem.nvme

uuid:4cd4cd544-

.168.

168.

168.

.168.

39.20,src

39.20,src_

38.20,src_

38.20,src_

subsystem.Bidi

168.

168.

168

168.

cuuid:4cdcd544-

2021, sre

20.21,src_

.21.21,src

21,21, sre



5. Verify that the NetApp plug-in displays the correct values for each ONTAP namespace device:

Column

nvme netapp ontapdevices -o column

Show example

Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs_coexistence emulex nsl 1

79510£05-7784-11£f0-b3c2-d03%eabcfc9l 21.47GB

JSON

nvme netapp ontapdevices -o json

Show example

{

"ONTAPdevices": [{
"Device":"/dev/nvmeOnl",
"Vserver":"vs coexistence emulex",
"Namespace Path":"nsl",

"NSID":1,
"UUID":"79510£05-7784-11f0-b3c2-d03%abcfc9l",
"Size":"21.47GB",
"LBA Data Size":4096,
"Namespace Size'":5242880

oo

Step 8: Create a persistent discovery controller

You can create a persistent discovery controller (PDC) for a SUSE Linux Enterprise Server 16 host. A PDC is
required to automatically detect an NVMe subsystem add or remove operation and changes to the discovery
log page data.

Steps
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1. Verify that the discovery log page data is available and can be retrieved through the initiator port and target
LIF combination:

nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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Show example output

Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:discovery
traddr: 192.168.39.10

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:discovery
traddr: 192.168.38.10

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31le9d:discovery
traddr: 192.168.39.11

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tep

adrfam: ipv4
subtype: current discovery subsystem
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treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31le9d:discovery
traddr: 192.168.38.11

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
traddr: 192.168.39.10
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4£4d039%ab31e9d:subsystem.nvmel
traddr: 192.168.38.10
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4£4d039%ab31e9d:subsystem.nvmel
traddr: 192.168.39.11
eflags: none

sectype: none



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:subsystem.nvmel
traddr: 192.168.38.11
eflags: none

sectype: none

2. Create a PDC for the discovery subsystem:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

You should see the following output:

nvme discover -t tcp -w 192.168.39.20 -a 192.168.39.11 -p

3. From the ONTAP controller, verify that the PDC has been created:

vserver nvme show-discovery-controller -instance -vserver <vserver name>
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Show example output

vserver nvme show-discovery-controller -instance -vserver
vs_tcp slesl6
Vserver Name: vs tcp sleslo6
Controller ID: 0180h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:discovery
Logical Interface: 1if3
Node: A400-12-171
Host NQN: ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.39.20
Transport Service Identifier: 8009
Host Identifier: 4c4c454400355910804bb7c04£444d33
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

Step 9: Set up secure in-band authentication

Secure in-band authentication is supported over NVMe/TCP between a SUSE Linux Enterprise Server 16 host
and an ONTAP controller.

Each host or controller must be associated with a DH-HMAC-CHAP key to set up secure authentication. A DH-
HMAC-CHAP key is a combination of the NQN of the NVMe host or controller and an authentication secret
configured by the administrator. To authenticate its peer, an NVMe host or controller must recognize the key
associated with the peer.

Steps

Set up secure in-band authentication using the CLI or a config JSON file. If you need to specify different
dhchap keys for different subsystems, you must use a config JSON file.
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CLI
Set up secure in-band authentication using the CLI.

1. Obtain the host NQN:

cat /etc/nvme/hostngn

2. Generate the dhchap key for the host.

The following output describes the gen-dhchap-key command paramters:

nvme gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

In the following example, a random dhchap key with HMAC set to 3 (SHA-512) is generated.

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFGwmhgwd
JWmVoripbWbMJy5eMAbCahN4hhYU=:

3. On the ONTAP controller, add the host and specify both dhchap keys:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. A host supports two types of authentication methods, unidirectional and bidirectional. On the host,
connect to the ONTAP controller and specify dhchap keys based on the chosen authentication
method:
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. Validate the nvme connect authentication command by verifying the host and controller
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dhchap keys:
a. Verify the host dhchap keys:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

Show example output for a unidirectional configuration

# cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret
DHHC-1:01:wkwAKk8r9Ip7gECKt7V5alo/7Y1ICH7DWKkUfLfMxmseg39DFb:
DHHC-1:01:wkwAKk8r9Ip7gqECKt7V5alo/7Y1ICH7DWkULLfMxmseg39DFDb:
DHHC-1:01:wkwAKk8r9Ip7gqECKt7V5alo/7Y1ICH7DWkUfLfMxmseg39DFb:
DHHC-1:01:wkwAKk8r9Ip7gECKt7V5alo/7Y1CH7DWKkUfLfMxmseg39DFb:

b. Verify the controller dhchap keys:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

Show example output for a bidirectional configuration

# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:



JSON

When multiple NVMe subsystems are available on the ONTAP controller configuration, you can use the
/etc/nvme/config. json file with the nvme connect-all command.

Use the -o option to generate the JSON file. Refer to the NVMe connect-all man pages for more syntax
options.

1. Configure the JSON file:
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Show example output

# cat /etc/nvme/config.json

[

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b7c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b7c04£4444d33",
"dhchap key":"DHHC-
1:01:wkwAKk8r9Ip7gECKt7V5alo/7Y1CH7DWkUfLfMxmseg39DFb: ",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d039%ab31e9d:subsystem.inba
nd bidirectional",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.38.10",

"host traddr":"192.168.38.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4JjFGwm
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",

"traddr":"192.168.38.11",

"host traddr":"192.168.38.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4JjFGwm
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",

"traddr":"192.168.39.11",

"host traddr":"192.168.39.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxT1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4J])FGwm
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",
"traddr":"192.168.39.10",



"host traddr":"192.168.39.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4J)FGwm
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

}

@ In the following example, dhchap key corresponds to dhchap secret and
dhchap ctrl key corresponds to dhchap ctrl secret

2. Connect to the ONTAP controller using the config JSON file:
nvme connect-all -J /etc/nvme/config.json

Show example output

traddr=192.168.38.10is already connected
traddr=192.168.39.10 is already connected
traddr=192.168.38.11 is already connected
traddr=192.168.39.11 is already connected
traddr=192.168.38.10is already connected
traddr=192.168.39.10 is already connected
traddr=192.168.38.11 is already connected
traddr=192.168.39.11 is already connected
traddr=192.168.38.10is already connected
traddr=192.168.39.10 is already connected
traddr=192.168.38.11 is already connected
traddr=192.168.39.11 is already connected

3. Verify that the dhchap secrets have been enabled for the respective controllers for each subsystem:

a. Verify the host dhchap keys:
cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

The following example shows a dhchap key:
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DHHC-1:01:wkwAKk8r9Ip7gECKt7V5alo/7Y1ICH7DWkUELfMxmseg39DFDb:

b. Verify the controller dhchap keys:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

You should see an output similar to the following example:

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHN/7dQ4J)FGwmh
gwddWmVoripbWbMJy5eMAbCahN4hhYU=:

Step 10: Configure Transport Layer Security

Transport Layer Security (TLS) provides secure end-to-end encryption for NVMe connections between NVMe-
oF hosts and an ONTAP array. You can configure TLS 1.3 using the CLI and a configured pre-shared key
(PSK).

@ Perform the following steps on the SUSE Linux Enterprise Server host, except where it specifies
that you perform a step on the ONTAP controller.

Steps

1. Check that you have the following kt1s-utils, openssl, and libopenssl packages installed on the
host:

a. Verify the kt1s-utils:
rpm -ga | grep ktls
You should see the following output displayed:
ktls-utils-0.10+33.9311d943-160000.2.2.x86 64
b. Verify the SSL packages:

rem -ga | grep ssl
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Show example output

libopenssl13-3.5.0-160000.3.2.x86 64
openssl-3.5.0-160000.2.2.nocarch
openssl-3-3.5.0-160000.3.2.x86 64
libopenssl3-x86-64-v3-3.5.0-160000.3.2.x86 64

2. Verify that you have the correct setup for /etc/t1shd.conf:

cat /etc/tlshd.conf

Show example output

[debug]
loglevel=0
t1ls=0
nl=0

[authenticate]
#keyrings= <keyring>;<keyring>;<keyring>

[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>

#x509.certificate= <pathname>
#x509.private key= <pathname>

3. Enable t1shd to start at system boot:

systemctl enable tlshd

4. Verify that the t1shd daemon is running:

systemctl status tlshd
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Show example output

tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)
Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

5. Generate the TLS PSK by using the nvme gen-tls-key:

a. Verify the host:

cat /etc/nvme/hostngn

You should see the following output:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33

b. Verify the key:

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:subsystem.nvmel

You should see the following output:

NVMeTLSkey-1:01:C50EsaGtuOp8nS5fGEIEUWjbBCtshmfoHx4XTgTJUmydf0gIj:

6. On the ONTAP controller, add the TLS PSK to the ONTAP subsystem:
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Show example output

nvme subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£f444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. Insert the TLS PSK into the host kernel keyring:

nvme check-tls-key --identity=1 --subsysngn=nqn.1992
-08.com.netapp:sn.9927¢165694211f0b4f4d03%ab31e9d:subsystem.nvmel
-—keydata=NVMeTLSkey
-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert

You should see the following TLS key:

Inserted TLS key 069f56bb

@ The PSK shows as NVMe1R01 because it uses identity v1 from the TLS handshake
algorithm. Identity v1 is the only version that ONTAP supports.

8. Verify that the TLS PSK is inserted correctly:
cat /proc/keys | grep NVMe

Show example output

069f56bb I-Q-- 5 perm 3b010000 0O O psk NVMelRO1l ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
0YVLelmiOwnvD]jXKBmrnIgGVpFIBDJtc4hmQXE/36Sw=: 32

9. Connect to the ONTAP subsystem using the inserted TLS PSK:
a. Verify the TLS PSK:
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nvme connect -t tcp -w 192.168.38.20 -a 192.168.38.10 -n ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
-—tls key=0x069f56bb —tls

You should see the following output:

connecting to device: nvmel

b. Verify the list-subsys:

nvme list-subsys

Show example output

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel

hostngn=nqn.2014-08.org.nvmexpress:uuid:4cd4cd544-
0035-5910-804b-b2c04£444d33

* %

+- nvmeO tcp

traddr=192.168.38.10, trsvcid=4420,host traddr=192.168.38.20,src a
ddr=192.168.38.20 live

10. Add the target, and verify the TLS connection to the specified ONTAP subsystem:

nvme subsystem controller show -vserver vs_ tcp slesl6 -subsystem nvmel
-instance
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Show example output

(vserver nvme subsystem controller show)

Vserver Name:
Subsystem:
Controller ID:
Logical Interface:
Node:

Host NON:

vs_tcp slesl6
nvmel

0040h

1if1l
A400-12-171
ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:
Initiator Transport Address:
Host Identifier:
4c4c454400355910804bb2c04£444d33
Number of I/0 Queues:
I/0 Queue Depths:
Admin Queue Depth:
Max I/0 Size in Bytes:
Keep-Alive Timeout (msec):
Subsystem UUID:
d039%eab31e9d
Header Digest Enabled:
Data Digest Enabled:
Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:
Transport Service Identifier:
TLS Key Type:
TLS PSK Identity:

nvme-tcp
192.168.38.20

2

128, 128
32
1048576
5000

62203cfd-826a-11£f0-966e-

false

false

sha-256

3072-bit
unidirectional
4420

configured
NVMelR01l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.9927e165694211f0b4£f4d039%ab31e9d:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

Step 11: Review the known issues

There are no known issues.

TLS-AES-128-GCM-SHA256

Configure SUSE Linux Enterprise Server 15 SPx for NVMe-oF with ONTAP storage

The SUSE Linux Enterprise Server 15 SPx host supports the NVMe over Fibre Channel

(NVMe/FC) and NVMe over TCP (NVMe/TCP) protocols with Asymmetric Namespace
Access (ANA). ANA provides multipathing functionality equivalent to asymmetric logical
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unit access (ALUA) in iSCSI and FCP environments.

Learn how to configure NVMe over Fabrics (NVMe-oF) hosts for SUSE Linux Enterprise Server 15 SPx. For
more support and feature information, see ONTAP support and features.

NVMe-oF with SUSE Linux Enterprise Server 15 SPx has the following known limitations:

* The nvme disconnect-all command disconnects both root and data filesystems and might lead to
system instability. Do not issue this on systems booting from SAN over NVMe-TCP or NVMe-FC
namespaces.

* NetApp sanlun host utility support isn’t available for NVMe-oF. Instead, you can rely on the NetApp plug-in
included in the native nvme-c1i package for all NVMe-oF transports.

» For SUSE Linux Enterprise Server 15 SP6 and earlier, SAN booting using the NVMe-oF protocol is not
supported.

Step 1: Optionally, enable SAN booting

You can configure your host to use SAN booting to simplify deployment and improve scalability. Use the
Interoperability Matrix Tool to verify that your Linux OS, host bus adapter (HBA), HBA firmware, HBA boot
BIOS, and ONTAP version support SAN booting.

Steps
1. Create a NVMe namespace and map it to the host.

2. Enable SAN booting in the server BIOS for the ports to which the SAN boot namespace is mapped.
For information on how to enable the HBA BIOS, see your vendor-specific documentation.

3. Reboot the host and verify that the OS is up and running.

Step 2: Install SUSE Linux Enterprise Server and NVMe software and verify your configuration

To configure your host for NVMe-oF you need to install the host and NVMe software packages, enable
multipathing, and verify your host NQN configuration.

Steps

1. Install SUSE Linux Enterprise Server 15 SPx on the server. After the installation is complete, verify that you
are running the specified SUSE Linux Enterprise Server 15 SPx kernel:

uname -—-r

Example Rocky Linux kernel version:

6.4.0-150700.53.3-default

2. Install the nvme-c1i package:

rpm -ga|grep nvme-cli
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The following example shows an nvme-cli package version:

nvme-cli-2.11+422.gd31b1a01-150700.3.3.2.x86 64

3. Install the 1ibnvme package:

rpm -galgrep libnvme

The following example shows an 1ibnvme package version:

libnvmel-1.11+4.ge68a91ae-150700.4.3.2.x86 64

4. On the host, check the hostngn string at /etc/nvme/hostngn:

cat /etc/nvme/hostngn

The following example shows a hostngn version:

ngn.2014-08.org.nvmexpress:uuid: £6517cae-3133-11e8-bbff-7ed30aefl23f

5. On the ONTAP system, verify that the hostngn string matches the hostnagn string for the corresponding
subsystem on the ONTAP array:

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002
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Show example

Vserver Subsystem Priority Host NQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
4 entries were displayed.

If the hostngn strings do not match, use the vserver modify command to update the
hostngn string on your corresponding ONTAP array subsystem to match the hostngn
string from /etc/nvme/hostngn on the host.

Step 3: Configure NVMe/FC and NVMe/TCP

Configure NVMe/FC with Broadcom/Emulex or Marvell/QLogic adapters, or configure NVMe/TCP using
manual discovery and connect operations.
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NVMe/FC - Broadcom/Emulex
Configure NVMe/FC for a Broadcom/Emulex FC adapter.

Steps
1. Verify that you are using the supported adapter model:
a. Display the model names:
cat /sys/class/scsi host/host*/modelname

You should see the following output:

LPe36002-M64
LPe36002-M64

b. Display the model descriptions:

cat /sys/class/scsi_host/host*/modeldesc

You should see the following output:

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. Verify that you are using the recommended Broadcom 1pfc firmware and inbox driver:

a. Display the firmware version:

cat /sys/class/scsi_host/host*/fwrev

The following example shows firmware versions:

14.4.393.25, sli-4:2:c
14.4.393.25, sli-4:2:c

b. Display the inbox driver version:

cat /sys/module/lpfc/version

The following example shows a driver version:
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0:14.4.0.8

For the current list of supported adapter driver and firmware versions, see the Interoperability Matrix
Tool.

3. Verify that the expected output of 1pfc_enable fc4 type is setto 3:

cat /sys/module/lpfc/parameters/lpfc enable fcd4 type

4. Verify that you can view your initiator ports:

cat /sys/class/fc_host/host*/port name

You should see an output similar to:

0x10000090faelec88
0x10000090faelec89

5. Verify that your initiator ports are online:

cat /sys/class/fc host/host*/port state

You should see the following output:

Online

Online

6. Verify that the NVMe/FC initiator ports are enabled and that the target ports are visible:

cat /sys/class/scsi_host/host*/nvme info
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Show example output

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x10000090faelec88 WWNN

DID x0al300
NVME RPORT
DID x0alcO1l
NVME RPORT
DID x0alcOb
NVME RPORT
DID x0alclO
NVME RPORT
DID x0ala02
NVME RPORT
DID x0alaOb
NVME RPORT
DID x0alall

ONLINE

WWPN x23b1d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bbd039%9ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2362d039%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x23afd039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22b9d039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2360d03%ea359%e4a
TARGET DISCSRVC ONLINE

NVME Statistics

LS:
LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec88

x23aed039%ea359e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%e4a

x23aed039%ea359e4a

x22b8d039%ea359%9e4a

x234ed03%ea359%e4a

Xmt 0000004eal0 Cmpl 0000004eal0 Abort 00000000
xb 00000000 Err 00000000

Total FCP Cmpl 0000000000102c35 Issue 0000000000102c2d OutIO
i i i i i s i s i i

abort 00000175 noxri 00000000 nondlp 0000021d gdepth
00000000 wgerr 00000007 err 00000000

FCP CMPL:

xb 00000175 Err 0000058b

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89

DID x0al1200
NVME RPORT
DID x0ald0l
NVME RPORT
DID x0aldOb
NVME RPORT
DID x0aldlo
NVME RPORT
DID x0alb02
NVME RPORT
DID x0albOb
NVME RPORT
DID x0albll

ONLINE

WWPN x23b2d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bcd039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2363d03%ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23b0d039%ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bad039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2361d03%ea359%e4a
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec89

x23aed039%ea359e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%e4a

x23aed039%ea359e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%e4a



LS: Xmt 0000004e31 Cmpl 0000004e31 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000001017f2 Issue 00000000001017ef OutIO
fEfffffffffffffd

abort 0000018a noxri 00000000 nondlp 0000012e gdepth
00000000 wgerr 00000004 err 00000000
FCP CMPL: xb 0000018a Err 000005ca

NVMe/FC - Marvell/QLogic
Configure NVMe/FC for a Marvell/QLogic adapter.

Steps
1. Verify that you are running the supported adapter driver and firmware versions:

cat /sys/class/fc _host/host*/symbolic name

The follow example shows driver and firmware versions:

QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug
QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug

2. Verify that gl2xnvmeenable is set. This enables the Marvell adapter to function as an NVMe/FC
initiator:

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

The expected output is 1.

NVMe/TCP

The NVMe/TCP protocol doesn’t support the auto-connect operation. Instead, you can discover the
NVMe/TCP subsystems and namespaces by performing the NVMe/TCP connect or connect-all
operations manually.

Steps

1. Verify that the initiator port can fetch the discovery log page data across the supported NVMe/TCP
LIFs:

nvme discover -t tcp -w <host-traddr> -a <traddr>
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Show example output

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.70

Discovery Log Number of Records 8, Generation counter 42

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd03%ab67a95:subsystem.samp

le tcp sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%ab67a95:subsystem. samp

le tcp sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem. samp



le tcp sub

traddr:

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype:
treq:

192.168.211.70

nvme subsystem

not specified

portid: 1
trsvcid: 4420

subngn:

le tcp sub

traddr:

eflags: none

sectype: none
localhost:~ #

2. Verify that all other NVMe/TCP initiator-target LIF combinations can successfully fetch discovery log

page data:

ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp

192.168.111.70

nvme discover -t tcp -w <host-traddr>

Show example

nvme
nvme
nvme

nvme

3. Run the nvme connect-all command across all the supported NVMe/TCP initiator-target LIFs

discover
discover
discover

discover

across the nodes:

tcp —-w
tcp -w
tcp —-w
tcp —-w

192.
192.
192.
192.

168.
168.
168.
168.

111.
111.
211.
.80

211

80
80
80

<traddr>

-a 192.168.
-a 192.168.
-a 192.168.
-a 192.168.

111.
111.
211.
211.

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

66
67
66
67
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Show example

nvme connect-all -t tcp -w 192.168.111.80 -a
192.168.111.66
nvme connect-all -t tcp -w 192.168.111.80 -a
192.168.111.67
nvme connect-all -t tcp -w 192.168.211.80 -a
192.168.211.66
nvme connect-all -t tcp -w 192.168.211.80 -a

192.168.211.67

Beginning with SUSE Linux Enterprise Server 15 SP6, the setting for the NVMe/TCP
ctrl loss_tmo timeout is automatically set to "off". As a result:

* There are no limits on the number of retries (indefinite retry).

@ * You don’t need to manually configure a specific ctrl loss tmo timeout duration
when using the nvme connect or nvme connect-all commands (option -l ).

* The NVMe/TCP controllers don’t experience timeouts in the event of a path failure and
remain connected indefinitely.

Step 4: Optionally, modify the iopolicy in the udev rules

Beginning with SUSE Linux Enterprise Server 15 SP6, the default iopolicy for NVMe-oF is set to round-
robin. If you want to change the iopolicy to queue-depth, modify the udev rules file as follows:

Steps
1. Open the udev rules file in a text editor with root privileges:

/usr/lib/udev/rules.d/71-nvmf-netapp.rules
You should see the following output:
vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules
2. Find the line that sets iopolicy for the NetApp ONTAP Controller, as shown in the following example rule:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. Modify the rule so that round-robin becomes queue-depth:
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ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. Reload the udev rules and apply the changes:

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

3. Verify the current iopolicy for your subsystem. Replace <subsystem>, for example, nvme-subsysO0.
cat /sys/class/nvme-subsystem/<subsystem>/iopolicy
You should see the following output:

queue-depth.

@ The new iopolicy applies automatically to matching NetApp ONTAP Controller devices. You
don’t need to reboot.

Step 5: Optionally, enable 1MB /O for NVMe/FC

ONTARP reports a Max Data Transfer Size (MDTS) of 8 in the Identify Controller data. This means the maximum
I/0 request size can be up to 1MB. To issue I/O requests of size 1MB for a Broadcom NVMe/FC host, you
should increase the 1pfc value of the 1pfc_sg seg cnt parameter to 256 from the default value of 64.

@ These steps don’t apply to Qlogic NVMe/FC hosts.

Steps
1. Setthe 1pfc_sg_seg cnt parameter to 256:

cat /etc/modprobe.d/lpfc.conf
You should see an output similar to the following example:
options lpfc lpfc sg seg cnt=256

2. Run the dracut -f command, and reboot the host.

3. Verify that the value for 1pfc_sg_seg_cnt is 256:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Step 6: Verify NVMe boot services

The nvmefc-boot-connections.service and nvmf-autoconnect.service boot services included in
the NVMe/FC nvme-c1i package are automatically enabled when the system boots.

After booting completes, verify that the nvmefc-boot-connections.service and nvmf-
autoconnect.service boot services are enabled.

Steps

1. Verify that nvmf-autoconnect.service is enabled:

systemctl status nvmf-autoconnect.service

Show example output

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; preset: enabled)

Active: inactive (dead) since Fri 2025-07-04 23:56:38 IST; 4 days
ago

Main PID: 12208 (code=exited, status=0/SUCCESS)

CPU: 62ms

Jul 04 23:56:26 localhost systemd[l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Jul 04 23:56:38 localhost systemd[1l]: nvmf-autoconnect.service:
Deactivated successfully.

Jul 04 23:56:38 localhost systemd[1l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. Verify that nvme fc-boot-connections.service is enabled:

systemctl status nvmefc-boot-connections.service

288



Show example output

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Mon 2025-07-07 19:52:30 IST; 1 day
4h ago

Main PID: 2945 (code=exited, status=0/SUCCESS)
CPU: 1l4ms

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jul 07 19:52:30 HP-DL360-14-168 systemd[l]: Finished Auto-connect to
subsystems on FC-NVME devices found during boot.

Step 7: Verify the multipathing configuration

Verify that the in-kernel NVMe multipath status, ANA status, and ONTAP namespaces are correct for the
NVMe-oF configuration.

Steps
1. Verify that the in-kernel NVMe multipath is enabled:

cat /sys/module/nvme core/parameters/multipath

You should see the following output:

2. Verify that the appropriate NVMe-oF settings (such as, model set to NetApp ONTAP Controller and load

balancing iopolicy set to queue-depth) for the respective ONTAP namespaces correctly reflect on the host:

a. Display the subsystems:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

You should see the following output:
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. Display the policy:

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

You should see the following output:

queue-depth
queue-depth

3. Verify that the namespaces are created and correctly discovered on the host:

nvme list

Show example

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FIETEEEEE

4. Verify that the controller state of each path is live and has the correct ANA status:
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NVMe/FC

nvme list-subsys /dev/nvmedn5

Show example output

nvme-subsysll4 - NQN=ngn.1992-
08.com.netapp:sn.9%e30b9760a4911£f08c87d03%ab67a95:subsystem.sles
_lel 27

hostngn=ngn.2014-
08.org.nvmexpress:uuid:£6517cae-3133-11e8-bbff-7ed30aefl23f
iopolicy=round-robin\
+- nvmelld fc traddr=nn-0x234ed039ea359%e4da:pn-
0x2360d03%ea359%e4a, host traddr=nn-0x20000090faelec88:pn-
0x10000090faelec88 live optimized
+- nvmell5 fc traddr=nn-0x234ed039ea359%e4da:pn-
0x2362d03%ea359%e4a, host traddr=nn-0x20000090faelec88:pn-
0x10000090faelec88 live non-optimized
+- nvmell6 fc traddr=nn-0x234ed039ea359%e4da:pn-
0x2361d039ea359%9e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090faelec89 live optimized
+- nvmell7 fc traddr=nn-0x234ed039ea359%e4da:pn-
0x2363d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090faelec89 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvme9nl
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Show example output

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:subsystem.with
_inband with json hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
iopolicy=round-robin

\

+- nvmelO tcp
traddr=192.168.111.71,trsvcid=4420,src_addr=192.168.111.80 live
non-optimized

+- nvmell tecp

traddr=192.168.211.70, trsvcid=4420,src_addr=192.168.211.80 live
optimized

+- nvmel2 tcp
traddr=192.168.111.70,trsvcid=4420,src_addr=192.168.111.80 live
optimized

+- nvme9 tcp
traddr=192.168.211.71,trsvcid=4420,src_addr=192.168.211.80 live
non-optimized

5. Verify that the NetApp plug-in displays the correct values for each ONTAP namespace device:
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Column

nvme netapp ontapdevices -o column

Show example

Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs 161

/vol/fc _nvme voll/fc nvme nsl 1

32£d92c7-0797-428e-a577-£db3£14d0dc3 5.37GB

JSON

nvme netapp ontapdevices -0 json

Show example

"Device":"/dev/nvme98n2",

"Vserver":"vs 161",

"Namespace Path":"/vol/fc nvme vol71/fc_nvme ns71",
"NSID":2,

"UUID":"39d634c4-a75e-4fbd-ab00-3£9355a26e43",
"LBA Size":4096,

"Namespace Size":5368709120,
"UsedBytes":430649344,

Step 8: Create a persistent discovery controller

You can create a persistent discovery controller (PDC) for a SUSE Linux Enterprise Server 15 SPx host. A
PDC is required to automatically detect an NVMe subsystem add or remove operation and changes to the

discovery log page data.

Steps

293



1. Verify that the discovery log page data is available and can be retrieved through the initiator port and target
LIF combination:

nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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Show example output

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%abl0dadd:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eab0dadd:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tep

adrfam: ipv4
subtype: current discovery subsystem
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treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%abl0dadd:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.111.66
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039eabl0dadd: subsystem.pdc
traddr: 192.168.211.66
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039eab0dadd: subsystem.pdc
traddr: 192.168.111.67
eflags: none

sectype: none



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.211.67
eflags: none

sectype: none

2. Create a PDC for the discovery subsystem:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

You should see the following output:

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66 -p

3. From the ONTAP controller, verify that the PDC has been created:

vserver nvme show-discovery-controller -instance -vserver <vserver name>
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Show example output

vserver nvme show-discovery-controller -instance -vserver vs_pdc

Vserver Name: vs pdc
Controller ID: 0101h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%ab0dadd:discovery
Logical Interface: 1if2
Node: A400-12-181
Host NQN: ngn.2014-
08.org.nvmexpress:uuid: 9796clec-0d34-11eb-b6b2-3a68dd3bab57
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.111.80
Transport Service Identifier: 8009
Host Identifier: 9796clec0d341lebb6b23a68dd3bab57
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

Step 9: Set up secure in-band authentication

Secure in-band authentication is supported over NVMe/TCP between a SUSE Linux Enterprise Server 15 SPx
host and an ONTAP controller.

Each host or controller must be associated with a DH-HMAC-CHAP key to set up secure authentication. A DH-
HMAC-CHAP key is a combination of the NQN of the NVMe host or controller and an authentication secret
configured by the administrator. To authenticate its peer, an NVMe host or controller must recognize the key
associated with the peer.

Steps

Set up secure in-band authentication using the CLI or a config JSON file. If you need to specify different
dhchap keys for different subsystems, you must use a config JSON file.
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CLI
Set up secure in-band authentication using the CLI.

1. Obtain the host NQN:

cat /etc/nvme/hostngn

2. Generate the dhchap key for the host.

The following output describes the gen-dhchap-key command paramters:

nvme gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

In the following example, a random dhchap key with HMAC set to 3 (SHA-512) is generated.

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade6d4-216d-1lec-b7bb-7ed30a5482c3

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUAgliGgx
TYgnxukgvYedA55Bw3wtz6sINpR4=:

3. On the ONTAP controller, add the host and specify both dhchap keys:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. A host supports two types of authentication methods, unidirectional and bidirectional. On the host,

connect to the ONTAP controller and specify dhchap keys based on the chosen authentication
method:
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. Validate the nvme connect authentication command by verifying the host and controller
dhchap keys:

a. Verify the host dhchap keys:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

Show example output for a unidirectional configuration

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:1iM63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53qywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1iM63E6cX7G5S0KKOju8gmzM53qywsy+C/YwtzxhIt9ZRz+ky:

b. Verify the controller dhchap keys:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

Show example output for a bidirectional configuration

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedA55Bw3wtz6sINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUJrM7Vs98hd2ZHSr+iw+Amg6xZP15D2YkKk+HDTZiUA
gliGgxTYgnxukgvYedA55Bw3wtz6sINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUJrM7Vs98hd2ZHSr+iw+Amg6xZP15D2YkKk+HDTZiUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUJrM7Vs98hd2ZHSr+iw+Amg6xZP15D2YkKk+HDTZiUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:



JSON

When multiple NVMe subsystems are available on the ONTAP controller configuration, you can use the
/etc/nvme/config. json file with the nvme connect-all command.

Use the -o option to generate the JSON file. Refer to the NVMe connect-all man pages for more syntax
options.

1. Configure the JSON file:
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Show example output

cat /etc/nvme/config.json
[
{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b2c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b2c04£4444d33",
"dhchap key":"DHHC-
1:01:141789R11sMuHLCY27RVI8X10C\/GzjRwyhxip5hmIELsHrBg:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp
le tcp sub",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.111.70",

"host traddr":"192.168.111.80",

"trsvcid":"4420"

"dhchap ctrl key":"DHHC-
1:03:jJggY¥cISKp73+XgAf2X6twr9ngBpr2n0MGWbmZIZg4PieKZCoilKGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

by

"transport":"tcp",

"traddr":"192.168.111.71",

"host traddr":"192.168.111.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJggY¥cISKp73+XgAf2X6twr9ngBpr2n0MGWbmZIZg4PieKZCoilKGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

by
{

"transport":"tcp",

"traddr":"192.168.211.70",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twringBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

}y
{

"transport":"tcp",
"traddr":"192.168.211.71",



"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

}

@ In the following example, dhchap key corresponds to dhchap secret and
dhchap ctrl key corresponds to dhchap ctrl secret

2. Connect to the ONTAP controller using the config JSON file:
nvme connect-all -J /etc/nvme/config.json

Show example output

traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected

3. Verify that the dhchap secrets have been enabled for the respective controllers for each subsystem:

a. Verify the host dhchap keys:
cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

The following example shows a dhchap key:
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DHHC-1:01:141789R11sMuHLCY27RVI8X1oC/GzjRwyhxip5hmIELsHrBg:

b. Verify the controller dhchap keys:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

You should see an output similar to the following example:

DHHC-
1:03:Jgg¥cIdSKp73+XgAf2X6twrOngBpr2n0MGWbomZIZg4PieKZCoi1lKGef81AvVhY
SOPNK7T+04YD5CRPjh+m3gjJU++yR8s=:

Step 10: Configure Transport Layer Security

Transport Layer Security (TLS) provides secure end-to-end encryption for NVMe connections between NVMe-
oF hosts and an ONTAP array. You can configure TLS 1.3 using the CLI and a configured pre-shared key
(PSK).

@ Perform the following steps on the SUSE Linux Enterprise Server host, except where it specifies
that you perform a step on the ONTAP controller.

Steps

1. Check that you have the following kt1s-utils, openssl, and libopenssl packages installed on the
host:

a. Verify the kt1s-utils:
rpm -ga | grep ktls
You should see the following output displayed:
ktls-utils-0.10+33.9311d9%943-150700.1.5.x86 64
b. Verify the SSL packages:

rem -ga | grep ssl
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Show example output

libopenss13-3.2.3-150700.3.20.x86_ 64
openssl-3-3.2.3-150700.3.20.x86_ 64
libopenssll 1-1.1.1w-150700.9.37.x86 64

2. Verify that you have the correct setup for /etc/t1shd.conf:

cat /etc/tlshd.conf

Show example output

[debug]

loglevel=0

tls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

3. Enable t1shd to start at system boot:

systemctl enable tlshd

4. Verify that the t1shd daemon is running:

systemctl status tlshd
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Show example output

tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)
Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

5. Generate the TLS PSK by using the nvme gen-tls-key:

a. Verify the host:

cat /etc/nvme/hostngn

You should see the following output:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

b. Verify the key:

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

You should see the following output:

NVMeTLSkey-1:01:C50EsaGtuOp8nS5fGEIEUWjbBCtshmfoHx4XTgTJUmydf0gIj:

6. On the ONTAP controller, add the TLS PSK to the ONTAP subsystem:
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Show example output

nvme subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£f444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. Insert the TLS PSK into the host kernel keyring:

nvme check-tls-key --identity=1 --subsysngn=nqn.1992
-08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95:subsystem.nvmel
-—keydata=NVMeTLSkey
-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert

You should see the following TLS key:

Inserted TLS key 22152a7e

@ The PSK shows as NVMe1R01 because it uses identity v1 from the TLS handshake
algorithm. Identity v1 is the only version that ONTAP supports.

8. Verify that the TLS PSK is inserted correctly:
cat /proc/keys | grep NVMe

Show example output

069f56bb I--Q——- 5 perm 3010000 0 0 psk NVMelR0O1
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04f444d33
ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
0YVLelmiOwnvD]jXKBmrnIgGVpFIBDJtc4hmQXE/36Sw=: 32

9. Connect to the ONTAP subsystem using the inserted TLS PSK:
a. Verify the TLS PSK:
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nvme connect -t tcp -w 192.168.111.80 -a 192.168.111.66 -n ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
--tls key=0x069f56bb -tls

You should see the following output:
connecting to device: nvmel
b. Verify the list-subsys:
nvme list-subsys

Show example output

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

hostngn=nqn.2014-08.org.nvmexpress:uuid:4cd4cd544-
0035-5910-804b-b2c04£444d33

\

+- nvmeO tcp

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.80, src
~addr=192.168.111.80 1live

10. Add the target, and verify the TLS connection to the specified ONTAP subsystem:

nvime subsystem controller show -vserver slesl5 tls -subsystem slesl5
-instance
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Show example output

(vserver nvme subsystem controller show)

Vserver Name: vs iscsi tcp

Subsystem:
Controller ID:
Logical Interface:
Node:

Host NON:

nvmel

0040h

tcpnvme 1ifl 1
A400-12-181
ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:
Initiator Transport Address:
Host Identifier:
4c4c454400355910804bb2c04£444d33
Number of I/0 Queues:
I/0 Queue Depths:
Admin Queue Depth:
Max I/0 Size in Bytes:
Keep-Alive Timeout (msec):
Subsystem UUID:
d039%eab67a95
Header Digest Enabled:
Data Digest Enabled:
Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:
Transport Service Identifier:
TLS Key Type:
TLS PSK Identity:

nvme-tcp
192.168.111.80

2

128, 128
32
1048576
5000

8bbfb403-1602-11£f0-ac2b-

false

false

sha-256

3072-bit
unidirectional
4420

configured
NVMelR01l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd039%eab67a95:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

Step 11: Review the known issues

There are no known issues.

Ubuntu

TLS-AES-128-GCM-SHA256

NVMe-oF host configuration for Ubuntu 24.04 with ONTAP

NVMe over Fabrics (NVMe-oF), including NVMe over Fibre Channel (NVMe/FC) and
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other transports, is supported with Ubuntu 24.04 and Asymmetric Namespace Access
(ANA). In NVMe-oF environments, ANA is the equivalent of ALUA multipathing in iSCSI
and FC environments and is implemented with in-kernel NVMe multipath.

The following support is available for the NVMe-oF host configuration for Ubuntu 24.04 with ONTAP:

» The NetApp plug-in in the native nvme-cli package displays ONTAP details for NVMe/FC namespaces.

» Use of NVMe and SCSI co-existent traffic on the same host on a given host bus adapter (HBA), without the
explicit dm-multipath settings to prevent claiming NVMe namespaces.

For additional details on supported configurations, see the Interoperability Matrix Tool.

Features

Ubuntu 24.04 has in-kernel NVMe multipath enabled for NVMe namespaces by default. This means you don’t
need explicit settings.

Known limitations

SAN booting using the NVMe-oF protocol is currently not supported for Ubuntu 24.04 with ONTAP.

Validate software versions

You can use the following procedure to validate the minimum supported Ubuntu 24.04 software versions.

Steps

1. Install Ubuntu 24.04 on the server. After the installation is complete, verify that you are running the
specified Ubuntu 24.04 kernel:

uname -—-r

6.8.0-31-generic
2. Install the nvme-c1i package:

apt list | grep nvme

nvme-cli/noble-updates 2.8-lubuntu0.1l amdé64

3. On the Ubuntu 24.04 host, check the hostngn string at /etc/nvme/hostngn:

cat /etc/nvme/hostngn
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ngn.2014-08.org.nvmexpress:uuid:acel8dd8-1f5a-1lec-b0c3-3a68ddelacff

4. Verify that the hostngn string from /etc/nvme/hostngn matches the hostngn string for the
corresponding subsystem on the ONTAP array:

vserver nvme subsystem host show -vserver vs 106 fc nvme

Vserver Subsystem Host NON

vs 106 fc nvme ub 106 ngn.2014-08.org.nvmexpress:uuid:c04702c8-e9le-
4353-9995-bad536214631

If the hostngn strings don’t match, use the vserver modify command to update the
hostngn string on your corresponding ONTAP array subsystem to match the hostngn
string from /etc/nvme/hostngn on the host.

Configure NVMe/FC

You can configure NVMe/FC for Broadcom/Emulex or Marvell/Qlogic adapters.
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Broadcom/Emulex

Configure NVMe/FC for a Broadcom/Emulex adapter.

1. Verify that you're using the supported adapter model:

a. cat /sys/class/scsi host/host*/modelname

LPe36002-M64
LPe36002-M64

b. cat /sys/class/scsi_host/host*/modeldesc

Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. Verify that you're using the recommended Broadcom 1pfc firmware and inbox driver.

a. cat /sys/class/scsi _host/host*/fwrev

14.4.317.10, sli-4:6:d
14.4.317.10, sli-4:06:d

b. cat /sys/module/lpfc/version

0:14.2.0.17

For the current list of supported adapter driver and firmware versions, see the Interoperability
Matrix Tool.

3. Verify that 1pfc_enable fc4 type is setto 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

The expected output is 3.

4. Verify that the initiator ports are up and running and that you can see the target LIFs:

a. cat /sys/class/fc _host/host*/port name

0x100000109p£0447b
0x100000109b£f0447c
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b. cat /sys/class/fc host/host*/port state

Online

Online

C. cat /sys/class/scsi_host/host*/nvme info

Show example output

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfc0O WWPN x100000109bf0447b WWNN x200000109bf0447b
DID x022600 ONLINE

NVME RPORT WWPN x200£fd039€aa8138b WWNN x200ad039%eaa8138b
DID x021006 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000187 Cmpl 0000000187 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000014096514 Issue 000000001407fcd6 OutIO
fEfffffffffe9vc2
abort 00000048 noxri 00000000 nondlp 0000001lc gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000048 Err 00000077

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109bf0447c WWNN x200000109bf0447c
DID x022300 ONLINE

NVME RPORT WWPN x2010d039%9eaa8138b WWNN x200ad039%9eaa8l138b
DID x021106 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000187 Cmpl 0000000187 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000140970ed Issue 00000000140813da OutIO
fffffffffffealed
abort 00000047 noxri 00000000 nondlp 0000002b gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000047 Err 00000075

Marvell/QLogic
The native inbox gla2xxx driver included in the Ubuntu 24.04 GA kernel has the latest upstream fixes.
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These fixes are essential for ONTAP support.
Configure NVMe/FC for a Marvell/QLogic adapter.

Steps
1. Verify that you are running the supported adapter driver and firmware versions:

cat /sys/class/fc host/host*/symbolic name

QLE2872 FW: v9.15.00 DVR: v10.02.09.100-k
QLE2872 FW: v9.15.00 DVR: v10.02.09.100-k

2. Verify that gl2xnvmeenable is set. This enables the Marvell adapter to function as an NVMe/FC
initiator:

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

The expected ouptutis 1.

Enable 1MB 1/O (Optional)

ONTAP reports a Max Data Transfer Size (MDTS) of 8 in the Identify Controller data. This means the maximum
I/0O request size can be up to 1TMB. To issue I/O requests of size 1MB for a Broadcom NVMe/FC host, you
should increase the 1pfc value of the 1pfc _sg seg cnt parameter to 256 from the default value of 64.

(D These steps don’t apply to Qlogic NVMe/FC hosts.

Steps
1. Setthe 1pfc_sg _seg cnt parameter to 256:

cat /etc/modprobe.d/lpfc.conf
You should see an output similar to the following example:
options lpfc lpfc sg seg cnt=256

2. Run the dracut -f command, and reboot the host.

3. Verify that the value for 1pfc_sg seg cnt is 256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt
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Configure NVMe/TCP

NVMe/TCP doesn’t support the auto-connect functionality. Instead, you can manually discover the NVMe/TCP
subsystems and namespaces by using the connect or connect-all commands.

Steps
1. Verify that the initiator port can fetch the discovery log page data across the supported NVMe/TCP LIFs:

nvme discover -t tcp -w <host-traddr> -a <traddr>
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Show example

# nvme discover -t tcp -w 192.168.167.150 -a 192.168.167.155
Discovery Log Number of Records 8, Generation counter 10

trtype: tep

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed03%eabac370:discovery
traddr: 192.168.167.156

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed039%eabac370:discovery
traddr: 192.168.166.156

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed03%eabac370:discovery
traddr: 192.168.167.155

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4



subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed039%eabac370:discovery
traddr: 192.168.166.155

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed039%eabac370:subsystem.ubuntu 2
4.04 tcp 211

traddr: 192.168.167.156
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed039%eabac370:subsystem.ubuntu 2
4.04 tcp 211

traddr: 192.168.166.156
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed039%eabac370:subsystem.ubuntu 2
4.04 tcp 211
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traddr: 192.168.167.155
eflags: none
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed039%eabac370:subsystem.ubuntu 2
4.04 tcp 211

traddr: 192.168.166.155
eflags: none

sectype: none

2. Verify that the other NVMe/TCP initiator-target LIF combinations can fetch discovery log page data:

nvme discover -t tcp -w <host-traddr> -a <traddr>

Show example output

#nvme discover -t tcp -w 192.168.167.150 -a 192.168.167.155
#nvme discover -t tcp -w 192.168.167.150 -a 192.168.167.156
#nvme discover -t tcp -w 192.168.166.150 -a 192.168.166.155
#nvme discover -t tcp -w 192.168.166.150 -a 192.168.166.156

3. Run the nvme connect-all command across all the supported NVMe/TCP initiator-target LIFs across
the nodes:

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

Show example output

#nvme connect-all -t tcp -w 192.168.167.150 -a 192.168.167.155
#nvme connect-all -t tcp -w 192.168.167.150 -a 192.168.167.156
#nvme connect-all -t tcp -w 192.168.166.150 -a 192.168.166.155
#nvme connect-all -t tcp -w 192.168.166.150 -a 192.168.166.156
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Beginning with Ubuntu 24.04, the ctrl_loss_tmo timeout default setting for NVMe/TCP is
turned off. This means there is no limit on the number of retries (indefinite retry) and you

@ don’t need to manually configure a specific ctrl_loss_tmo timeout duration when using the
nvme connect Of nvme connect-all commands (option -I). With this default behavior,
the NVMe/TCP controllers don’t experience timeouts in the event of a path failure and
remain connected indefinitely.

Validate NVMe-oF

You can use the following procedure to validate NVME-oF.

Steps
1. Verify that the in-kernel NVMe multipath is enabled:

cat /sys/module/nvme core/parameters/multipath
The expected output is "Y".
2. Verify that the appropriate NVMe-oF settings (such as, model set to "NetApp ONTAP Controller" and load

balancing iopolicy set to "round-robin") for the respective ONTAP namespaces correctly display on the
host:

a. cat /sys/class/nvme-subsystem/nvme-subsys*/model

NetApp ONTAP Controller
NetApp ONTAP Controller

b. cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

round-robin

round-robin
3. Verify that the namespaces are created and correctly discovered on the host:

nvme list
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Show example output

/dev/nvmeOnl 81CZ5BQUUNfGAAAAAAAR NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. Verify that the controller state of each path is live and has the correct ANA status:
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NVMe/FC

nvme list-subsys /dev/nvmeOnl

Show example output

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.8763d311b2aclled950ed039%¢a951c46:subsystem.
ubuntu 24.04 \

+- nvmel fc traddr=nn-0x20a6d039%ea954d17:pn-
0x20a7d03%ea954d17, host traddr=nn-0x200000109b1b95ef:pn-
0x100000109b1b95ef live optimized

+- nvme2 fc traddr=nn-0x20a6d039%ea954d17:pn-
0x20a8d03%ea954d17, host traddr=nn-0x200000109b1b95£f0:pn-
0x100000109b1b95£f0 live optimized

+- nvme3 fc traddr=nn-0x20a6d039%ea954d17:pn-
0x20aad03%ea954d17, host traddr=nn-0x200000109b1b95£f0:pn-
0x100000109b1b95£f0 live non-optimized

+- nvme5 fc traddr=nn-0x20a6d039%ea954d17:pn-
0x20a9d039ea954d17,host traddr=nn-0x200000109b1bS5ef:pn-
0x100000109b1b95ef live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvmelnl
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Show example output

nvme-subsys0 - NQN=ngn.1992-

08.com.netapp:sn.% 7d42b764ffllefb8fed03%eabac370:subsystem.ubun

tu 24.04 tcp 211

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd544-

0050-3410-8035-c3c04£4a5933
iopolicy=round-robin
+- nvmeO tcp

traddr=192.168.166.155, trsvcid=4420, host traddr=192.

src addr=192.168.166.150 live optimized
+- nvmel tcp

traddr=192.168.167.155, trsvcid=4420,host traddr=192.

src addr=192.168.167.150 live optimized
+- nvme2 tcp

traddr=192.168.166.156,trsvcid=4420,host traddr=192.

src addr=192.168.166.150 live non-optimized
+- nvme3 tcp

traddr=192.168.167.156, trsvcid=4420,host traddr=192.

src addr=192.168.167.150 live non-optimized

168.

168.

168.

168.

166.

167.

166.

167.

150,

150,

150,

150,

5. Verify that the NetApp plug-in displays the correct values for each ONTAP namespace device:
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Column

nvme netapp ontapdevices -o column

Show example output

Device Vserver Namespace Path NSID UUID
Size
/dev/nvmeOnl  vs_ 211 tcp /vol/tcpvoll/nsl 1

lcc7bc78-8d7b-4d8e-a3c4-750£9461a6e9 21.47GB

JSON

nvme netapp ontapdevices -o json

Show example output

"ONTAPdevices" : [

{
"Device":"/dev/nvmeOn9",
"Vserver":"vs 211 tcp",

"Namespace Path":"/vol/tcpvol9/ns9",

"NSID":9,
"UUID":"99640dd9-8463-4c12-8282-b525b39fc10b",
"Size":"21.47GB",

"LBA Data Size":4096,

"Namespace Size":5242880

Known issues

There are no known issues for the NVMe-oF host configuration for Ubuntu 24.04 with ONTAP release.
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NVMe-oF host configuration for Ubuntu 24.04 with ONTAP

NVMe over Fabrics (NVMe-oF), including NVMe over Fibre Channel (NVMe/FC) and
other transports, is supported with Ubuntu 22.04 with Asymmetric Namespace Access
(ANA). In NVMe-oF environments, ANA is the equivalent of ALUA multipathing in iSCSI
and FC environments and is implemented with in-kernel NVMe multipath.

The following support is available for the NVMe-oF host configuration for Ubuntu 22.04 with ONTAP:

* The NetApp plug-in in the native nvme-cli package displays ONTAP details for NVMe/FC namespaces.

* Use of NVMe and SCSI co-existent traffic on the same host on a given host bus adapter (HBA), without the
explicit dm-multipath settings to prevent claiming NVMe namespaces.

For additional details on supported configurations, see the Interoperability Matrix Tool.

Features

Ubuntu 22.04 has in-kernel NVMe multipath enabled for NVMe namespaces by default. Therefore, there is no
need for explicit settings.

Known limitations

SAN booting using the NVMe-oF protocol is currently not supported.

Validate software versions

You can use the following procedure to validate the minimum supported Ubuntu 22.04 software versions.

Steps

1. Install Ubuntu 22.04 on the server. After the installation is complete, verify that you are running the
specified Ubuntu 22.04 kernel:

# uname -r
Example output:
5.15.0-101-generic
2. Install the nvme-c1i package:
# apt list | grep nvme
Example output:

nvme-cli/jammy-updates,now 1.16-3ubuntul.l amdé64
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3. On the Ubuntu 22.04 host, check the hostngn string at /etc/nvme/hostngn:

# cat /etc/nvme/hostngn

Example output

ngn.2014-08.org.nvmexpress:uuid:063a9fa0-438a-4737-b9%04-95a21c66d041

4. Verify that the hostngn string matches the hostnqgn string for the corresponding subsystem on the
ONTAP array:

::> vserver nvme subsystem host show -vserver vs 106 fc nvme

Example output:

Vserver Subsystem Host NON

vs 106 fc nvme ub 106 ngn.2014-08.org.nvmexpress:uuid:c04702c8-e9le-
4353-9995-bad536214631

If the hostnan strings do not match, use the vserver modify command to update the
hostngn string on your corresponding ONTAP array subsystem to match the hostngn
string from /etc/nvme/hostngn on the host.

Configure NVMe/FC

You can configure NVMe/FC for Broadcom/Emulex or Marvell/Qlogic adapters.
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Broadcom/Emulex
1. Verify that you are using the supported adapter model.

# cat /sys/class/scsi host/host*/modelname

Example output:

LPe36002-M64
LPe36002-M64

# cat /sys/class/scsi host/host*/modeldesc

Example output:

FEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
FEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. Verify that you are using the recommended Broadcom 1pfc firmware and inbox driver.

# cat /sys/class/scsi _host/host*/fwrev

14.2.673.40, sli-4:6:d
14.2.673.40, sli-4:6:d

# cat /sys/module/lpfc/version
O: 14.0.0.4

For the current list of supported adapter driver and firmware versions, see the Interoperability Matrix
Tool.

3. Verify that 1pfc_enable fc4d type is setto 3:

# cat /sys/module/lpfc/parameters/lpfc enable fc4 type
3

4. Verify that the initiator ports are up and running and that you can see the target LIFs:
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# cat /sys/class/fc_host/host*/port name

0x100000109b£0447c

0x100000109b£0447b

# cat /sys/class/fc_host/host*/port state

Online

Online

# cat /sys/class/scsi _host/host*/nvme info
NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109bf0447c WWNN x200000108b£f0447c DID

x022300 ONLINE

NVME RPORT WWPN x200cd039%9eaa8138b WWNN x200ad039%9eaa8138b DID
x021509 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2010d039%9eaa8138b WWNN x200ad039eaa8138b DID

x021108 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000000e Cmpl 000000000e Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000005238 Issue 000000000000523a OutIO
0000000000000002
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x1000001090bf0447b WWNN x2000001090bf0447b DID
x022600 ONLINE

NVME RPORT WWPN x200bd039%eaa8138b WWNN x200ad039eaa8138b DID
x021409 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200£d039%9eaa8138b WWNN x200ad039eaa8138b DID

x021008 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000000e Cmpl 000000000e Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000000000523c Issue 000000000000523e OutIO
0000000000000002
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

Marvell/QLogic FC Adapter for NVMe/FC
The native inbox gla2xxx driver included in the Ubuntu 22.04 GA kernel has the latest upstream fixes.
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These fixes are essential for ONTAP support.

1. Verify that you are running the supported adapter driver and firmware versions:
# cat /sys/class/fc_host/host*/symbolic name
Example output

QLE2872 FW: v9.14.02 DVR: v10.02.06.200-k
QLE2872 FW: v9.14.02 DVR: v10.02.06.200-k

2. Verify that gl2xnvmeenable is set. This enables the Marvell adapter to function as an NVMe/FC
initiator:

# cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

1

Enable 1MB 1/O (Optional)

ONTAP reports a Max Data Transfer Size (MDTS) of 8 in the Identify Controller data. This means the maximum
I/0O request size can be up to 1MB. To issue I/O requests of size 1MB for a Broadcom NVMe/FC host, you
should increase the 1pfc value of the 1pfc _sg seg cnt parameter to 256 from the default value of 64.

(D These steps don’t apply to Qlogic NVMe/FC hosts.

Steps
1. Setthe 1pfc_sg seg cnt parameter to 256:

cat /etc/modprobe.d/lpfc.conf
You should see an output similar to the following example:
options lpfc lpfc sg seg cnt=256

2. Run the dracut -f command, and reboot the host.

3. Verify that the value for 1pfc_sg seg cnt is 256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt
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Configure NVMe/TCP

NVMe/TCP does not have auto-connect functionality. Therefore, if a path goes down and is not reinstated
within the default time out period of 10 minutes, NVMe/TCP cannot automatically reconnect. To prevent a time
out, you should set the retry period for failover events to at least 30 minutes.

Steps
1. Verify that the initiator port can fetch the discovery log page data across the supported NVMe/TCP LIFs:

nvme discover -t tcp -w host-traddr -a traddr

Example output:

# nvme discover -t tcp -w 10.10.11.47-a 10.10.10.122
Discovery Log Number of Records 8, Generation counter 10

trtype: tecp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.bbfbdee8dfb611edbd07d03%al65590:discovery
traddr: 10.10.10.122

eflags: explicit discovery connections, duplicate discovery information
sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992
08.com.netapp:sn.bbfbdee8dfb611l1edbd07d03%al65590:discovery
traddr: 10.10.10.124

eflags: explicit discovery connections, duplicate discovery information
sectype: none

trtype: tcp

2. Verify that the other NVMe/TCP initiator-target LIF combinations are able to successfully fetch discovery
log page data:
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nvme discover -t tcp -w host-traddr -a traddr

Example output:

#nvme discover -t tcp -w 10.10.10.47 -a 10.10.10.122
#nvme discover -t tcp -w 10.10.10.47 -a 10.10.10.124
#nvme discover -t tcp -w 10.10.11.47 -a 10.10.11.122
#nvme discover -t tcp -w 10.10.11.47 -a 10.10.11.

3. Run the nvme connect-all command across all the supported NVMe/TCP initiator-target LIFs across the
nodes, and set the controller loss timeout period for at least 30 minutes or 1800 seconds:

nvme connect-all -t tcp -w host-traddr -a traddr -1 1800

Example output:

# nvme connect-all -t tcp -w 10.10.10.47 -a 10.10.10.122 -1 1800
# nvme connect-all -t tcp -w 10.10.10.47 -a 10.10.10.124 -1 1800
# nvme connect-all -t tcp -w 10.10.11.47 -a 10.10.11.122 -1 1800
# nvme connect-all -t tcp -w 10.10.11.47 -a 10.10.11.124 -1 1800

Validate NVMe-oF

You can use the following procedure to validate NVME-oF.

Steps
1. Verify that the in-kernel NVMe multipath is enabled:

# cat /sys/module/nvme core/parameters/multipath
Y

2. Verify that the appropriate NVMe-oF settings (such as, model set to NetApp ONTAP Controller and load
balancing iopolicy set to round-robin) for the respective ONTAP namespaces correctly reflect on the host:

# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller
NetApp ONTAP Controller
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# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
round-robin

round-robin

3. Verify that the namespaces are created and correctly discovered on the host:

# nvme list

Example output:

/dev/nvmeOnl 81CZ5BQUUNfGAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. Verify that the controller state of each path is live and has the correct ANA status:
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NVMe/FC

# nvme list-subsys /dev/nvmeOnl

Example output:

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.8763d311b2aclled950ed039%eal51lc46:subsystem. ub 106
\

+- nvmel fc traddr=nn-0x20a6d039%9ea9%954d17:pn-
0x20a7d03%ea954d17, host traddr=nn-0x200000109b1b95ef:pn-
0x100000109p1b9%5ef live optimized

+- nvme?2 fc traddr=nn-0x20a6d039%9€a954d17:pn-
0x20a8d03%ea954d17, host traddr=nn-0x200000109b1b95£f0:pn-
0x100000109p1b95f0 live optimized

+- nvme3 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20aad039ea954d17,host traddr=nn-0x200000109b1bS5£f0:pn-
0x100000109b1b95f0 live non-optimized

+- nvmeb5 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a9d039ea954d17,host traddr=nn-0x200000109b1bS5ef:pn-
0x100000109p1b9%5ef live non-optimized

NVME/TCP

# nvme list-subsys /dev/nvmelnl

Example output:

nvme-subsysl - NQN=ngn.1992- 08.com.netapp:sn.
bbfb4ee8dfb611edbd07d03%eal65590:subsystem.rhel tcp 95

+- nvmel tcp
traddr=10.10.10.122, trsvcid=4420,host traddr=10.10.10.47,src_addr=10
.10.10.47 1live

+- nvme2 tcp
traddr=10.10.10.124, trsvcid=4420,host traddr=10.10.10.47,src_addr=10
.10.10.47 1live

+- nvme3 tcp
traddr=10.10.11.122, trsvcid=4420,host traddr=10.10.11.47,src_addr=10
.10.11.47 live

+- nvmed tcp

traddr=10.10.11.124,trsvcid=4420,host traddr=10.10.11.47,src_addr=10
.10.11.47 1live
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5. Verify that the NetApp plug-in displays the correct values for each ONTAP namespace device:

Column

# nvme netapp ontapdevices -o column

Example output:

Device Vserver Namespace Path

NSID UUID Size
1 79c2c569-b7£fa-42d5-b870-d9%d6d7e5£a84 21.47GB
JSON

# nvme netapp ontapdevices -o json

Example output

"ONTAPdevices" : [

{

"Device" : "/dev/nvmeOnl",

"Vserver" : "co iscsi tcp ubuntu",

"Namespace Path" : "/vol/nvmevoll/nsl",

"NSID" : 1,

"UUID" : "79c2c569-b7fa-42d5-b870-d9d6d7e5fa84",
"Size" : "21.47GB",

"LBA Data Size" : 4009¢,

"Namespace Size" : 5242880

by
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Known issues

The NVMe-oF host configuration for Ubuntu 22.04 with ONTAP release has the following known issue:

NetApp Bug ID Title Description

CONTAPEXT-2037 Ubuntu 22.04 On NVMe-oF hosts, you can use the "nvme discover -p"
NVMe-oF hosts command to create Persistent Discovery Controllers (PDCs).
create duplicate This command should only create one PDC for each initiator-
Persistent Discovery target combination. However, if you are running Ubuntu 22.04 on
Controllers an NVMe-oF host, a duplicate PDC is created each time "nvme

discover -p" is executed. This leads to unnecessary usage of
resources on both the host and the target.

Windows

Configure Windows Server 2025 with NVMe/FC for ONTAP

You can configure NVMe over Fibre Channel (NVMe/FC) on hosts running Windows
Server 2025 for operation with ONTAP LUNSs.

About this task

You can use the following support with the NVMe/FC host configuration for Windows 2025. You should also
review the known limitations before starting the configuration process.

» Support available:
Beginning with ONTAP 9.10.1, NVMe/FC is supported for Windows Server 2025.

For a list of supported FC adapters and controllers, see the Hardware Universe. For the current list of
supported configurations and versions, see the Interoperability Matrix Tool.

* Known limitations:

Windows Failover Cluster isn’t supported with NVMe/FC because ONTAP doesn’t currently support
persistent reservations with NVMe/FC.

Broadcom ships an external driver for Windows NVMe/FC that is a translational SCSI
NVMe driver and not a true NVMe/FC driver. The translational overhead doesn’t necessarily
@ impact performance, but it does negate the performance benefits of NVMe/FC. As a result,
NVMe/FC and FCP performance is the same on Windows servers, unlike other operating
systems such as Linux, where NVMe/FC performance is significantly better than that of FCP.

Enable NVMe/FC

Enable FC/NVMe on the Windows initiator host.

Steps
1. Install the Emulex HBA Manager utility on the Windows host.
2. On each of the HBA initiator ports, set the following HBA driver parameters:
o EnableNVMe = 1
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o NVMEMode =0
3. Reboot the host.

Configure the Broadcom FC adapter

The Broadcom initiator can serve both NVMe/FC and FCP traffic through the same 32G FC adapter ports. For
FCP and FC/NVMe, you should use the Microsft device-specific module (DSM) as the Microsoft Multipath 1/0
(MPIO) option.

A hostngn is associated with each host bus adapter (HBA) port for the Broadcom adapter with FC/NVMe in a
Windows environment. The hostngn is formatted as shown in the following example:

nagn.2017-01.com.broadcom:ecd:nvmf:£c:100000109b1b9765
ngn.2017-01.com.broadcom:ecd:nvmf:£c:10000010901b9766

Enable MPIO for NVMe devices

You need to enable MPIO for NVMe devices to complete the NVMe configuration on the Windows host.

Steps
1. Install Windows Host Utility Kit 7.1 to set the driver parameters that are common to both FC and NVMe.

2. Open the MPIO properties.
3. From the Discover Multi-Paths tab, add the device ID listed for NVMe.

MPIO becomes aware of the NVMe devices, which are visible under disk management.

N

. Open Disk Management and go to Disk Properties.
. From the MPIO tab, select Details.
. Set the following Microsoft DSM settings:

o PathVerifiedPeriod: 10

o PathVerifyEnabled: Enable

> RetryCount: 6

D O,

o Retrylnterval: 1
o PDORemovedPeriod: 130
. Select the MPIO Policy Round Robin with Subset.

o N

. Change the registry values:

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1

9. Reboot the host.
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Validate the NVMe/FC configuration

Verify that the NVMe subsystems have been discovered and the ONTAP namespaces are correct for the

NVMe-oF configuration.

Steps

1. Verify that "Port Type" is FC+NVMe:

listhba

Show example

Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

10:00:00:10:90:1b:97:65
20:00:00:10:90:1b:97:65
10:00:c4:£f5:7c:a5:32:e0
8000e300

INTEROP-57-159

Emulex Corporation
FC71367217

0

Initiator

94

0

FC+NVMe

LPe32002-M2

10:00:00:10:90:1b:97:66
20:00:00:10:90:1b:97:66
10:00:c4:£f5:7c:a5:32:e0
8000e300

INTEROP-57-159

Emulex Corporation
FC71367217

1

Initiator

94

1

FC+NVMe

LPe32002-M2

2. Verify that the NVMe/FC subsystems have been discovered:

° nvme-list

336



Show example

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d03%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list
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Show example

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d03%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. Verify that the namespaces have been created:

nvme-list-ns
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Show example

Active Namespaces (attached to controller 0x0141):

SCSI SCSI

SCSI
NSID DeviceName Bus Number Target Number

0S LUN
0x00000001 \\.\PHYSICALDRIVEY 0 1
0
0x00000002 \\.\PHYSICALDRIVE1Q 0 1
1
0x00000003 \\.\PHYSICALDRIVE11l 0 1
2
0x00000004 \\.\PHYSICALDRIVE12 0 1
3
0x00000005 \\.\PHYSICALDRIVE13 0 1
4
0x00000006 \\.\PHYSICALDRIVE14 0 1
5
0x00000007 \\.\PHYSICALDRIVEL5 0 1
6
0x00000008 \\.\PHYSICALDRIVE16 0 1
-

Configure Windows Server 2022 with NVMe/FC for ONTAP

You can configure NVMe over Fibre Channel (NVMe/FC) on hosts running Windows
Server 2022 for operation with ONTAP LUNs.

About this task

You can use the following support with the NVMe/FC host configuration for Windows 2022. You should also
review the known limitations before starting the configuration process.

» Support available:
Beginning with ONTAP 9.7, NVMe/FC is supported for Windows Server 2022.

For a list of supported FC adapters and controllers, see the Hardware Universe. For the current list of
supported configurations and versions, see the Interoperability Matrix Tool.

¢ Known limitations:

Windows Failover Cluster isn’t supported with NVMe/FC because ONTAP doesn’t currently support
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persistent reservations with NVMe/FC.

Broadcom ships an external driver for Windows NVMe/FC that is a translational SCSI [
NVMe driver and not a true NVMe/FC driver. The translational overhead doesn’t necessarily
@ impact performance, but it does negate the performance benefits of NVMe/FC. As a result,
NVMe/FC and FCP performance is the same on Windows servers, unlike other operating
systems such as Linux, where NVMe/FC performance is significantly better than that of FCP.

Enable NVMe/FC

Enable FC/NVMe on the Windows initiator host.

Steps
1. Install the Emulex HBA Manager utility on the Windows host.

2. On each of the HBA initiator ports, set the following HBA driver parameters:
o EnableNVMe = 1
o> NVMEMode =0

3. Reboot the host.

Configure the Broadcom FC adapter

The Broadcom initiator can serve both NVMe/FC and FCP traffic through the same 32G FC adapter ports. For
FCP and FC/NVMe, you should use the Microsft device-specific module (DSM) as the Microsoft Multipath 1/0
(MPIO) option.

A hostngn is associated with each host bus adapter (HBA) port for the Broadcom adapter with FC/NVMe in a
Windows environment. The hostngn is formatted as shown in the following example:

ngn.2017-01.com.broadcom:ecd:nvmf:£c:10000010901b9765
ngn.2017-01.com.broadcom:ecd:nvmf:£c:100000109b1b9766

Enable MPIO for NVMe devices
You need to enable MPIO for NVMe devices to complete the NVMe configuration on the Windows host.

Steps
1. Install Windows Host Utility Kit 7.1 to set the driver parameters that are common to both FC and NVMe.

2. Open the MPIO properties.
3. From the Discover Multi-Paths tab, add the device ID listed for NVMe.

MPIO becomes aware of the NVMe devices, which are visible under disk management.

4. Open Disk Management and go to Disk Properties.
5. From the MPIO tab, select Details.
6. Set the following Microsoft DSM settings:

o PathVerifiedPeriod: 10
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o PathVerifyEnabled: Enable
> RetryCount: 6
o Retrylnterval: 1
o PDORemovedPeriod: 130
7. Select the MPIO Policy Round Robin with Subset.

8. Change the registry values:

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1

9. Reboot the host.

Validate NVMe/FC

Verify that the NVMe subsystems have been discovered and the ONTAP namespaces are correct for the
NVMe-oF configuration.

Steps
1. Verify that "Port Type" is FC+NVMe:

listhba
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Show example

Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

10:00:00
20:00:00
10:00:c4
8000e300

:10:90:1b:97:65
:10:9b:1b:97:65
:£5:7c:a5:32:e0

INTEROP-57-159
Emulex Corporation
FC71367217

0

Initiator

94

0
FC+NVMe
LPe32002

10:00:00
20:00:00
10:00:c4
8000e300

-M2

:10:90:1b:97:66
:10:9b:1b:97:66
:f5:7c:a5:32:e0

INTEROP-57-159
Emulex Corporation
FC71367217

1

Initiator

94

1
FC+NVMe
LPe32002

-M2

2. Verify that the NVMe/FC subsystems have been discovered:
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Show example

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d03%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list
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Show example

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d03%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. Verify that the namespaces have been created:

nvme-list-ns
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Show example

Active Namespaces (attached to controller 0x0141):

SCSI SCSI

SCSI
NSID DeviceName Bus Number Target Number

0S LUN
0x00000001 \\.\PHYSICALDRIVEY 0 1
0
0x00000002 \\.\PHYSICALDRIVE1Q 0 1
1
0x00000003 \\.\PHYSICALDRIVE11l 0 1
2
0x00000004 \\.\PHYSICALDRIVE12 0 1
3
0x00000005 \\.\PHYSICALDRIVE13 0 1
4
0x00000006 \\.\PHYSICALDRIVE14 0 1
5
0x00000007 \\.\PHYSICALDRIVEL5 0 1
6
0x00000008 \\.\PHYSICALDRIVE16 0 1
-

NVMe/FC Host Configuration for Windows Server 2019 with ONTAP

You can configure NVMe over Fibre Channel (NVMe/FC) on hosts running Windows
Server 2019 for operation with ONTAP LUNs..

About this task

You can use the following support with the NVMe/FC host configuration for Windows 2019. You should also
review the known limitations before starting the configuration process.

(D You can use the configuration settings provided in this procedure to configure cloud clients
connected to Cloud Volumes ONTAP and Amazon FSx for ONTAP.

» Support available:
Beginning with ONTAP 9.7, NVMe/FC is supported for Windows Server 2019.

For a list of supported FC adapters and controllers, see the Hardware Universe. For the current list of
supported configurations and versions, see the Interoperability Matrix Tool.
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* Known limitations:

Windows Failover Cluster isn’t supported with NVMe/FC because ONTAP doesn’t currently support
persistent reservations with NVMe/FC.

Broadcom ships an external driver for Windows NVMe/FC that is a translational SCSI [
NVMe driver and not a true NVMe/FC driver. The translational overhead doesn’t necessarily
@ impact performance, but it does negate the performance benefits of NVMe/FC. As a result,
NVMe/FC and FCP performance is the same on Windows servers, unlike other operating
systems such as Linux, where NVMe/FC performance is significantly better than that of FCP.

Enable NVMe/FC

Enable FC/NVMe on the Windows initiator host.

Steps
1. Install the Emulex HBA Manager utility on the Windows host.

2. On each of the HBA initiator ports, set the following HBA driver parameters:
o EnableNVMe = 1
o NVMEMode =0

3. Reboot the host.

Configure the Broadcom FC adapter

The Broadcom initiator can serve both NVMe/FC and FCP traffic through the same 32G FC adapter ports. For
FCP and FC/NVMe, you should use the Microsft device-specific module (DSM) as the Microsoft Multipath 1/0
(MPIO) option.

A hostngn is associated with each host bus adapter (HBA) port for the Broadcom adapter with FC/NVMe in a

Windows environment. The hostnan is formatted as shown in the following example:

ngn.2017-01.com.broadcom:ecd:nvmf:£c:10000010901b9765
ngn.2017-01.com.broadcom:ecd:nvmf:£fc:10000010901b9766

Enable MPIO for NVMe devices

You need to enable MPIO for NVMe devices to complete the NVMe configuration on the Windows host.

Steps
1. Install Windows Host Utility Kit 7.1 to set the driver parameters that are common to both FC and NVMe.

2. Open the MPIO properties.
3. From the Discover Multi-Paths tab, add the device ID listed for NVMe.

MPIO becomes aware of the NVMe devices, which are visible under disk management.

4. Open Disk Management and go to Disk Properties.
5. From the MPIO tab, select Details.
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6. Set the following Microsoft DSM settings:
o PathVerifiedPeriod: 10
o PathVerifyEnabled: Enable
o RetryCount: 6
o Retrylnterval: 1
o PDORemovedPeriod: 130
7. Select the MPIO Policy Round Robin with Subset.

8. Change the registry values:

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1

9. Reboot the host.

Validate NVMe/FC

Verify that the NVMe subsystems have been discovered and the ONTAP namespaces are correct for the
NVMe-oF configuration.

Steps
1. Verify that "Port Type" is FC+NVMe:

listhba
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Show example

Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

10:00:00
20:00:00
10:00:c4
8000e300

:10:90:1b:97:65
:10:9b:1b:97:65
:£5:7c:a5:32:e0

INTEROP-57-159
Emulex Corporation
FC71367217

0

Initiator

94

0
FC+NVMe
LPe32002

10:00:00
20:00:00
10:00:c4
8000e300

-M2

:10:90:1b:97:66
:10:9b:1b:97:66
:f5:7c:a5:32:e0

INTEROP-57-159
Emulex Corporation
FC71367217

1

Initiator

94

1
FC+NVMe
LPe32002

-M2

2. Verify that the NVMe/FC subsystems have been discovered:
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Show example

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d03%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list
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Show example

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d03%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. Verify that the namespaces have been created:

nvme-list-ns
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Show example

Active Namespaces (attached to controller 0x0141):

SCSI SCSI

SCSI
NSID DeviceName Bus Number Target Number

0S LUN
0x00000001 \\.\PHYSICALDRIVEY 0 1
0
0x00000002 \\.\PHYSICALDRIVE1Q 0 1
1
0x00000003 \\.\PHYSICALDRIVE11l 0 1
2
0x00000004 \\.\PHYSICALDRIVE12 0 1
3
0x00000005 \\.\PHYSICALDRIVE13 0 1
4
0x00000006 \\.\PHYSICALDRIVE14 0 1
5
0x00000007 \\.\PHYSICALDRIVEL5 0 1
6
0x00000008 \\.\PHYSICALDRIVE16 0 1
-

Configure Windows Server 2016 with NVMe/FC for ONTAP

You can configure NVMe over Fibre Channel (NVMe/FC) on hosts running Windows
Server 2016 for operation with ONTAP LUNs.

About this task

You can use the following support with the NVMe/FC host configuration for Windows 2016. You should also
review the known limitations before starting the configuration process.

(D You can use the configuration settings provided in this procedure to configure cloud clients
connected to Cloud Volumes ONTAP and Amazon FSx for ONTAP.

» Support available:
Beginning with ONTAP 9.7, NVMe/FC is supported for Windows Server 2016.

For a list of supported FC adapters and controllers, see the Hardware Universe. For the current list of
supported configurations and versions, see the Interoperability Matrix Tool.

351


https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/matrix/

* Known limitations:

Windows Failover Cluster isn’t supported with NVMe/FC because ONTAP doesn’t currently support
persistent reservations with NVMe/FC.

Broadcom ships an external driver for Windows NVMe/FC that is a translational SCSI [
NVMe driver and not a true NVMe/FC driver. The translational overhead doesn’t necessarily
@ impact performance, but it does negate the performance benefits of NVMe/FC. As a result,
NVMe/FC and FCP performance is the same on Windows servers, unlike other operating
systems such as Linux, where NVMe/FC performance is significantly better than that of FCP.

Enable NVMe/FC

Enable FC/NVMe on the Windows initiator host.

Steps
1. Install the Emulex HBA Manager utility on the Windows host.

2. On each of the HBA initiator ports, set the following HBA driver parameters:
o EnableNVMe = 1
o NVMEMode =0

3. Reboot the host.

Configure the Broadcom FC adapter

The Broadcom initiator can serve both NVMe/FC and FCP traffic through the same 32G FC adapter ports. For
FCP and FC/NVMe, you should use the Microsft device-specific module (DSM) as the Microsoft Multipath 1/0
(MPIO) option.

A hostngn is associated with each host bus adapter (HBA) port for the Broadcom adapter with FC/NVMe in a

Windows environment. The hostnan is formatted as shown in the following example:

ngn.2017-01.com.broadcom:ecd:nvmf:£c:10000010901b9765
ngn.2017-01.com.broadcom:ecd:nvmf:£fc:10000010901b9766

Enable MPIO for NVMe devices

You need to enable MPIO for NVMe devices to complete the NVMe configuration on the Windows host.

Steps
1. Install Windows Host Utility Kit 7.1 to set the driver parameters that are common to both FC and NVMe.

2. Open the MPIO properties.
3. From the Discover Multi-Paths tab, add the device ID listed for NVMe.

MPIO becomes aware of the NVMe devices, which are visible under disk management.

4. Open Disk Management and go to Disk Properties.
5. From the MPIO tab, select Details.
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6. Set the following Microsoft DSM settings:
o PathVerifiedPeriod: 10
o PathVerifyEnabled: Enable
o RetryCount: 6
o Retrylnterval: 1
o PDORemovedPeriod: 130
7. Select the MPIO Policy Round Robin with Subset.

8. Change the registry values:

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1

9. Reboot the host.

Validate NVMe/FC

Verify that the NVMe subsystems have been discovered and the ONTAP namespaces are correct for the
NVMe-oF configuration.

Steps
1. Verify that "Port Type" is FC+NVMe:

listhba
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Show example

Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

10:00:00
20:00:00
10:00:c4
8000e300

:10:90:1b:97:65
:10:9b:1b:97:65
:£5:7c:a5:32:e0

INTEROP-57-159
Emulex Corporation
FC71367217

0

Initiator

94

0
FC+NVMe
LPe32002

10:00:00
20:00:00
10:00:c4
8000e300

-M2

:10:90:1b:97:66
:10:9b:1b:97:66
:f5:7c:a5:32:e0

INTEROP-57-159
Emulex Corporation
FC71367217

1

Initiator

94

1
FC+NVMe
LPe32002

-M2

2. Verify that the NVMe/FC subsystems have been discovered:
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Show example

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d03%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list
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Show example

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d03%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. Verify that the namespaces have been created:

nvme-list-ns
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Show example

Active Namespaces (attached to controller 0x0141):

SCSI SCSI

SCSI
NSID DeviceName Bus Number Target Number

0S LUN
0x00000001 \\.\PHYSICALDRIVEY 0 1
0
0x00000002 \\.\PHYSICALDRIVE1Q 0 1
1
0x00000003 \\.\PHYSICALDRIVE11l 0 1
2
0x00000004 \\.\PHYSICALDRIVE12 0 1
3
0x00000005 \\.\PHYSICALDRIVE13 0 1
4
0x00000006 \\.\PHYSICALDRIVE14 0 1
5
0x00000007 \\.\PHYSICALDRIVEL5 0 1
6
0x00000008 \\.\PHYSICALDRIVE16 0 1
-

Configure Windows Server 2012 R2 with NVMe/FC for ONTAP

You can configure NVMe over Fibre Channel (NVMe/FC) on hosts running Windows
Server 2012 R2 for operation with ONTAP LUNSs.

About this task

You can use the following support with the NVMe/FC host configuration for Windows 2012 R2. You should also
review the known limitations before starting the configuration process.

(D You can use the configuration settings provided in this procedure to configure cloud clients
connected to Cloud Volumes ONTAP and Amazon FSx for ONTAP.

» Support available:
Beginning with ONTAP 9.7, NVMe/FC is supported for Windows Server 2012 R2.

For a list of supported FC adapters and controllers, see the Hardware Universe. For the current list of
supported configurations and versions, see the Interoperability Matrix Tool.
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* Known limitations:

Windows Failover Cluster isn’t supported with NVMe/FC because ONTAP doesn’t currently support
persistent reservations with NVMe/FC.

Broadcom ships an external driver for Windows NVMe/FC that is a translational SCSI [
NVMe driver and not a true NVMe/FC driver. The translational overhead doesn’t necessarily
@ impact performance, but it does negate the performance benefits of NVMe/FC. As a result,
NVMe/FC and FCP performance is the same on Windows servers, unlike other operating
systems such as Linux, where NVMe/FC performance is significantly better than that of FCP.

Enable NVMe/FC

Enable FC/NVMe on the Windows initiator host.

Steps
1. Install the Emulex HBA Manager utility on the Windows host.

2. On each of the HBA initiator ports, set the following HBA driver parameters:
o EnableNVMe = 1
o NVMEMode =0

3. Reboot the host.

Configure the Broadcom FC adapter

The Broadcom initiator can serve both NVMe/FC and FCP traffic through the same 32G FC adapter ports. For
FCP and FC/NVMe, you should use the Microsft device-specific module (DSM) as the Microsoft Multipath 1/0
(MPIO) option.

A hostngn is associated with each host bus adapter (HBA) port for the Broadcom adapter with FC/NVMe in a

Windows environment. The hostnan is formatted as shown in the following example:

ngn.2017-01.com.broadcom:ecd:nvmf:£c:10000010901b9765
ngn.2017-01.com.broadcom:ecd:nvmf:£fc:10000010901b9766

Enable MPIO for NVMe devices

You need to enable MPIO for NVMe devices to complete the NVMe configuration on the Windows host.

Steps
1. Install Windows Host Utility Kit 7.1 to set the driver parameters that are common to both FC and NVMe.

2. Open the MPIO properties.
3. From the Discover Multi-Paths tab, add the device ID listed for NVMe.

MPIO becomes aware of the NVMe devices, which are visible under disk management.

4. Open Disk Management and go to Disk Properties.
5. From the MPIO tab, select Details.
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6. Set the following Microsoft DSM settings:
o PathVerifiedPeriod: 10
o PathVerifyEnabled: Enable
o RetryCount: 6
o Retrylnterval: 1
o PDORemovedPeriod: 130
7. Select the MPIO Policy Round Robin with Subset.

8. Change the registry values:

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1

9. Reboot the host.

Validate NVMe/FC

Verify that the NVMe subsystems have been discovered and the ONTAP namespaces are correct for the
NVMe-oF configuration.

Steps
1. Verify that "Port Type" is FC+NVMe:

listhba
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Show example

Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

10:00:00
20:00:00
10:00:c4
8000e300

:10:90:1b:97:65
:10:9b:1b:97:65
:£5:7c:a5:32:e0

INTEROP-57-159
Emulex Corporation
FC71367217

0

Initiator

94

0
FC+NVMe
LPe32002

10:00:00
20:00:00
10:00:c4
8000e300

-M2

:10:90:1b:97:66
:10:9b:1b:97:66
:f5:7c:a5:32:e0

INTEROP-57-159
Emulex Corporation
FC71367217

1

Initiator

94

1
FC+NVMe
LPe32002

-M2

2. Verify that the NVMe/FC subsystems have been discovered:
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Show example

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d03%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list
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Show example

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d03%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. Verify that the namespaces have been created:

nvme-list-ns
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Show example

Active Namespaces (attached to controller 0x0141):

SCSI SCSI

SCSI
NSID DeviceName Bus Number Target Number

0S LUN
0x00000001 \\.\PHYSICALDRIVEY 0 1
0
0x00000002 \\.\PHYSICALDRIVE1Q 0 1
1
0x00000003 \\.\PHYSICALDRIVE11l 0 1
2
0x00000004 \\.\PHYSICALDRIVE12 0 1
3
0x00000005 \\.\PHYSICALDRIVE13 0 1
4
0x00000006 \\.\PHYSICALDRIVE14 0 1
5
0x00000007 \\.\PHYSICALDRIVEL5 0 1
6
0x00000008 \\.\PHYSICALDRIVE16 0 1
-

Troubleshoot NVMe-oF with ONTAP storage for Linux Host
Utilities

Troubleshoot NVMe-oF failures for Oracle Linux, RHEL, Rocky Linux, and SUSE Linux
Enterprise Server hosts with ONTAP storage.

Before you start troubleshooting, verify that you are running a configuration that is compliant to the
Interoperability Matrix Tool specifications and then proceed with the next steps to debug any host side issues.

@ The troubleshooting instructions are not applicable to AIX, ESXi, Proxmox, and Windows hosts.

Enable verbose logging

If you have an issue with your configuration, verbose logging can provide essential information for
troubleshooting.

Steps
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Set verbose logging for LPFC or Qlogic (Qla2xxx).

LPFC

Set the Ipfc driver for NVMe/FC.

1. Setthe 1pfc_log verbose driver setting to any of the following values to log NVMe/FC events.

#define
#define
=y

#define
#define

LOG NVME 0x00100000 /* NVME general events. */
LOG NVME DISC 0x00200000 /* NVME Discovery/Connect events.

LOG _NVME ABTS 0x00400000 /* NVME ABTS events. */
LOG_NVME_IOERR 0x00800000 /* NVME IO Error events. */

2. After setting the values, run the dracut-f command and reboot the host.

3. Verify the settings:

# cat /etc/modprobe.d/lpfc.conf options lpfc
lpfc log verbose=0x£f00083

# cat /sys/module/lpfc/parameters/lpfc log verbose 15728771

Qla2xxx

There is no specific gla2xxx logging for NVMe/FC similar to that for the 1pfc driver. Instead, set the
general gla2xxx logging level.

1. Append the gl2xextended error logging=0x1e400000 value to the corresponding modprobe
gla2xxx conf file.

2. Execute the dracut -f command and then reboot the host.

3. After reboot, verify that the verbose logging has been enabled:

# cat /etc/modprobe.d/gla2xxx.conf

You should see an output similar to the following example:

options

glazxxx glZ2xnvmeenable=1

gl2xextended error logging=0x1e400000

# cat /sys/module/gla2xxx/parameters/gl2xextended error logging
507510784
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Common "nvme-cli” errors and workarounds

The errors displayed by nvme-cl1i during nvme discover, nvme connect, Of nvme connect-all
operations and the workarounds are shown in the following table:

Error message Probable cause Workaround

Failed to write Incorrect syntax Verify that you are using the correct syntax for the nvme
to /dev/nvme- discover, nvme connect, and nvme connect-all
fabrics: Invalid commands.

argument
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Error message Probable cause Workaround

Failed to write Multiple issues can  Verify that you have passed the correct arguments

to /dev/nvme- trigger this, for (such as, correct WWNN string, WWPN string, and
fabrics: No such example, more) to the commands.

file or directory Providingwrong « If the arguments are correct, but you still see this error,

arguments to the
NVMe commands is
one of the common
causes.

check whether the
/sys/class/scsi_host/host*/nvme info
command output is correct, the NVMe initiator is
displayed as Enabled, and the NVMe/FC target LIFs
are correctly displayed under the remote ports sections.
Example:

# cat
/sys/class/scsi_host/host*/nvme info
NVME Initiator Enabled

NVME LPORT lpfcO WWPN
x10000090faelec9d WWNN
x20000090faelec9d DID x012000 ONLINE
NVME RPORT WWPN x200b00a098c80f09
WWNN x200a00a098c80f09 DID x010601
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000000000006 Cmpl
0000000000000006

FCP: Rd 0000000000000071 Wr
0000000000000005 IO 0000000000000031
Cmpl 00000000000000a6 Outstanding
0000000000000001

NVME Initiator Enabled

NVME LPORT lpfcl WWPN
x10000090faelec9e WWNN
x20000090faelec9e DID x012400 ONLINE
NVME RPORT WWPN x200900a098c80f09
WWNN x200800a098c80£f09 DID x010301
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000000000006 Cmpl
0000000000000006

FCP: Rd 0000000000000073 Wr
0000000000000005 IO 0000000000000031
Cmpl 00000000000000a8 Outstanding
0000000000000001

* If the nvme info command output doesn’t display the
target LIFs as shown in the example above, check the
/var/log/messages and dmesg command outputs
for any suspicious NVMe/FC failures, and report or fix
accordingly.
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Error message Probable cause Workaround

No discovery log Generally observed Verify that the exact /etc/nvme/hostngn string is added

entries to fetch Wwhenthe to the corresponding subsystem on the NetApp array (verify
/etc/nvme/hostngn using the vserver nvme subsystem host show
string has not been command).

added to the
corresponding
subsystem on the
NetApp array or an
incorrect hostngn
string has been added
to the respective

subsystem.
Failed to write  Observed when the None. Try running the nvme discover command again
to /dev/nvme- controller associations  after some time. For nvme connect and connect-all
fabrics: or specified operation  run the nvme 1ist command to verify that the namespace
Operation already IS already created orin devices are already created and displayed on the host.
in progress the process of being

created. This could
happen as part of the
auto-connect scripts
installed above.

When to contact technical support

If you continue to have issues, collect the following files and command outputs and contact NetApp support for
further triage:

cat /sys/class/scsi host/host*/nvme info

/var/log/messages

dmesg

nvme discover output as in:

nvme discover --transport=fc --traddr=nn-0x200a00a098c80£f09:pn
-0x200b00a098c80f09 --host-traddr=nn-0x20000090faelec9d:pn
-0x10000090faeleco9d

nvme list

nvme list-subsys /dev/nvmeXnY

367


https://docs.netapp.com/us-en/ontap-sanhost/mysupport.netapp.com

Copyright information

Copyright © 2026 NetApp, Inc. All Rights Reserved. Printed in the U.S. No part of this document covered by
copyright may be reproduced in any form or by any means—graphic, electronic, or mechanical, including
photocopying, recording, taping, or storage in an electronic retrieval system—without prior written permission
of the copyright owner.

Software derived from copyrighted NetApp material is subject to the following license and disclaimer:

THIS SOFTWARE IS PROVIDED BY NETAPP “AS IS” AND WITHOUT ANY EXPRESS OR IMPLIED
WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY
AND FITNESS FOR A PARTICULAR PURPOSE, WHICH ARE HEREBY DISCLAIMED. IN NO EVENT SHALL
NETAPP BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR
CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE
GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER
CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT
(INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS
SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

NetApp reserves the right to change any products described herein at any time, and without notice. NetApp
assumes no responsibility or liability arising from the use of products described herein, except as expressly
agreed to in writing by NetApp. The use or purchase of this product does not convey a license under any
patent rights, trademark rights, or any other intellectual property rights of NetApp.

The product described in this manual may be protected by one or more U.S. patents, foreign patents, or
pending applications.

LIMITED RIGHTS LEGEND: Use, duplication, or disclosure by the government is subject to restrictions as set
forth in subparagraph (b)(3) of the Rights in Technical Data -Noncommercial Items at DFARS 252.227-7013
(FEB 2014) and FAR 52.227-19 (DEC 2007).

Data contained herein pertains to a commercial product and/or commercial service (as defined in FAR 2.101)
and is proprietary to NetApp, Inc. All NetApp technical data and computer software provided under this
Agreement is commercial in nature and developed solely at private expense. The U.S. Government has a non-
exclusive, non-transferrable, nonsublicensable, worldwide, limited irrevocable license to use the Data only in
connection with and in support of the U.S. Government contract under which the Data was delivered. Except
as provided herein, the Data may not be used, disclosed, reproduced, modified, performed, or displayed
without the prior written approval of NetApp, Inc. United States Government license rights for the Department
of Defense are limited to those rights identified in DFARS clause 252.227-7015(b) (FEB 2014).

Trademark information

NETAPP, the NETAPP logo, and the marks listed at http://www.netapp.com/TM are trademarks of NetApp, Inc.
Other company and product names may be trademarks of their respective owners.

368


http://www.netapp.com/TM

	Configure hosts with NVMe-oF : ONTAP SAN Host Utilities
	Table of Contents
	Configure hosts with NVMe-oF
	Learn about configuring ONTAP SAN hosts with NVMe-oF
	Configure AIX with NVMe-oF for ONTAP storage
	Step 1: Confirm the multipath configuration for your host
	Step 2: Configure NVMe/FC
	Step 3: Validate NVMe/FC
	Step 4: Review the known issues
	Step 5: Troubleshoot

	ESXi
	NVMe-oF Host Configuration for ESXi 8.x with ONTAP
	NVMe-oF Host Configuration for ESXi 7.x with ONTAP

	Oracle Linux
	Learn about ONTAP support and features for Oracle Linux hosts
	Configure Oracle Linux 9.x with NVMe-oF for ONTAP storage
	Configure Oracle Linux 8.x with NVMe-oF for ONTAP storage
	Configure Oracle Linux 7.x with NVMe-oF for ONTAP storage

	Proxmox
	Learn about ONTAP support and features for Proxmox hosts
	Configure Proxmox VE 9.x for NVMe-oF with ONTAP storage
	Configure Proxmox VE 8.x for NVMe-oF with ONTAP storage

	RHEL
	Learn about ONTAP support and features for RHEL hosts
	Configure RHEL 10.x for NVMe-oF with ONTAP storage
	Configure RHEL 9.x for NVMe-oF with ONTAP storage
	Configure RHEL 8.x for NVMe-oF with ONTAP storage

	Rocky Linux
	Learn about ONTAP support and features for Rocky Linux
	Configure Rocky Linux 10.x for NVMe-oF with ONTAP storage
	Configure Rocky Linux 9.x for NVMe-oF with ONTAP storage
	Configure Rocky Linux 8.x for NVMe-oF with ONTAP storage

	SUSE Linux Enterprise Server
	Learn about ONTAP support and features for SUSE Linux Enterprise Server
	Configure SUSE Linux Enterprise Server 16 for NVMe-oF with ONTAP storage
	Configure SUSE Linux Enterprise Server 15 SPx for NVMe-oF with ONTAP storage

	Ubuntu
	NVMe-oF host configuration for Ubuntu 24.04 with ONTAP
	NVMe-oF host configuration for Ubuntu 24.04 with ONTAP

	Windows
	Configure Windows Server 2025 with NVMe/FC for ONTAP
	Configure Windows Server 2022 with NVMe/FC for ONTAP
	NVMe/FC Host Configuration for Windows Server 2019 with ONTAP
	Configure Windows Server 2016 with NVMe/FC for ONTAP
	Configure Windows Server 2012 R2 with NVMe/FC for ONTAP

	Troubleshoot NVMe-oF with ONTAP storage for Linux Host Utilities
	Enable verbose logging
	Common "nvme-cli" errors and workarounds
	When to contact technical support



