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Complete the expansion

After both nodes are joined to the cluster, you must finish configuring the newly added

nodes by configuring AutoSupport and completing the SP network. You then validate the

expanded cluster and generate an AutoSupport message to complete the expansion. If

the cluster uses SAN, you should update LUN paths.

Configure the node details in System Manager

You can use System Manager to configure the node management LIF and Service

Processor settings for the newly added nodes.

Before you begin

• Sufficient number of ports must be present in the default IPspace for LIF creation.

• All the ports must be up and running.

Steps

1. Configure node management:

a. Enter the IP address in the IP Address field.

b. Select the port for node management in the Port field.

c. Enter the netmask and gateway details.

2. Configure Service Processor settings:

a. Select the Override defaults check box to override the default values.

b. Enter the IP address, netmask, and gateway details.

3. Click Submit and Proceed to complete the network configuration of the nodes.

4. Verify the details of the nodes in the Summary page.

What to do next

• If your cluster is protected, you should create the required number of intercluster LIFs in the newly added

nodes to avoid partial peering and unhealthy protection.

• If SAN data protocols are enabled in your cluster, you should create the required number of SAN Data LIFs

for serving data.

Configure AutoSupport on the new nodes

After you add nodes to a cluster, you must configure AutoSupport on the nodes.

Before you begin

AutoSupport must be set up on the cluster’s existing nodes.

About this task

You must perform this procedure on both the nodes.

Steps
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1. View the AutoSupport configuration using the system node autosupport show command with the

-node parameter set to one of the nodes in the original cluster.

cluster1::> system node autosupport show -node cluster1-1

                            Node: cluster1-1

                           State: enable

                 SMTP Mail Hosts: smtp.example.com

 

...

2. On one of the newly added nodes, configure AutoSupport in the same way that it is configured on the

existing nodes by using the system node autosupport modify command.

cluster1::> system node autosupport modify -node cluster1-3 -state

enable -mail-hosts smtp.example.com -from alerts@node3.example.com -to

support@example.com -support enable -transport https -noteto

pda@example.com -retry-interval 23m

3. Repeat the previous step for the other newly added node.

Configure the Service Processor network

After you expand a cluster, you must configure the Service Processor (SP) network on

the new nodes. If the SP uses manual network configuration, you must configure the IP

addresses for the SP on the new nodes. If the SP uses automatic network configuration,

you must identify the IP addresses that were selected.

Steps

1. If the cluster SP uses manual network configuration, configure IP addresses on both nodes for the SP

network by using the system service-processor network modify command.

The following commands configure the SP network in cluster1-3 and cluster1-4 nodes:

cluster1::> system service-processor network modify -node cluster1-3

-address-family IPv4 -enable true -ip-address 192.168.123.98-netmask

255.255.255.0 -gateway 192.168.123.1

cluster1::> system service-processor network modify -node cluster1-4

-address-family IPv4 -enable true -ip-address 192.168.123.99 -netmask

255.255.255.0 -gateway 192.168.123.1

2. Verify that the SP network is configured correctly on both the new nodes by using the system service-

processor network show command for each node.

The status should be succeeded. Verification is required in all situations. Even if the SP network was
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automatically configured, you should verify that it was configured successfully, and you must determine

which IP addresses were assigned.

The following output indicates that both the cluster1-3 and the cluster1-4 nodes have successful SP

network setup:

cluster1::> system service-processor network show -node cluster1-3

                             Address

Node          Status         Family    Link State  IP Address

------------- -------------- --------- -----------

------------------------

cluster1-3    online         IPv4      up          192.168.123.98

                                 DHCP: none

                          MAC Address: 00:a0:98:43:a1:1e

                      Network Gateway: 10.60.172.1

             Network Mask (IPv4 only): 255.255.255.0

            Prefix Length (IPv6 only): -

                      IPv6 RA Enabled: -

                          Subnet Name: -

              SP Network Setup Status: succeeded

                                     ...

cluster1::> system service-processor network show -node cluster1-4

                             Address

Node          Status         Family    Link State  IP Address

------------- -------------- --------- -----------

------------------------

cluster1-4    online         IPv4      up          192.168.123.99

                                 DHCP: none

                          MAC Address: 00:a0:98:43:a1:1e

                      Network Gateway: 10.60.172.1

             Network Mask (IPv4 only): 255.255.255.0

            Prefix Length (IPv6 only): -

                      IPv6 RA Enabled: -

                          Subnet Name: -

              SP Network Setup Status: succeeded

                                     ...

3. If your site typically has DNS entries for the SP network, verify that the DNS entries are created for the new

nodes.

Validate the configuration of the expanded cluster

After you expand the cluster, you must validate the configuration by running Config
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Advisor and using some commands that verify cluster health and cluster replication rings.

Steps

1. Check the health of the configuration by running Config Advisor:

a. Start Config Advisor, and then click Collect Data.

Config Advisor displays any problems found.

b. If problems are found, correct them and run the tool again.

2. Ensure that all nodes in the cluster are in a healthy state by using the cluster show command.

cluster-1::> cluster show

Node                  Health  Eligibility

--------------------- ------- ------------

cluster1-1            true    true

cluster1-2            true    true

cluster1-3            true    true

cluster1-4            true    true

4 entries were displayed.

3. Ensure that the cluster replication rings have the same epoch, database epoch, and database transaction

numbers on all nodes in the cluster:

The easiest way to compare transaction numbers is to view them for one unit name at a time.

a. Set the privilege level to advanced by using the set -privilege advanced command.

b. View cluster ring information about the first unit name by using the cluster ring show command

with the -unitname mgmt parameter, and verify that all nodes have the same number in the Epoch,

DB Epoch, and DB Trnxs columns.
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cluster-1::*> cluster ring show -unitname mgmt

Node      UnitName Epoch    DB Epoch DB Trnxs Master    Online

--------- -------- -------- -------- -------- --------- ---------

cluster1-1

          mgmt     2        2        959      cluster1-1

                                                        master

cluster1-2

          mgmt     2        2        959      cluster1-2

                                                        secondary

cluster1-3

          mgmt     2        2        959      cluster1-3

                                                        master

cluster1-4

          mgmt     2        2        959      cluster1-3

                                                        secondary

4 entries were displayed.

c. Repeat the command with the -unitname vldb parameter.

d. Repeat the command with the -unitname vifmgr parameter.

e. Repeat the command with the -unitname bcomd parameter.

f. Repeat the command with the -unitname crs parameter.

g. Return the privilege level to admin by using the set -privilege admin command.

Generate an AutoSupport message about completing
expansion

After you expand a cluster, you should send an AutoSupport message to indicate that the

expansion process is complete. This message communicates to internal and external

support staff that the expansion is complete and acts as a timestamp for any

troubleshooting that might be required later.

Before you begin

AutoSupport must be set up.

Steps

1. For each node in the cluster, send an AutoSupport message by using the system node autosupport

invoke command.

You must issue the message once for each node in the cluster, including the newly added nodes.

If you added two nodes to a two-node cluster, you must send the message four times.
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cluster1::> system node autosupport invoke -node * -message "cluster

expansion complete" -type all

The AutoSupport was successfully invoked on node "cluster1-1". To view

the status

of the AutoSupport, use the "system node autosupport history show"

command.

Note: It may take several minutes for the AutoSupport to appear in the

history list.

The AutoSupport was successfully invoked on node "cluster1-2". To view

the status

of the AutoSupport, use the "system node autosupport history show"

command.

Note: It may take several minutes for the AutoSupport to appear in the

history list.

The AutoSupport was successfully invoked on node "cluster1-3". To view

the status

of the AutoSupport, use the "system node autosupport history show"

command.

Note: It may take several minutes for the AutoSupport to appear in the

history list.

The AutoSupport was successfully invoked on node "cluster1-4". To view

the status

of the AutoSupport, use the "system node autosupport history show"

command.

Note: It may take several minutes for the AutoSupport to appear in the

history list.

4 entries were acted on.

Update LUN paths for the new nodes

If your cluster is configured for SAN, you must create SAN LIFs on the newly added

nodes and then update paths.

About this task

This procedure is required only if the cluster contains LUNs. If the cluster contains only files, you can skip this

procedure.

Steps

1. For each storage virtual machine (SVM) in the cluster, create new LIFs on the newly added nodes:

a. Identify the SVMs that use FC or iSCSI protocols by using the vserver show command with the

-fields allowed-protocols parameter and reviewing the output.
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cluster1::> vserver show -fields allowed-protocols

vserver allowed-protocols

------- -----------------

vs1     cifs,ndmp

vs2     fcp

vs3     iscsi

...

b. For each SVM that uses FC or iSCSI, create at least two data LIFs on each of the newly added nodes

by using the network interface create command with the -role data parameter.

cluster1::> network interface create -vserver vs1 -lif lif5 -role

data

-data-protocol iscsi -home-node cluster1-3 -home-port e0b

-address 192.168.2.72 -netmask 255.255.255.0

c. For each SVM, verify that it has LIFs on all nodes in the cluster by using the network interface

show command with the -vserver parameter.

2. Update portsets:

a. Determine whether portsets exist by using the lun portset show command.

b. If you want to make the new LIFs visible to existing hosts, add each new LIF to the portsets by using

the lun portset add command—once for each LIF.

3. If you use FC or FCoE, update zoning:

a. Verify that zoning is set up correctly to enable the existing initiator ports on the host to connect to the

new target ports on the new nodes.

b. Update switch zoning to connect the new nodes to existing initiators.

Zoning setup varies depending on the switch that you use.

c. If you plan to move LUNs to the new nodes, expose the new paths to the hosts by using the lun

mapping add-reporting-nodes command.

4. On all host operating systems, rescan to discover the newly added paths.

5. Depending on the host operating systems, remove any stale paths.

6. Add or remove paths to your MPIO configuration.

Related information

SAN configuration

SAN administration
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