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Data protection and disaster recovery

Cluster and SVM peering configuration

Cluster and SVM peering overview

Cluster administrators can create authenticated peer relationships between clusters and
SVMs to enable the clusters to communicate with each other so that data is replicated
between volumes in different clusters. You can perform the procedures using the ONTAP
System Manager classic interface, which is available with ONTAP 9.7 and earlier ONTAP
9 releases.

Use the ONTAP System Manager classic interface to create cluster peer relationships and SVM peer
relationships if the following apply:

* You are working with clusters running ONTAP 9.7 or earlier ONTAP 9 releases.

* You want cluster peering relationships that are authenticated.

* You want to use best practices, not explore every available option.

* You want to use System Manager, not the ONTAP command-line interface (CLI) or an automated scripting
tool.

Other ways to do this in ONTAP

ONTAP System Manager in ONTAP 9.3 simplifies the way that you configure peer relationships between
clusters and between SVMs. The cluster peering procedure and SVM peering procedure can be used for all
ONTAP 9 versions. You should use the appropriate procedure for your version of ONTAP.

To perform these tasks with... Refer to...

The redesigned System Manager (available with * Cluster management with System Manager
ONTAP 9.7 and later)

The ONTAP command-line interface (CLI) * Cluster and SVM peering overview with the CLI
Use the command-line interface to set up cluster
peering relationships and SVM peering
relationships.

* Network management
Use the command-line interface to configure

subnets, intercluster LIFs, routes, firewall policies,
and other networking components

Prerequisites for cluster peering

Before you set up cluster peering using the ONTAP System Manager classic interface
with ONTAP 9.7 or earlier, you should confirm that the connectivity, port, IP address,


https://docs.netapp.com/us-en/ontap/concept_administration_overview.html
https://docs.netapp.com/us-en/ontap/peering/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html

subnet, firewall, and cluster-naming requirements are met.

Connectivity requirements

Every intercluster LIF on the local cluster must be able to communicate with every intercluster LIF on the
remote cluster.

Although it is not required, it is typically simpler to configure the IP addresses used for intercluster LIFs in the
same subnet. The IP addresses can reside in the same subnet as data LIFs, or in a different subnet. The
subnet used in each cluster must meet the following requirements:

» The subnet must have enough IP addresses available to allocate to one intercluster LIF per node.

For example, in a six-node cluster, the subnet used for intercluster communication must have six available
IP addresses.

Each node must have an intercluster LIF with an IP address on the intercluster network.

Intercluster LIFs can have an |IPv4 address or an |IPv6 address.

ONTAP 9 enables you to migrate your peering networks from IPv4 to IPv6 by optionally allowing

@ both protocols to be present simultaneously on the intercluster LIFs. In earlier releases, all
intercluster relationships for an entire cluster were either IPv4 or IPv6. This meant that changing
protocols was a potentially disruptive event.

Port requirements

You can use dedicated ports for intercluster communication, or share ports used by the data network. Ports
must meet the following requirements:

 All ports that are used to communicate with a given remote cluster must be in the same IPspace.

You can use multiple IPspaces to peer with multiple clusters. Pair-wise full-mesh connectivity is required
only within an IPspace.

» The broadcast domain that is used for intercluster communication must include at least two ports per node
so that intercluster communication can fail over from one port to another port.

Ports added to a broadcast domain can be physical network ports, VLANS, or interface groups (ifgrps).

 All ports must be cabled.
 All ports must be in a healthy state.

* The MTU settings of the ports must be consistent.

Firewall requirements

Firewalls and the intercluster firewall policy must allow the following protocols:
» ICMP service

» TCP to the IP addresses of all the intercluster LIFs over the ports 10000, 11104, and 11105
« Bidirectional HTTPS between the intercluster LIFs



Although HTTPS is not required when you set up cluster peering using the CLI, HTTPS is required later if
you use ONTAP System Manager to configure data protection.

The default intercluster firewall policy allows access through the HTTPS protocol and from all IP
addresses (0.0.0.0/0). You can modify or replace the policy if necessary.

Related information
Data protection

Cluster and SVM peering workflow

You can set up a peering relationship by using the ONTAP System Manager with ONTAP
9.7 or earlier. Setting up a peering relationship involves preparing each cluster for
peering, creating intercluster logical interfaces (LIFs) on each node of each cluster,
setting up a cluster peer relationship, and then setting up an SVM peering relationship.

Prepare the clusters for peering.

|

Create intercluster LIFs on every node in the
cluster.

v

Create a cluster peer relationship.

|

Create an SYM peer relationship.

If you are running ONTAP 9.2 or earlier, you create an SVM peering relationship while creating a data
protection relationship between the source volume and the destination volume.

Prepare for cluster peering

Before creating a cluster peering relationship using the ONTAP System Manager classic
interface with ONTAP 9.7 or earlier, you must verify that the time on each cluster is
synchronized with an external Network Time Protocol (NTP) server, and determine the
subnets, ports, and passphrases that you want to use.

Steps


https://docs.netapp.com/us-en/ontap/data-protection/index.html

1. If you are running ONTAP 9.2 or earlier, determine the passphrase that you want to use for each cluster
peer relationship.

The passphrase must include at least eight characters.

For the relationship between... The passphrase is...

Cluster A and Cluster B

Beginning with ONTAP 9.3, you can generate the passphrase from the remote cluster while creating the
cluster peer relationship.

Creating a cluster peer relationship (Beginning with ONTAP 9.3)

2. Identify the subnets, IP addresses, and ports that you will use for intercluster LIFs.
By default, the IP address is automatically selected from the subnet. If you want to specify the IP address
manually, you must ensure that the IP address either is already available in the subnet or can be added to
the subnet later. Information about subnets is available in the Network tab.

Create a table similar to the following table to record information about the clusters. The following table

assumes that each cluster has four nodes. If a cluster has more than four nodes, add rows for the
additional information.

Cluster A Cluster B
Subnet (ONTAP 9.2 or earlier)

IP address (Beginning with
ONTAP 9.3, optional for ONTAP
9.2 or earlier)

Node 1 port
Node 2 port
Node 3 port

Node 4 port

Configure peer relationships (Beginning with ONTAP 9.3)

A peer relationship defines the network connections that enable clusters and SVMs to
exchange data securely. Beginning with ONTAP 9.3, until ONTAP 9.7, you can use the
ONTAP System Manager classic interface to perform a simplified method to configure
peer relationships between clusters and between SVMs.



Create intercluster LIFs (Beginning with ONTAP 9.3)

Beginning with ONTAP 9.3, until ONTAP 9.7, you can use the ONTAP System Manager
classic interface to create intercluster logical interfaces (LIFs), which enable the cluster
network to communicate with a node. You must create an intercluster LIF within each
IPspace that will be used for peering, on each node in each cluster for which you want to
create a peer relationship.

About this task

For example, if you have a four-node cluster that you want to peer with cluster X over IPspace A, and peer with
cluster Y over IPspace Y, then you need a total of eight intercluster LIFs; Four on IPspace A (one per node),
and four on IPspace Y (one per node).

You must perform this procedure on both clusters for which you want to create a peer relationship.

Steps
1. Click Configuration > Advanced Cluster Setup.

2. In the Setup Advanced Cluster Features window, click Proceed next to the Cluster Peering option.
3. Select an IPspace from the IPspace list.

4. Enter the IP address, port, network mask, and gateway details of each node.

Intercluster LIF Details per Nods

Papacs | Dalault
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5. Click Submit and Continue.

What to do next

You should enter the cluster details in the Cluster Peering window to continue with cluster peering.

Create a cluster peer relationship (Beginning with ONTAP 9.3)

Beginning with ONTAP 9.3, until ONTAP 9.7, you can use the ONTAP System Manager
classic interface create a cluster peer relationship between two clusters by providing a
system-generated passphrase and the IP addresses of the intercluster LIFs of the remote
cluster.

About this task

Beginning with ONTAP 9.6, cluster peering encryption is enabled by default on all newly created cluster
peering relationships. Cluster peering encryption must be enabled manually for peering relationship created
prior to upgrading to ONTAP 9.6. Cluster peering encryption is not available for clusters running ONTAP 9.5 or
earlier. Therefore, both clusters in the peering relationship must be running ONTAP 9.6 in order to enable
cluster peering encryption.

Cluster peering encryption uses the Transport Security Layer (TLS) to secure cross-cluster peering



communications for ONTAP features such as SnapMirror and FlexCache.

Steps

1. In the Target Cluster Intercluster LIF IP addresses field, enter the IP addresses of the intercluster LIFs
of the remote cluster.

2. Generate a passphrase from the remote cluster.
. Specify the management address of the remote cluster.

a
b. Click Management URL to launch ONTAP System Manager on the remote cluster.

3]

Log in to the remote cluster.
d. In the Cluster Peers window, click Generate Peering Passphrase.

e. Select the IPspace, validity of the passphrase, and SVM permissions.

You can allow all of the SVMs or selected SVMs for peering. When a SVM peer request is generated,
the permitted SVMs are automatically peered with the source SVMs without requiring you to accept the
peer relationship from the remote SVMs.

f. Click Generate.

The passphrase information is displayed.

Generate Peering Passphrase

Fassphrase generated successfully

Use the following information for peering based onthe IPspace "Default™

Intercluster LIF IP Address 172216112
Passphrase QSTk+laPY)zoWVSUMPHyHzwD
Passphrase Validity  Valid Until Mon Mo, .. America/Mew Y
WM Permissions ALl

Email passphrase details

Copy passphrase details

g. Click Copy passphrase details or Email passphrase details.



h. Click Done.
3. In the source cluster, enter the generated passphrase that you obtained in Step 2.

4. Click Initiate Cluster Peering.
The cluster peer relationship is successfully created.

5. Click Continue.

What to do next

You should specify the SVM details in the SVM Peering window to continue with the peering process.

Create SVM peer relationships

Beginning with ONTAP 9.3, until ONTAP 9.7, you can use the ONTAP System Manager
classic interface to create SVM peer relationships. The storage virtual machine (SVM)
peering enables you to establish a peer relationship between two SVMs for data
protection.

Steps
1. Select the initiator SVM.

2. Select the target SVM from the list of permitted SVMs.
3. Click Initiate SVM Peering.
4. Click Continue.

What to do next

You can view the intercluster LIFs, cluster peer relationship, and SVM peer relationship in the Summary
window.

Configure peer relationships (ONTAP 9.2 and earlier)

Using the ONTAP System Manager classic interface with ONTAP 9.2 or an earlier
ONTAP 9 release, you can create SVM peer relationships.

A peer relationship defines network connections that enable clusters and SVMs to exchange data securely.
You must create a cluster peer relationship before you can create an SVM peer relationship.

Create intercluster interfaces on all nodes (ONTAP 9.2 or earlier)

Using the ONTAP System Manager classic interface with ONTAP 9.2 or an earlier
ONTAP 9 release, you can create intercluster LIFs that will be used for peering.

Clusters communicate with each other through logical interfaces (LIFs) that are dedicated to intercluster
communication. You must create an intercluster LIF within each IPspace that will be used for peering. The LIFs
must be created on each node in each cluster for which you want to create a peer relationship.

Before you begin

You must have identified the subnet and ports, and optionally the IP addresses, that you plan to use for the
intercluster LIFs.



About this task

You must perform this procedure on both clusters for which you want to create a peer relationship. For
example, if you have a four-node cluster that you want to peer with cluster X over IPspace A, and peer with
cluster Y over IPspace Y, then you need a total of eight intercluster LIFs; Four on IPspace A (one per node),
and four on IPspace Y (one per node).

Steps

1. Create an intercluster LIF on one node of the source cluster:

]

Navigate to the Network Interfaces window.

b. Click Create.

The Create Network Interface dialog box is displayed.
Enter a name for the intercluster LIF.

You can use “icl01” for the intercluster LIF on the first node, and “icl02” for the intercluster LIF on the
second node.

Select Intercluster Connectivity as the interface role.

Select the IPspace.

In the Add Details dialog box, select Using a subnet from the Assign IP Address drop-down list, and

then select the subnet that you want to use for intercluster communication.

By default, the IP address is automatically selected from the subnet after you click Create. If you do not
want to use the IP address that is automatically selected, you must manually specify the IP address
that the node uses for intercluster communication.

If you want to manually specify the IP address that the node uses for intercluster communication, select
Use this IP Address, and type the IP address.

You must ensure that the IP address that you want to use either is already available in the subnet or
can be added to the subnet later.

In the Ports area, click the node that you are configuring, and select the port that you want to use for
this node.

If you decided not to share ports for intercluster communication with data communication, confirm that
the selected port displays “0” in the Hosted Interface Count column.



Create Network Interface *

Specify the following detailz to add a new network interface for data and management access of the chozen SV

Name: | icio1 i

Interface Hole: Serves Data
#® Intercluster Connectivity
SVI: hd

L-, Protocol Access:

= Management Access:
2

Subnet | sub1 ]
®) The IP-address iz selected from this subnet.

Use this IP Address:

ﬂThis P address will be added to the chosen subnet if the address is
not already present in the subnet available range.

:;u Port: Ports or Adapters « Hosted Interface Count  Speed
4 clusterd-node?
elc 3 1000 Mbps
eld 0 1000 Mbps
ele 0 1000 Mbps

j- Click Create.

2. Repeat Step 1 for each node in the cluster.
Each node in the cluster has an intercluster LIF.

3. Make a note of the IP addresses of the intercluster LIFs so that you can use them later when you create
peer relationships with other clusters:
a. In the Network Interfaces window, in the Role column, click , clear the All check box, and then
select Intercluster.

The Network Interfaces window displays only intercluster LIFs.

b. Note down the IP addresses that are listed in the IP Addresses/WWPN column, or leave the Network
Interfaces window open so that you can retrieve the IP addresses later.

You can click the column display icon (| |z4]) to hide the columns that you do not want to view.

Results
All of the nodes in each cluster have intercluster LIFs that can all communicate with each other.

Create a cluster peer relationship (ONTAP 9.2 or earlier)

Using the ONTAP System Manager classic interface with ONTAP 9.2 or an earlier
ONTAP 9 release, you can create a cluster peer relationship between two clusters by



entering a predetermined passphrase and the IP addresses of the intercluster LIFs of the
remote cluster, and then verifying that the relationship was created successfully.

Before you begin

* You must know the IP addresses of all of the intercluster LIFs of the clusters that you want to peer.

* You must know the passphrase that you will use for each peer relationship.

About this task
You must perform this procedure on each cluster.

Steps

1. From the source cluster, create a cluster peer relationship with the destination cluster.

a.
b.

C.

Click the Configurations tab.
In the Cluster Settings pane, click Cluster Peers.
Click Create.

The Create Cluster Peer dialog box is displayed.

In the Details of the remote cluster to be peered area, specify the passphrase that both peers will
use to ensure an authenticated cluster peer relationship.

Enter the IP addresses of all of the intercluster LIFs of the destination cluster (one per node) separated
by commas.

Create Cluster Peer ¥

For a cluster to communicate with another cluster in a peer relationship, enter a passphraze and the intercluster IP addresses of the peer cluster.
Tell me more about cluster peering

Details of the local cluster Details of the remote cluster to be peered

?) Cluster Name:  clusterA ?) Passphrase:

*) Intercluster IP Addresses:

clusterA-node 10.52.52.120 ?) Intercluster IP Addresses:

clusterA-node2 10.52.52.121 10.238.14.32,10.238.14.35

f. Click Create.

The authentication status is “pending” because only one cluster has been configured.

2. Switch to the destination cluster, and then create a cluster peer relationship with the source cluster:

10

a.

Click the Configurations tab.

b. In the Cluster Settings pane, click Cluster Peers.

Click Create.
The Create Cluster Peer dialog box is displayed.

In the Details of the remote cluster to be peered area, specify the same passphrase that you
specified in Step 1d and the IP addresses of the intercluster LIFs of the source cluster, and then click



Create.

Create Cluster Peer X

For a cluster to communicate with another cluster in a peer relationship, enter a passphrase and the intercluster IP addresses of the peer cluster.
Tell me more about cluster peering

Details of the local cluster Details of the remote cluster to be peered

%) Cluster Name: clusterd ?) Passphrase:

?) Intercluster IP Addresses:

clusterB-node 10.238.14.33 ?) Intercluster IP Addresses:

clusterB-node2 10.238.14.38 10.53.52.120,10.53.52 121

3. From the Cluster Peers window of the destination cluster, confirm that the source cluster is “available” and
that the authentication status is “OK”.

6 Awailability’ and "Authentication Status’ information might be stale for up to several minutes.

E'-‘:]?'.' Creste E. Modify Passphrase E. Modify Pear Metwork Parameters 3 Delete E Refresh
Peer Cluster T Availability T Authentication Status T

cluster & available ok

You might have to click Refresh to view the updated information.
The two clusters are in a peer relationship.

4. Switch to the source cluster, and confirm that the destination cluster is “available” and that the
authentication status is “OK”.

You might have to click Refresh to view the updated information.

What to do next

Create an SVM peer relationship between the source and destination SVMs while creating a data protection
relationship between the source volume and the destination volume.

Volume backup using SnapVault

Volume disaster recovery preparation

Volume disaster recovery

Volume disaster recovery overview

You can quickly activate a destination volume after a disaster and then reactivate the
source volume in ONTAP using the ONTAP System Manager classic interface (ONTAP
9.7 and earlier).

Use this procedure if you want to perform volume-level disaster recovery in the following way:

11



* You are working with clusters running ONTAP 9.
* You are a cluster administrator.
* You have configured the SnapMirror relationship following VVolume disaster recovery preparation

* The cluster administrator of the source cluster has declared that the data in the source volume is
unavailable due to events such as virus infection leading to data corruption or accidental deletion of data.

* You want to use System Manager, not the ONTAP command-line interface or an automated scripting tool.

* You want to use the System Manager classic interface for ONTAP 9.7 and earlier releases, not the ONTAP
System Manager Ul for ONTAP 9.7 and later.

* You want to use best practices, not explore every available option.

* You do not want to read a lot of conceptual background.

Other ways to do this in ONTAP

To perform these tasks with... See this content...

The redesigned System Manager (available with Serve data from a SnapMirror destination
ONTAP 9.7 and later)

The ONTAP command line interface Activate the destination volume

Volume disaster recovery workflow

The volume disaster recovery workflow includes activating the destination volume,
configuring the destination volume for data access, and reactivating the original source
volume.

12


https://docs.netapp.com/us-en/ontap/task_dp_serve_data_from_destination.html
https://docs.netapp.com/us-en/ontap/data-protection/make-destination-volume-writeable-task.html

Activate the destination volume:

Verify the source volume status.
Quiesce and break the SnapMirror
relationship.

!

Verify the destination volume status.

Configure the destination volume for data access.

Reactivate the original source volume:

Resynchronize the source volume.

!

Update the source volume, if necessary.

'

Activate the source volume.

13



Additional information is available to help you to manage the volume-level disaster recovery relationships and
provides other methods of disaster recovery to protect the availability of your data resources.

* Volume backup using SnapVault

Describes how to quickly configure backup vault relationships between volumes that are located in different
ONTARP clusters.

* Volume restore management using SnapVault

Describes how to quickly restore a volume from a backup vault in ONTAP.

Activate the destination volume

When the source volume is unable to serve data due to events such as data corruption,
accidental deletion or an offline state, you must activate the destination volume to provide
data access until you recover the data on the source volume. Activation involves stopping
future SnapMirror data transfers and breaking the SnapMirror relationship.

Verify the status of the source volume

When the source volume is unavailable, you must verify that the source volume is offline
and then identify the destination volume that must be activated for providing data access.

About this task
You must perform this task from the source cluster.

Steps
1. Navigate to the Volumes window.
2. Select the source volume, and then verify that the source volume is offline.
3. ldentify the destination volume in the SnapMirror relationship.

> Beginning with ONTAP 9.3: Double-click the source volume to view the details, and then click
PROTECTION to identify the destination volume in the SnapMirror relationship and the name of the
SVM that contains the volume.

Volume: vol_mibrror_sre Durk 4 A wsizmr # tan W Ceime | O acaiag -

Bhpryars Srapaheey Sopien  Dats Prafemen Sssrage Bficansy  Performance

Hrutil rraidnarieo Y Orifinsiies Yelemr Mrvimatiess Cin Arigdinnah Tramfer % Trer Lag Timr Fality

G L] WAt S Lrorgrrrriied isin Tt Firsin N s LI

o ONTAP 9.2 or earlier: Click the Data Protection tab at the bottom of the Volumes page to identify the
destination volume in the SnapMirror relationship and the name of the SVM that contains the volume.

14
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Break the SnapMirror relationship

You must quiesce and break the SnapMirror relationship to activate the destination

Thin Pro. T % Ued

L 2
Mo ]
Fa, ®A.
Ho L]

Relssonhap 5

Snapmirrared

Snapshot Coples

T twilabl. T Totel&p.. T SMHEE

H70 4 ME

12135 ME

NA:

7012 148

Tranefer Stamid

idgle

Storage Efficiency

168

120.02-M8

NA

168

Type

Mo

s Searags Qo

T I=volu
Dizabled Mo
Enpblag Ra

Bizabled L]
Dizabled Wi
Lag Tieme

T dindsh 13 bz

Data Protection Volume Move Det

volume. After quiescing, future SnapMirror data transfers are disabled.

Before you begin

The destination volume must be mounted on the destination SVM namespace.

About this task

You must perform this task from the destination cluster.

Steps

Y
W

T Encrypted T

No

Mo

En

1' II

Mo

Mo
Paliny =
0P D efaslt Lj
Perfarmance

1. Depending on the System Manager version that you are running, perform one of the following steps:

o ONTAP 9.4 or earlier: Click Protection > Relationships.

> Beginning with ONTAP 9.5: Click Protection > Volume Relationships.

2. Select the SnapMirror relationship between the source and the destination volumes.

3. Click Operations > Quiesce to disable future data transfers.

4. Select the confirmation check box, and then click Quiesce.

The quiesce operation might take some time; you must not perform any other operation on the SnapMirror
relationship until the transfer status is displayed as Quiesced.

5. Click Operations > Break.

6. Select the confirmation check box, and then click Break.

15
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0 Breaks the relationzhip permanently and converts the destination volume type from DP to RW.
To recreate the relationghip perform the resync operation.

Areyou sure vou want to break the relationship?

Source: cluster-Z:ifsource_SWW/ Vol

Destination: cluster-1:/fdest_SWM/source SWW_Voll_mirror

|#| OK to break the selected relationship

[ Break || Cancel |
The SnapMirror relationship is in Broken Off state.
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Verify the destination volume status

After breaking the SnapMirror relationship, you must verify that the destination volume
has read/write access and that the destination volume settings match the settings of the

source volume.

About this task
You must perform this task from the destination cluster.

Steps
1. Navigate to the Volumes window.

2. Select the destination volume from the Volumes list, and then verify that the destination volume type is rw,
which indicates read/write access.

3. Verify that the volume settings such as thin provisioning, deduplication, compression, and autogrow on the
destination volume match the settings of the source volume.

You can use the volume settings information that you noted after creating the SnapMirror relationship to
verify the destination volume settings.

4. If the volume settings do not match, modify the settings on the destination volume as required:

16



a. Click Edit.

b. Modify the general settings, storage efficiency settings, and advanced settings for your environment, as
required.

c. Click Save and Close.

Edit ¥olume *

General Storage Efficiency | Advanced

rarme: wal123

Security style: Mixed ™

¥ Configure UMY permissions {Qptional} Read Write  Execute
Owrner
Group (|
Others [l

¥ Thin Provizsioned

When awolume is thin provisioned, space for the volume is not allacated in adwance. Instead,
gpace is allocated as data is written to the volume. The unused aggregate space is available to other
thin provisioned valumes and LLURs.

Tell me more gbout Thin Provisioning

| Sawe | | 5awe and Clase | | Cancel |

d. Verify that the columns in the Volumes list are updated with the appropriate values.

5. Enable Snapshot copy creation for the destination volume.

a. Depending on your ONTAP version, navigate to the Configure Volume Snapshot Copies page in one
of the following ways:

Beginning with ONTAP 9.3: Select the destination volume, and then click Actions > Manage
Snapshots > Configure.

ONTAP 9.2 or earlier: Select the destination volume, and then click Snapshot Copies > Configure.

b. Select the Enable scheduled Snapshot Copies check box, and then click OK.

17



Configure Volume Snapshot Copies 4

&) Srapshot Reserve (%) 5 g

|#*| WMake Snapshot directory (.snapshot) visible

Vizibility of .znapshot directory on thiz volume at the client mount points.

|#| Enable scheduled Snapshot Copiss
snapshot Policies and Schedules
Select a Snapshot policy that has desired schedules for Snapshot copies:

Snapshot Policy: default hd

Schedules of Selected Snapshot Policy:

Schedul... | Retained S... | Schedule SnapMirror Label
hourhy & Advance cron - {Minu... -
daihy 2 Daity - Run at 0 houwr 1...  daily
weekly 2 On weekdays - Sund... weekly
Current Timezone: US/Pacific

Tell me more about Snapshot configurations

| Ok || Cancal

Configure the destination volume for data access

After activating the destination volume, you must configure the volume for data access.
NAS clients and SAN hosts can access the data from the destination volume until the
source volume is reactivated.

About this task
You must perform this task from the destination cluster.

Procedure

* NAS environment:

a. Mount the NAS volumes to the namespace using the same junction path that the source volume was
mounted to in the source SVM.

b. Apply the appropriate ACLs to the CIFS shares at the destination volume.
c. Assign the NFS export policies to the destination volume.
d. Apply the quota rules to the destination volume.

e. Redirect clients to the destination volume by performing the necessary steps such as changing the
DNS name resolution.

f. Remount the NFS and CIFS shares on the clients.
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* SAN environment:

a. Map the LUNSs to the appropriate initiator group to make the LUNSs in the volume available to the SAN
clients.

b. For iISCSI, create iSCSI sessions from the SAN host initiators to the SAN LIFs.
c. On the SAN client, perform a storage re-scan to detect the connected LUNSs.
What to do next

You should resolve the problem that caused the source volume to become unavailable. You must bring the
source volume back online when possible, and then resynchronize and reactivate the source volume.

Related information

ONTAP 9 Documentation Center

Reactivate the source volume

When the source volume becomes available, you must resynchronize the data from the
destination volume to the source volume, update any modifications after the
resynchronization operation, and activate the source volume.

Resynchronize the source volume

When the source volume is online, you must resynchronize the data between the
destination volume and the source volume to replicate the latest data from the destination
volume.

Before you begin
The source volume must be online.

About this task
You must perform the task from the destination cluster.

The following image shows that the data is replicated from the active destination volume to the read-only
source volume:

Source volume on Destination volume
cluster-2 on cluster-1
—Reverse Resync
Type DP Type RW
Steps

1. Depending on the System Manager version that you are running, perform one of the following steps:
o ONTAP 9.4 or earlier: Click Protection > Relationships.
> Beginning with ONTAP 9.5: Click Protection > Volume Relationships.

2. Select the SnapMirror relationship between the source and destination volumes.

3. Make a note of the transfer schedule and the policy configured for the SnapMirror relationship.
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4. Click Operations > Reverse Resync.

5. Select the confirmation check box, and then click Reverse Resync.
Reverse Resync %

ﬂ Rewverze resynchronizing the relationship deletes the current relationzhip and converts the
source into a destination volume. Data in the source volume that is newer than the data in the
common Snapshot copy is deleted.

Are yvou sure vou want to reverse resync the relationship?

Before reverse resyncing
Source: cluster-Z:iisource_SVIMAVol

Destination: cluster-1:/idest SWN/source_SWM_Voll_mirror
After reverse resyncing

Source: cluster-1:/idest SWN/zource SWK_Voll_mirror

Drestination: cluster-2:/'source_SWM ol

|#| 0K to reverse resync the relationship

| Reverse Resync | | Cancel |

Beginning with ONTAP 9.3, the SnapMirror policy of the relationship is set to MirrorAl1Snapshots and
the mirror schedule is set to None.

If you are running ONTAP 9.2 or earlier, the SnapMirror policy of the relationship is set to DPDefault and
the mirror schedule is set to None.

6. On the source cluster, specify a SnapMirror policy and schedule that match the protection configuration of
the original SnapMirror relationship:
a. Depending on the System Manager version that you are running, perform one of the following steps:
= ONTAP 9.4 or earlier: Click Protection > Relationships.
= Beginning with ONTAP 9.5: Click Protection > Volume Relationships.

b. Select the SnapMirror relationship between the resynchronized source volume and the destination
volume, and then click Edit.

c. Select the SnapMirror policy and schedule, and then click OK.

Update the source volume

After resynchronizing the source volume, you might want to ensure that all the latest
changes are updated on the source volume before activating the source volume.

About this task
You must perform this task from the source cluster.

Steps
1. Depending on the System Manager version that you are running, perform one of the following steps:
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o ONTAP 9.4 or earlier: Click Protection > Relationships.
> Beginning with ONTAP 9.5: Click Protection > Volume Relationships.

2. Select the SnapMirror relationship between the source and the destination volumes, and then click
Operations > Update.

3. Perform an incremental transfer from the recent common Snapshot copy between the source and
destination volumes.

> Beginning with ONTAP 9.3: Select the As per policy option.
o ONTAP 9.2 or earlier: Select the On demand option.

4. Optional: Select Limit transfer bandwidth to in order to limit the network bandwidth used for transfers,
and then specify the maximum transfer speed.

5. Click Update.

6. Verify that the transfer status is Id1e and last transfer type is Update in the Details tab.

Relationships
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taril parml el el gl o L U F, @ vey Smapmiitesed  1dle Rlireay A4 mird 1] DPFDfts Afyhithishnus =
varml wall}3 vara]_wofll3 vaml D vy Snapminoned  fole Waul 4 By} 58 Prin ADEDefauin WVaul
vl st ]_wel_m. ekl vl @ vy SrepnmToied  Rdle Mot Temirdsy OPDefast Amynchrenous
=
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Reactivate the source volume

After resynchronizing the data from the destination volume to the source volume, you
must activate the source volume by breaking the SnapMirror relationship. You should
then resynchronize the destination volume to protect the reactivated source volume.

About this task
Both the break and reverse resync operations are performed from the source cluster.

The following image shows that the source and destination volumes are read/write when you break the
SnapMirror relationship. After the reverse resync operation, the data is replicated from the active source
volume to the read-only destination volume.
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Source volume on
cluster-2

Type RW

Source volume on
cluster-2

Type RW

4——Break——

Destination volume
on cluster-1

Type RW

Reverse Resync—p»

Destination volume
on cluster-1

Type DP

Steps

1. Depending on the System Manager version that you are running, perform one of the following steps:

o ONTAP 9.4 or earlier: Click Protection > Relationships.

> Beginning with ONTAP 9.5: Click Protection > Volume Relationships.

Click Operations > Quiesce.
Select the confirmation check box, and then click Quiesce.

Click Operations > Break.

© o > w0 BN

Select the confirmation check box, and then click Break.

Break

Select the SnapMirror relationship between the source and the destination volumes.

ﬂ Breaks the relationship permanently and converts the destination volume type from DP to BV,

To recreate the relativnship perform the resync operation.

Are you sure you want to break the relaticnship?

Source: cluster-1://dest SWiW/'source_SWW_Voll_mirror

Destination: cluster-Z:/zource_SWVMAol

|« OK to break the =elected relationship

| Break Il

7. Click Operations > Reverse Resync.

8. Select the confirmation check box, and then click Reverse Resync.
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Reverse Resync ¥

ﬂ Rewverze resynchronizing the relationship deletes the current relationship and converts the
source into a destination volume. Data in the source volume that is newer than the data in the
common Snapshot copy iz deleted.

Are yvou sure vou want to reverse resync the relationship?

Before reverse resyncing
Source: cluster-1:#idest_SWNMisource SWVK_Voll_mirror

Destination: cluster-Z:/source_SWiM ol
After reverse resyncing _

Source: cluster-Z:iisource_SVWivoll

Destination: cluster-1:/idest SWM/source_SWM_Voll_mirror

|#| O to reverse resync the relationship

| .Reverse Resync | | Cancel |

Beginning with ONTAP 9.3, the SnapMirror policy of the relationship is setto MirrorAllSnapshots and

the SnapMirror schedule is set to None.

If you are running ONTAP 9.2 or earlier, the SnapMirror policy of the relationship is set to DPDefault and

the SnapMirror schedule is set to None.

9. Navigate to the source volume in the volumes page, and verify that the SnapMirror relationship you created

is listed and the relationship state is Snapmirrored.

10. On the destination cluster, specify a SnapMirror policy and schedule that match the protection configuration

of the original SnapMirror relationship for the new SnapMirror relationship:

a. Depending on the System Manager version that you are running, perform one of the following steps:

= ONTAP 9.4 or earlier: Click Protection > Relationships.
= Beginning with ONTAP 9.5: Click Protection > Volume Relationships.

b. Select the SnapMirror relationship between the reactivated source and the destination volumes, and
then click Edit.

c¢. Select the SnapMirror policy and schedule, and then click OK.

Results
The source volume has read/write access and is protected by the destination volume.

Volume disaster recovery preparation

Volume disaster recovery preparation overview

You can quickly protect a source volume on a peered ONTAP cluster in preparation for
disaster recovery. You should use this procedure if you want to configure and monitor
SnapMirror relationships between peered clusters for volume disaster recovery and do
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not need a lot of conceptual background for the tasks.

SnapMirror provides scheduled asynchronous, block-level data protection. SnapMirror replicates Snapshot
copies and can replicate NAS or SAN volumes on which deduplication, data compression, or both are run,
including volumes containing qtrees and LUNs. SnapMirror configuration information is stored in a database
that ONTAP replicates to all the nodes in the cluster.

Use this procedure if you want to create SnapMirror relationships for volume-level disaster recovery in the
following way:

* You are working with clusters running ONTAP 9.
* You are a cluster administrator.

* You have configured the cluster peer relationship and the SVM peer relationship.
Cluster and SVM peering configuration

* You have enabled the SnapMirror license on both the source and the destination clusters.
* You want to use default policies and schedules, and not create custom policies.

* You want to use best practices, not explore every available option (ONTAP 9.7 and earlier).

Other ways to do this in ONTAP

To perform these tasks with... Refer to...

The redesigned System Manager (available with Prepare for mirroring and vaulting

ONTAP 9.7 and later)

The ONTAP command line interface Create a cluster peer relationship (ONTAP 9.3 and
later)

Volume disaster recovery preparation workflow

Preparing volumes for disaster recovery involves verifying the cluster peer relationship,
creating the SnapMirror relationship between volumes residing on peered clusters,
setting up the destination SVM for data access, and monitoring the SnapMirror
relationship periodically.
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Verify that the clusters and SVMs are peered.

;

Create the SnapMirror relationship.

!

Set up the destination SVM for data access.

v

Manitor the SnapMirror relationship.

Additional documentation is available to help you activate the destination volume to test the disaster recovery

setup or when a disaster occurs. You can also learn more about how to reactivate the source volume after the
disaster.

Volume disaster recovery

+ Describes how to quickly activate a destination volume after a disaster and then reactivate the source
volume in ONTAP.

Verify the cluster peer relationship and SVM peer relationship

Before you set up a volume for disaster recovery, you must verify that the source and
destination clusters are peered and are communicating with each other through the peer
relationship.

Procedure

* If you are running ONTAP 9.3 or later, perform the following steps to verify the cluster peer relationship and
SVM peer relationship:

a. Click Configuration > Cluster Peers.

b. Verify that the peered cluster is authenticated and is available.

& Craats # fgn = B Celan L Refrpn W Manage Seml Perrassisn

Q’. Prer Clunkes A y Auth Brtus  Loc Chaser IPpace Pewr Dlupber Infercluster iP Addresses Lagk pdated Teme
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c. Click Configuration > SVM Peers.
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d. Verify that the destination SVM is peered with the source SVM.

* If you are running ONTAP 9.2 or earlier, perform the following steps to verify the cluster peer relationship
and SVM peer relationship:

a. Click the Configurations tab.
b. In the Cluster Details pane, click Cluster Peers.

c. Verify that the peered cluster is authenticated and available.

ﬂ Awailability’ and "Authentication Status’ information might be stale for up to several minutes.

-.'-J||]-=!' Create __LI Modify Passphrase __ll Modify Peer Metwork Parameter: 3 Delete G Refresh

Peer Cluster T Availability T Authentication Status T

cluster-1 available ok

d. Click the SVMs tab and select the source SVM.

e. In the Peer Storage Virtual Machines area, verify the destination SVM is peered with the source
SVM.

If you do not see any peered SVM in this area, you can create the SVM peer relationship when creating
the SnapMirror relationship.

Creating the SnapMirror relationship (ONTAP 9.2 or earlier)

Create the SnapMirror relationship (Beginning with ONTAP 9.3)

You must create a SnapMirror relationship between the source volume on one cluster and
the destination volume on the peered cluster for replicating data for disaster recovery.

Before you begin
» The destination aggregate must have available space.

» Both the clusters must be configured and set up appropriately to meet the requirements of your
environment for user access, authentication, and client access.

About this task
You must perform this task from the source cluster.

Steps
1. Click Storage > Volumes.
2. Select the volume for which you want to create a mirror relationship, and then click Actions > Protect.
3. In the Relationship Type section, select Mirror from the Relationship Type drop-down list.
4. In the Volumes: Protect Volumes page, provide the following information:
a. Select Mirror as the relationship type.

b. Select the destination cluster, destination SVM, and the suffix for the name of the destination volume.

Only peered SVMs and allowed SVMs are listed under destination SVMs.
C. . = . =
Click==.
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d. In the Advanced Options dialog box, verify that MirrorAllSnapshots is set as the protection
policy.

DPDefault and MirrorLatest are the other default protection policies that are available for
SnapMirror relationships.

e. Select a protection schedule.
By default, the hourly schedule is selected.
f. Verify that Yes is selected for initializing the SnapVault relationship.

All of the data protection relationships are initialized by default. Initializing the SnapMirror relationship
ensures that the destination volume has a baseline to start protecting the source volume.

g. Click Apply to save the changes.
Advanced Options X

Frotecticn Pelicy | MirrorallSnapshots -

Snaphirror Labelz  Retention Count
sm_created 1

all_scurce_snapshcots 1

Protection Schedule  hourly hd

Every hour at 05 minute{s)

) Initialize Protection & ves
' Mo

) Snaplockfor Snaplock for Snapvault is not supported for the
selected destinaticn or the selected relaticnship

type.
) FabricPeol There is ne FabricPesl assigned to the destinaticn

ST,

6. Verify that the relationship status of the SnapMirror relationship is in the Snapmirrored state.

SnapWvault

5. Click Save to create the SnapMirror relationship.

a. Navigate to the Volumes window, and then select the volume that the volume for which you created
the SnapMirror relationship.

b. Double-click the volume to view the volume details, and then click PROTECTION to view the data
protection status of the volume.
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What to do next

You must make a note of the settings for the source volume such as thin provisioning, deduplication,
compression, and autogrow. You can use this information to verify the destination volume settings when you
break the SnapMirror relationship.

Create the SnapMirror relationship (ONTAP 9.2 or earlier)

You must create a SnapMirror relationship between the source volume on one cluster and
the destination volume on the peered cluster for replicating data for disaster recovery.

Before you begin
* You must have the cluster administrator user name and password for the destination cluster.
* The destination aggregate must have available space.
* Both the clusters must be configured and set up appropriately to meet the requirements of your
environment for user access, authentication, and client access.

About this task
You must perform this task from the source cluster.

Steps
1. Click Storage > SVMs.

2. Select the SVM, and then click SVM Settings.
3. Click the Volumes tab.

4. Select the volume for which you want to create a mirror relationship, and then click Protect.
The Create Protection Relationship window is displayed.

5. In the Relationship Type section, select Mirror from the Relationship Type drop-down list.
6. In the Destination Volume section, select the peered cluster.

7. Specify the SVM for the destination volume:

If the SVM is... Then...
Peered Select the peered SVM from the list.
Not peered a. Select the SVM.

b. Click Authenticate.

c. Enter the cluster administrator’s credentials of
the peered cluster, and then click Create.
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8. Create a new destination volume:

a. Select the New Volume option.
b. Use the default volume name or specify a new volume name.
c. Select the destination aggregate.

Destination Yolume

] -
2 Cluster

cluster.1 b
Storage Virtual Machine: | sym2{peered) Browse.. | (1)
Walume: & New volume © Select Volume
Wolume name Apprepats
sy 1_surni_root_mirror agEr2 Browse,
38719 GB available (of 390.21 GE)
Space Reserve {optionall | pepaulr -

9. In the Configuration Details section, select MirrorAllSnapshots as the mirror policy.

DPDefault and MirrorLatest are the other default mirror policies that are available for SnapMirror
relationships.

10. Select a protection schedule from the list of schedules.

11. Ensure that the Initialize Relationship check box is selected, and then click Create.

Initializing the SnapMirror relationship ensures that the destination volume has a baseline to start
protecting the source volume.

Configuration Details

2) Mirrar Policy: Mirrcrallsnapshots | Browse.., | Creats Policy
SnapMirrar labels:sm_created

"IJ scfiedute: = hourly Browse... | Create Schedule

Every hour ot 05 minute{s)
" Wone

W initialize Relationship

The relationship is initialized by starting a baseline transfer of data from the source volume to the
destination volume.

The initialization operation might take some time. The Status section shows the status of each job.
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Create Protection Relationship

Source ¥Yolume

Cluster:
Storage Wirtual kachine:
Wolume:

Destination ¥Yolume

Cluster:
Storage Wirtual kachine:
Wolume:

Configuration Details

firror Policy: DPDefault
Schedule: hourhy
Status

Create wvalume

Create relationship

Initialize relationship

cluster-1

=il

swml_root | Used space §44 KB )

cluster-1

W2

ewm_swrm1_root_mirrar

v Completed successfully
o Completed successfully

" started succe sefully

12. Verify the relationship status of the SnapMirror relationship:

a. Select the volume for which you created the SnapMirror relationship from the Volumes list, and then
click Data Protection.

b. In the Data Protection tab, verify that the SnapMirror relationship that you created is listed and that the
relationship state is Snapmirrored.

What to do next

You must make a note of the settings for the source volume such as thin provisioning, deduplication,
compression, and autogrow. You can use this information to verify the destination volume settings when you
break the SnapMirror relationship.

Set up the destination SVM for data access

You can minimize data access disruption when activating the destination volume by
setting up required configurations such as LIFs, CIFS shares, and export policies for the
NAS environment, and LIFs and initiator groups for the SAN environment on the SVM
containing the destination volume.

About this task
You must perform this task on the destination cluster for the SVM containing the destination volume.
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Procedure

* NAS environment:
a. Create NAS LIFs.
b. Create CIFS shares with the same share names that were used on the source.
c. Create appropriate NFS export policies.
d. Create appropriate quota rules.
* SAN environment:
a. Create SAN LIFs.
b. Optional: Configure portsets.
c. Configure initiator groups.

d. For FC, zone the FC switches to enable the SAN clients to access the LIFs.

What to do next

If any changes were made on the SVM containing the source volume, you must replicate the changes
manually on the SVM containing the destination volume.

Related information

ONTAP 9 Documentation Center

Monitor the status of SnapMirror data transfers

You should periodically monitor the status of the SnapMirror relationships to ensure that
the SnapMirror data transfers are occurring as per the specified schedule.

About this task
You must perform this task from the destination cluster.

Steps
1. Depending on the System Manager version that you are running, perform one of the following steps:
o ONTAP 9.4 or earlier: Click Protection > Relationships.
> Beginning with ONTAP 9.5: Click Protection > Volume Relationships.

2. Select the SnapMirror relationship between the source and the destination volumes, and then verify the
status in the Details bottom tab.

The Details tab displays the health status of the SnapMirror relationship and shows the transfer errors and
lag time.

° The Is Healthy field must display Yes.
For most SnapMirror data transfer failures, the field displays No. In some failure cases, however, the
field continues to display Yes. You must check the transfer errors in the Details section to ensure that

no data transfer failure occurred.

° The Relationship State field must display Snapmirrored.

o The Lag Time must be no more than the transfer schedule interval.
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For example, if the transfer schedule is hourly, then the lag time must not be more than an hour.
You should troubleshoot any issues in the SnapMirror relationships.

NetApp Technical Report 4015: SnapMirror Configuration and Best Practices for ONTAP 9.1, 9.2
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Volume backup using SnapVault

Volume backup using SnapVault overview

You can quickly configure SnapVault backup relationships between volumes that are
located in different clusters. The SnapVault backup contains a set of read-only backup
copies, which are located on a destination volume that you can use for restoring data
when data is corrupted or lost.

Use this procedure if you want to create SnapVault backup relationships for volumes in the following way:

* You are working with clusters running ONTAP 9.

* You are a cluster administrator.

* You have configured the cluster peer relationship and the SVM peer relationship.
Cluster and SVM peering configuration

* You must have enabled either the SnapMirror or SnapVault license, after all of the nodes in the cluster
have been upgraded to the same version of ONTAP 9.

* You want to use default protection policies and schedules, and not create custom policies.

* You do not want to back up data for a single file or LUN restore.

* You want to use best practices, not explore every available option.

* You do not want to read a lot of conceptual background.

* You want to use System Manager, not the ONTAP command-line interface or an automated scripting tool.

* You want to use the System Manager classic interface for ONTAP 9.7 and earlier releases, not the ONTAP

System Manager Ul for ONTAP 9.7 and later.

If these assumptions are not correct for your situation, or if you want more conceptual background information,
you should see the following resource:

NetApp Technical Report 4183: SnapVault Best Practices
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Other ways to do this in ONTAP

To perform these tasks with... See this content...

The redesigned System Manager (available with Configure mirrors and vaults
ONTAP 9.7 and later)

The ONTAP command line interface Create a replication relationship

SnapVault backup configuration workflow

Configuring a SnapVault backup relationship includes verifying the cluster peer
relationship, creating the SnapVault relationship between the source and the destination
volumes, and monitoring the SnapVault relationship.

Verify that the clusters and SVMs are peered.

v

Create the SnapVault relationship.

v

Monitor the SnapVault relationship.

Additional documentation is available to help you restore data from a destination volume to test the backed-up
data or when the source volume is lost.

* Volume restore management using SnapVault

Describes how to quickly restore a volume from a SnapVault backup in ONTAP

Verify cluster peer relationship and SVM peer relationship

Before you set up a volume for data protection by using SnapVault technology, you must
verify that the source cluster and destination cluster are peered and are communicating
with each other through the peer relationship. You must also verify that the source SVM
and destination SVM are peered and are communicating with each other through the
peer relationship.

About this task
You must perform this task from the source cluster.
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Procedure

* If you are running ONTAP 9.3 or later, perform the following steps to verify the cluster peer relationship and
SVM peer relationship:

a. Click Configuration > Cluster Peers.

b. Verify that the peered cluster is authenticated and is available.
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c. Click Configuration > SVM Peers.
d. Verify that the destination SVM is peered with the source SVM.

« If you are running ONTAP 9.2 or earlier, perform the following steps to verify the cluster peer relationship
and SVM peer relationship:

a. Click the Configurations tab.
b. In the Cluster Details pane, click Cluster Peers.

c. Verify that the peered cluster is authenticated and available.

0 Awailability’ and "Authentication Status’ information might be stale for up to several minutes.

E._Jll}} Create |-:L_b. Maodify Fassphrase E_"‘ Modify Peer Metwork Parameter: 3 Delete | E Refresh
Peer Cluster T Availability T Authentication Status T

cluster-1 available ok

d. Click the SVMs tab and select the source SVM.

e. In the Peer Storage Virtual Machines area, verify the destination SVM is peered with the source
SVM.

If you do not see any peered SVM in this area, you can create the SVM peer relationship when creating
the SnapVault relationship.

Creating the SnapVault relationship (ONTAP 9.2 or earlier)

Create a SnapVault relationship (Beginning with ONTAP 9.3)

You must create a SnapVault relationship between the source volume on one cluster and
the destination volume on the peered cluster to create a SnapVault backup.

Before you begin

* You must have the cluster administrator user name and password for the destination cluster.

* The destination aggregate must have available space.

About this task
You must perform this task from the source cluster.

Steps
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1. Click Storage > Volumes.

2. Select the volume that you want to back up, and then click Actions > Protect.

You can also select multiple source volumes, and then create SnapVault relationships with a single
destination volume.

3. In the Volumes: Protect Volumes page, provide the following information:

a.
b.

Select Vault from the Relationship Type drop-down list.

Select the destination cluster, destination SVM, and the suffix for the destination volume.
Only peered SVMs and permitted SVMs are listed under destination SVMs.

The destination volume is automatically created. The name of the destination volume is the source
volume name appended with the suffix.

" Click ==,
. In the Advanced Options dialog box, verify that the Protection Policy is set as XDPDefault.

. Select the Protection Schedule.

By default, the daily schedule is selected.

. Verify that Yes is selected for initializing the SnapVault relationship.

All data protection relationships are initialized by default.

. Click Apply to save the changes.
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4. In the Volumes: Protect Volumes page, click Validate to verify whether the volumes have matching
SnapMirror labels.

5. Click Save to create the SnapVault relationship.

6. Verify that the status of the SnapVault relationship is in the Snapmirrored state.

a. Navigate to the Volumes window, and then select the volume that is backed up.
b. Expand the volume and click PROTECTION to view the data protection status of the volume.

Velimies an SVM  wpan -

Veldwme: vol_src [ ST p——— FIT B A o

Owirwsrn Snapihom Cogien Clara Pooteman - Soorams EHenency Perfarmance

Hratih Dreatingtion YW Omkinstion Volumr [0 Clu r Tramuber % Tyier Lag Time Fallay

Create the SnapVault relationship (ONTAP 9.2 or earlier)

You must create a SnapVault relationship between the source volume on one cluster and
the destination volume on the peered cluster to create a SnapVault backup.

Before you begin
* You must have the cluster administrator user name and password for the destination cluster.

* The destination aggregate must have available space.
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About this task
You must perform this task from the source cluster.

Steps
1. Click Storage > SVMs.

2. Select the SVM, and then click SVM Settings.

3. Click the Volumes tab.

4. Select the volume that you want to back up, and then click Protect.
5

. In the Create Protection Relationship dialog box, select Vault from the Relationship Type drop-down
list.

6. In the Destination Volume section, select the peered cluster.

7. Specify the SVM for the destination volume:

If the SVM is... Then...
Peered Select the peered SVM from the list.
Not peered a. Select the SVM.

b. Click Authenticate.

c. Enter the cluster administrator’s credentials of
the peered cluster, and then click Create.

8. Create a new destination volume:

a. Select the New Volume option.

b. Use the default volume name or enter a new volume name.
c. Select the destination aggregate.

d. Ensure that the Enable dedupe check box is selected.
Destination Yolume

2) Cluster eluezer.] »

Storage Virtual Machine, | wiljpeered) Browye

Valume  hew volurme © Select Volume

Volume fame ﬂﬁgre&a!r.
syl _wol_2_vault agerl Browse
E Enable dadipe T0.13 GE svarable {of 70.14 GE)

9. In the Configuration Details section, select xDPDefault as the protection policy.
10. Select a protection schedule from the list of schedules.

11. Ensure that the Initialize Relationship check box is selected to transfer the base Snapshot copy, and then
click Create
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Configuration Details

?J AUt F'qr'm:,r

9_.. Schedule

¥ Ininakize Relatio riship

FOPDefault
tn Rpthiok mith labels matching daily, weekly
® weekly
Every Sum at 015 am
' MNone

Browse,.| Create Policy

Briene Create Schedele

The wizard creates the relationship with the specified vault policy and schedule. The relationship is
initialized by starting a baseline transfer of data from the source volume to the destination volume.

The Status section shows the status of each job.

Create Protection Relationship

Source ¥Yolume

Cluster:

Storage Wirtual Machine:

Volume:

Destination Yolume

Clustear:

Storage Virtual Machine:

Volume:

Configuration Details

Wault Folicy:

Schedule:

Status
Create volume
Enable dedupe
Credte relationship

Initialize relationship

cluster-1
vl

vol_2 4 Used space 282 KB

cluster-1
wel

vl vl _2_wault

*DOPDefault

virggkly

o Completed successfully
o Completed successfully

o Completed successfully

' Ctarted succe sefully

[

12. Verify that the relationship status of the SnapVault relationship is in the Snapmirrored state.

a. Select the volume from the Volumes list, and then click Data Protection.

b. In the Data Protection bottom tab, verify that the SnapMirror relationship you created is listed and the
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relationship state is Snapmirrored and type is Vault.
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Monitor the SnapVault relationship

You should periodically monitor the status of the SnapVault relationships to ensure that
the data is backed up on the destination volume per the specified schedule.

About this task
You must perform this task from the destination cluster.

Steps
1. Depending on the System Manager version that you are running, perform one of the following steps:
o ONTAP 9.4 or earlier: Click Protection > Relationships.
> Beginning with ONTAP 9.5: Click Protection > Volume Relationships.

2. Select the SnapVault relationship between the source and the destination volumes, and then verify the
status in the Details bottom tab.

The health status of the SnapVault relationship, any transfer errors, and the lag time are displayed:

° The Is Healthy field must display Yes.

For most data transfer failures, the field displays No. In some failure cases, however, the field continues
to display Yes. You must check the transfer errors in the Details section to ensure that no data transfer
failure occurred.

° The Relationship State field must display Snapmirrored.

o The Lag Time must be not more than the transfer schedule interval.
For example, if the transfer schedule is daily, then the lag time must not be more than a day.

You should troubleshoot any issues in the SnapVault relationships. The troubleshooting procedures for
SnapMirror relationships are also applicable to SnapVault relationships.

NetApp Technical Report 4015: SnapMirror Configuration and Best Practices for ONTAP 9.1, 9.2
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Volume restore management using SnapVault

Volume restore using SnapVault overview

You can quickly restore a volume from a SnapVault backup in ONTAP when there is a
data loss.

Use this procedure if you want to restore from the vault backup in the following way:

* You are working with clusters running ONTAP 9.
* You are a cluster administrator.

* You have configured the vault relationship following the procedure described in VVolume backup using
SnapVault

* You do not want to perform a single file or LUN restore.

* You want to use best practices, not explore every available option.

* You do not want to read a lot of conceptual background.

* You want to use the System Manager classic interface for ONTAP 9.7 and earlier releases, not the ONTAP
System Manager Ul for ONTAP 9.7 and later.

If these assumptions are not correct for your situation, or if you want more conceptual background information,
you should see the following resource:

NetApp Technical Report 4183: SnapVault Best Practices

Other ways to do this in ONTAP

To perform these tasks with... See this content...

The redesigned System Manager (available with Restore a volume from an earlier Snapshot copy

ONTAP 9.7 and later)

The ONTAP command line interface Restore the contents of a volume from a SnapMirror
destination
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Volume restore workflow

When your source volume is unavailable or data is corrupted, you can perform a restore
from a SnapVault backup. Restoring a volume from a SnapVault backup involves
selecting the SnapVault destination volume, restoring either to a new volume or existing
volume, and verifying the restore operation.
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Identify the SnapVault backup destination volume.

v

Restore data from the SnapVault backup destination volume:

Restore to the existing source
volume?

+ Yes No *
Select the source volume. Select the peered cluster.
Select the peered SVM.

v

Create a new destination volume.

v

Enable deduplication.

v

Select the Snapshot copy.

v

Confirm the volume restore operation.

v

Enable network compression.

!

Verify the restore operation.

Additional information is available to help you to manage the SnapVault backup relationships and to use other
methods of data protection to protect the availability of your data resources.

» Volume disaster recovery preparation
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Describes how to quickly configure a destination volume on a different ONTAP cluster in preparation for
disaster recovery.

* Volume disaster recovery

Describes how to quickly activate a destination volume from a different ONTAP cluster after a disaster, as
well as how to restore the SnapMirror relationship to its original state by reactivating the source volume
after its recovery.

Identify the SnapVault backup destination volume

You must identify the SnapVault backup destination volume from which you want to
restore data when the data in the source volume is corrupted or lost.

About this task
You must perform this task from the source cluster.

Steps

1. Enter the URL https://IP-address-of-cluster-management-LIF in a web browser and log in to
System Manager using your cluster administrator credential.

2. Navigate to the Volumes window.

3. ldentify the destination volume in the SnapVault relationship and the name of the SVM that contains the
volume:

o ONTAP 9.3 or later: Double-click the volume to view the details, and then click PROTECTION.
o ONTAP 9.2 or earlier: Click the Data Protection tab at the bottom of the Volumes window.

Restore data from a SnapVault backup

After selecting the SnapVault backup destination volume, you must perform the restore
operation either to a new volume to test the backed-up data or to an existing volume to
restore the lost or corrupted data.

About this task
You must perform this task from the destination cluster.

Steps
1. Depending on the System Manager version that you are running, perform one of the following steps:

o ONTAP 9.4 or earlier: Click Protection > Relationships.
> Beginning with ONTAP 9.5: Click Protection > Volume Relationships.

2. Select the SVM that contains the SnapVault backup destination volume, and then click Operations >
Restore.

3. In the Restore dialog box, restore the data to the original source volume or a new volume:

If you want to restore to... Then...

The original source volume Select Source volume.

43



If you want to restore to... Then...

A new volume a. Select Other volume.

b. Select the peered cluster and the peered SVM
for the volume.

c. Select a peered SVM from the list.

d. If the SVM is not peered, create the SVM peer
relationship:

i. Select the SVM.
i. Click Authenticate.

ii. Enter the cluster administrator’s credentials
of the peered cluster, and then click Create.

e. Select New Volume.

f. If you want to change the default name,
displayed in the format
destination SVM name destination vo
lume name restore, specify a new name
and select the containing aggregate for the
volume.

g. Select the Enable dedupe check box.

Restore to

" Source volume ' Cither volume

) Cluster cluster. 1 ¥
Storgge Virtual Meching: | symi 2{peered) Browse
Valyrie & New Volume T Select Valume
Valume narme; Appragate
swrn?_swm1_viol123_vault_restorel sEerl Broewza.,
= Enable dedupe 51722 GB available (of 52028 GE)

. Select either the latest Snapshot copy or select a specific Snapshot copy that you want to restore.

5. Select the OK to restore the volume from the Snapshot copy check box.

. Select the Enable Network Compression check box to compress the data that is being transferred during
the restore operation.

. Click Restore.

During the restore process, the volume being restored is changed to read-only. After the restore operation
finishes, the temporary relationship is removed and the restored volume is changed to read/write.



Configuration

® Lalest Snapshot copy: “dady, 2014-05-11_0040" 05/1 172014 00:10:00

Seitct Snapshol copy

%] DK to resiore the volume from the Snapshot copy

o Enable Network Compression
Hesiora | Cancel

8. Click OK in the message box.

Verify the restore operation

After performing the restore operation from the SnapVault backup destination volume,
you must verify the status of the restore operation on the source cluster.

About this task
You must perform this task from the source cluster.

Steps
1. Navigate to the Volumes window.

2. Select the source volume in the volumes list and perform one of the following actions, depending on your
ONTAP version:

> Beginning with ONTAP 9.3: Double-click the source volume to view the details, and then click
PROTECTION to identify the destination volume in the SnapMirror relationship and the name of the
SVM that contains the volume.

o ONTAP 9.2 or earlier: Click the Data Protection bottom tab to identify the destination volume in the
SnapMirror relationship and the name of the SVM that contains the volume. The Type field displays
Restore temporarily. After the restore operation is completed, the field displays vault.

You should troubleshoot any issues in the SnapVault relationships. The troubleshooting procedures for
SnapMirror relationships are also applicable to SnapVault relationships.

NetApp Technical Report 4015: SnapMirror Configuration and Best Practices for ONTAP 9.1, 9.2
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