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FC configuration for ESXi using VSC

FC configuration for ESXi using VSC overview

Using the ONTAP System Manager classic interface (ONTAP 9.7 and earlier), you can
quickly set up the FC service on a storage virtual machine (SVM), provision a LUN, and
make the LUN available as a datastore using an FC HBA on an ESX host computer.

Use this procedure if:
* You are using a supported version of Virtual Storage Console for VMware vSphere (VSC) to configure
storage settings for your ESX host and to provision the datastores.

> Beginning with VSC 7.0, VSC is part of the ONTAP Tools for VMware vSphere virtual appliance, which
includes VSC, vStorage APIs for Storage Awareness (VASA) Provider, and Storage Replication
Adapter (SRA) for VMware vSphere capabilities.

> Be sure to check the NetApp Interoperability Matrix Tool to confirm compatibility between your current
ONTAP and VSC releases.

* Your network uses IPv4 addressing.

* You are using traditional FC HBAs on ESXi 5.x and traditional FC switches.
This procedure does not cover FCoE.
* You have at least two FC target ports available on each node in the cluster.

Onboard FC and UTAZ2 (also called “CNA”) ports, as well as some adapters are configurable. Configuring
those ports is done in the ONTAP CLI and is not covered in this procedure.

* You are not configuring FC SAN boot.

* You are creating datastores on the host.

This procedure does not cover raw device mapping (RDM) disks or using N-port ID virtualization (NPIV) to
provide FC directly to VMs.

For more information, see TR-4597: VMware vSphere for ONTAP and the documentation for your VSC
release.

FC configuration workflow

When you make storage available to a host using FC, you provision a volume and LUN
on the storage virtual machine (SVM), and then connect to the LUN from the host.
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Verify that the FC configuration is supported

For reliable operation, you must verify that the entire FC configuration is supported.

Steps

1. Go to the Interoperability Matrix to verify that you have a supported combination of the following



components:
o ONTAP software
o Host computer CPU architecture (for standard rack servers)
o Specific processor blade model (for blade servers)
o FC host bus adapter (HBA) model and driver, firmware, and BIOS versions
> Storage protocol (FC)
o ESXi operating system version
o Guest operating system type and version
o Virtual Storage Console (VSC) for VMware vSphere software
o Windows Server version to run VSC

2. Click the configuration name for the selected configuration.
Details for that configuration are displayed in the Configuration Details window.

3. Review the information in the following tabs:

> Notes
Lists important alerts and information that are specific to your configuration.
> Policies and Guidelines

Provides general guidelines for all SAN configurations.

Complete the FC configuration worksheet

You require FC initiator and target WWPNs and storage configuration information to
perform FC configuration tasks.

FC host WWPNs
Port WWPN

Initiator (host) port connected to FC switch 1

Initiator (host) port connected to FC switch 2

FC target WWPNs

You require two FC data LIFs for each node in the cluster. The WWPNSs are assigned by ONTAP when you
create the LIFs as part of creating the storage virtual machine (SVM).

LIF WWPN
Node 1 LIF with port connected to FC switch 1



LIF WWPN
Node 2 LIF with port connected to FC switch 1

Node 3 LIF with port connected to FC switch 1
Node 4 LIF with port connected to FC switch 1
Node 1 LIF with port connected to FC switch 2
Node 2 LIF with port connected to FC switch 2
Node 3 LIF with port connected to FC switch 2

Node 4 LIF with port connected to FC switch 2

Storage configuration

If the aggregate and SVM are already created, record their names here; otherwise, you can create them as
required:

Node to own LUN

Aggregate name

SVM name

LUN information

LUN size

LUN name (optional)

LUN description (optional)

SVM information

If you are not using an existing SVM, you require the following information to create a new one:

SVM name
SVM IPspace

Aggregate for SVM root volume

SVM user name (optional)



SVM name
SVM password (optional)

SVM management LIF (optional)
Subnet:
IP address:
Network mask:
Gateway:
Home node:

Home port:

Install Virtual Storage Console

Virtual Storage Console for VMware vSphere automates many of the configuration and
provisioning tasks required to use NetApp FC storage with an ESXi host. Virtual Storage
Console is a plug-in to vCenter Server.

Before you begin

You must have administrator credentials on the vCenter Server used to manage the ESXi host.

About this task

* Virtual Storage Console is installed as a virtual appliance that includes Virtual Storage Console, vStorage
APIs for Storage Awareness (VASA) Provider, and Storage Replication Adapter (SRA) for VMware
vSphere capabilities.

Steps

1. Download the version of Virtual Storage Console that is supported for your configuration, as shown in the
Interoperability Matrix tool.

NetApp Support

2. Deploy the virtual appliance and configure it following the steps in the Deployment and Setup Guide.

Add the storage cluster or SVM to VSC for VMware vSphere

Before you can provision the first datastore to an ESXi host in your Datacenter, you must
add the cluster or a specific storage virtual machine (SVM) to Virtual Storage Console for
VMware vSphere. Adding the cluster enables you to provision storage on any SVM in the
cluster.

Before you begin


https://mysupport.netapp.com/site/global/dashboard

You must have administrator credentials for the storage cluster or the SVM that is being added.

About this task

Depending on your configuration, the cluster might have been discovered automatically, or might have already
been added.

Steps
1. Log in to the vSphere Web Client.

2. Select Virtual Storage Console.
3. Select Storage Systems and then click the Add icon.

4. In the Add Storage System dialog box, enter the host name and administrator credentials for the storage
cluster or SVM and then click OK.

Update the HBA driver, firmware, and BIOS

If the FC host bus adapters (HBAs) in the ESX host are not running supported driver,
firmware, and BIOS versions, you must update them.

Before you begin

You must have identified the supported driver, firmware, and BIOS versions for your configuration from the
NetApp Interoperability Matrix Tool.

About this task
Drivers, firmware, BIOS, and HBA utilities are provided by the HBA vendors.

Steps

1. List the installed HBA driver, firmware, and BIOS versions using the ESXi host console commands for your
version of ESXi.

2. Download and install the new driver, firmware, and BIOS as needed from the HBA vendor’s support site.

Installation instructions and any required installation utilities are available with the download.

Configure the ESXi host best practice settings

You must ensure that the host multipathing and best practice settings are correct so that
the ESXi host can correctly manage the loss of an FC path or a storage failover event.

Steps
1. From the VMware vSphere Web Client Home page, click vCenter > Hosts.

2. Right-click the host, and then select Actions > NetApp VSC > Set Recommended Values.

3. In the NetApp Recommended Settings dialog box, ensure that all of the options are selected, and then
click OK.

The vCenter Web Client displays the task progress.

Create an aggregate

If you do not want to use an existing aggregate, you can create a new aggregate to
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provide physical storage to the volume which you are provisioning.

Steps

1. Enter the URL https://IP-address-of-cluster-management-LIF in a web browser and log in to
System Manager using your cluster administrator credential.

2. Navigate to the Aggregates window.
3. Click Create.

4. Follow the instructions on the screen to create the aggregate using the default RAID-DP configuration, and
then click Create.

Create Agaregate

To create an aggregate, select a disk type then specify the number of disks.

Mame: aggr2
&) Disk Type: SAS | Browse |
Mumber of Disks: 2 g Mazx: & fexcluding 1 hot spare), min: 3 for RAID-DP
RAID Configuration: RAID-DP; RAID group size of 16 disks Change
Mew Usable Capacity: 495838 TB (Estimated)

Results

The aggregate is created with the specified configuration and added to the list of aggregates in the Aggregates
window.

Decide where to provision the volume

Before you provision a volume to contain your LUNs, you need to decide whether to add
the volume to an existing storage virtual machine (SVM) or to create a new SVM for the
volume. You might also need to configure FC on an existing SVM.

About this task

If an existing SVM is already configured with the needed protocols and has LIFs that can be accessed from the
host, it is easier to use the existing SVM.

You can create a new SVM to separate data or administration from other users of the storage cluster. There is
no advantage to using separate SVMs just to separate different protocols.

Procedure

* If you want to provision volumes on an SVM that is already configured for FC, you must verify that the FC
service is running.

Verifying that the FC service is running on an existing SVM

« If you want to provision volumes on an existing SVM that has FC enabled but not configured, configure
iISCSI on the existing SVM.



Configuring FC on an existing SVM
This is the case if you did not follow this procedure to create the SVM while configuring a different protocol.
* If you want to provision volumes on a new SVM, create the SVM.

Creating a new SVM

Verify that the FC service is running on an existing SVM

If you choose to use an existing storage virtual machine (SVM), you must verify that the
FC service is running on the SVM by using ONTAP System Manager. You must also
verify that FC logical interfaces (LIFs) are already created.

Before you begin
You must have selected an existing SVM on which you plan to create a new LUN.

Steps
1. Navigate to the SVMs window.

2. Select the required SVM.

3. Click the SVM Settings tab.

4. In the Protocols pane, click FC/FCoE.
5

. Verify that the FC service is running.

Edt O O stop | 3 Refresh

Status: © FC/FCoE service is running

WWNN: 20:05:00:20:98:29:18:76

FC/FCoE Interfaces:
Network Interface WWPN Current Port Status
FC_1_1 20:10:00:20:98:29:18: 76 innovate-01:0b € Enabled
FC 2_1 20:11:00:20:98:29: 18:76 innovate-02:0b @ Enabled
FC_1_2 20:04:00:a0:98:29:18: 76 innovate-02:0a & Enabled
FC_2_2 20:03:00:20:98:29:18:76 innovate-01:0a © Enabled

If the FC service is not running, start the FC service or create a new SVM.
6. Verify that there are at least two FC LIFs listed for each node.

If there are fewer than two FC LIFs per node, update the FC configuration on the SVM or create a new
SVM for FC.

Configure FC on an existing SVM

You can configure FC on an existing storage virtual machine (SVM). The FC protocol



must already be enabled but not configured on the SVM. This information is intended for
SVMs for which you are configuring multiple protocols, but have not yet configured FC.

Before you begin
Your FC fabric must be configured and the desired physical ports must be connected to the fabric.

Steps
1. Navigate to the SVMs window.

2. Select the SVM that you want to configure.
3. In the SVMDetails pane, verify that FC/FCoE is displayed with a gray background, which indicates that the
protocol is enabled but not fully configured.

If FC/IFCoE is displayed with a green background, the SVM is already configured.

Details

Protocols: MFS CIFS FCARCoE i5C5l

4. Click the FC/FCoE protocol link with the gray background.
The Configure FC/FCoE Protocol window is displayed.

5. Configure the FC service and LIFs from the Configure FC/FCoE protocol page:
a. Select the Configure Data LIFs for FC check box.
b. Enter 2 in the LIFs per node field.
Two LIFs are required for each node, to ensure availability and data mobility.
c. Ignore the optional Provision a LUN for FCP storage area, because the LUN is provisioned by Virtual
Storage Console for VMware vSphere in a later step.

d. Click Submit & Close.

6. Review the Summary page, record the LIF information, and then click OK.

Create a new SVM

The storage virtual machine (SVM) provides the FC target through which a host accesses
LUNs. When you create the SVM, you also create logical interfaces (LIFs) that provide
paths to the LUN. You can create an SVM to separate the data and administration
functions of a user from those of the other users in a cluster.

Before you begin
* Your FC fabric must be configured and the desired physical ports must be connected to the fabric.

Steps
1. Navigate to the SVMs window.

2. Click Create.
3. In the Storage Virtual Machine (SVM) Setup window, create the SVM:

a. Specify a unique name for the SVM.



The name must either be a fully qualified domain name (FQDN) or follow another convention that
ensures unique names across a cluster.

b. Select the IPspace that the SVM will belong to.

If the cluster does not use multiple IPspaces, the “Default” IPspace is used.
c. Keep the default volume type selection.

Only FlexVol volumes are supported with SAN protocols.

d. Select all of the protocols that you have licenses for and that you might use on the SVM, even if you do
not want to configure all of the protocols immediately.

Selecting both NFS and CIFS when you create the SVM enables these two protocols to share the
same LIFs. Adding these protocols later does not allow them to share LIFs.

If CIFS is one of the protocols you selected, then the security style is set to NTFS. Otherwise, the
security style is set to UNIX.
e. Keep the default language setting C.UTF-8.

f. Select the desired root aggregate to contain the SVM root volume.
The aggregate for the data volume is selected separately in a later step.

g. Click Submit & Continue.
The SVM is created, but protocols are not yet configured.
4. If the Configure CIFS/NFS protocol page appears because you enabled CIFS or NFS, click Skip and
then configure CIFS or NFS later.

5. If the Configure iSCSI protocol page appears because you enabled iSCSI, click Skip and then configure
iISCSI later.

6. Configure the FC service and LIFs from the Configure FC/FCoE protocol page:
a. Select the Configure Data LIFs for FC check box.
b. Enter 2 in the LIFs per node field.
Two LIFs are required for each node to ensure availability and data mobility.
c. Skip the optional Provision a LUN for FCP storage area because the LUN is provisioned by Virtual
Storage Console for VMware vSphere in a later step.

d. Click Submit & Continue.

7. When the SVM Administration appears, configure or defer configuring a separate administrator for this
SVM:

o Click Skip and configure an administrator later if desired.
o Enter the requested information, and then click Submit & Continue.

8. Review the Summary page, record the LIF information, and then click OK.
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Zone the FC switches by the host and LIF WWPNs

Zoning the FC switches enables the hosts to connect to the storage and limits the
number of paths. You zone the switches using the management interface of the switches.

Before you begin
* You must have administrator credentials for the switches.
* You must know the WWPN of each host initiator port and of each FC LIF for the storage virtual machine
(SVM) in which you created the LUN.

About this task
For details about zoning your switches, see the switch vendor’s documentation.

You must zone by WWPN, not by physical port. Each initiator port must be in a separate zone with all of its
corresponding target ports.

LUNSs are mapped to a subset of the initiators in the igroup to limit the number of paths from the host to the
LUN.

* By default, ONTAP uses Selective LUN Map to make the LUN accessible only through paths on the node
owning the LUN and its HA partner.

* You still must zone all of the FC LIFs on every node for LUN mobility in case the LUN is moved to another
node in the cluster.

* When moving a volume or a LUN, you must modify the Selective LUN Map reporting-nodes list before
moving.

The following illustration shows a host connected to a four-node cluster. There are two zones, one zone
indicated by the solid lines and one zone indicated by the dashed lines. Each zone contains one initiator from
the host and a LIF from each storage node.

You must use the WWPNSs of the target LIFs, not the WWPNs of the physical FC ports on the storage nodes.
The LIF WWPNSs are all in the range 2x:xx:00:a0:98:xx:xx:xx, where x is any hexadecimal digit. The
physical port WWPNSs are all in the range 50:0a:09:8x:xx:Xx:xX: XX.

Steps
1. Log in to the FC switch administration program, and then select the zoning configuration option.

2. Create a new zone that includes the first initiator and all of the FC LIFs that connect to the same FC switch
as the initiator.

3. Create additional zones for each FC initiator in the host.

4. Save the zones, and then activate the new zoning configuration.

Provision a datastore and create its containing LUN and volume

A datastore contains virtual machines and their VMDKs on the ESXi host. The datastore
on the ESXi host is provisioned on a LUN on the storage cluster.

Before you begin

Virtual Storage Console for VMware vSphere (VSC) must be installed and registered with the vCenter Server
that manages the ESXi host.
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VSC must have sufficient cluster or storage virtual machine (SVM) credentials to create the LUN and volume.

About this task
VSC automates the datastore provisioning, including creating a LUN and volume on the specified SVM.

Steps
1. From the vSphere Web Client Home page, click Hosts and Clusters.
2. In the navigation pane, expand the datacenter where you want to provision the datastore.
3. Right-click the ESXi host, and then select NetApp VSC > Provision Datastore.

Alternatively, you can right-click the cluster when provisioning to make the datastore available to all hosts in
the cluster.

4. Provide the required information in the wizard:

7 NetApp Datastors Provisioning Wizard (7] B

ey 1 Name and type

2 Storage system

Specily the name and type of datastore you want to provision,

3 Datails Yo will be able 1o selad the storage system for your dataslore in the ned page of this wizard

4 Ready 1o complala

Name . LE'S.'-’-_LDS-:;‘
Typa % | NFS =) VHIFS
VMFS Protocol | w (o) FCFCoE 1BCsl

Select the storage capability profile you want to use 1o provision a new datastors.

Storage Capabilty Profite * | Mone - |

Haxi Canc

o Select VMFS as the datastore type.

o Select FC/FCoE as the VMFS protocol.

o Select None as the Storage Capability Profile.
o Select the box for Thin provision.

o Select the Create new volume check box.

Verify that the host can write to and read from the LUN

Before using the LUN, you should verify that the host can write data to the LUN and read
it back.

About this task

If the cluster node on which the LUN is created can be failed over to its partner node, you should verify reading
the data while the node is failed over. This test might not be possible if the cluster is in production use.

Steps
1. On the vSphere Web Client Home page, click Hosts and Clusters.
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2. In the navigation pane, click the Storage tab.
3. Expand the datacenter, and then select the new datastore.

4. In the center pane, click Manage > Files.
The contents of the datastore are displayed.

5. Create a new folder in the datastore and upload a file to the new folder.
You might need to install the Client Integration Plug-in.

6. Verify that you can access the file you just wrote.

7. Optional: Fail over the cluster node containing the LUN and verify that you can still write and read a file.

If any of the tests fail, verify that the FC service is running on the storage cluster and check the FC paths to
the LUN and FC switch zoning.

8. Optional: If you failed over the cluster node, be sure to give back the node and return all LIFs to their
home ports.

9. For an ESXi cluster, view the datastore from each ESXi host in the cluster and verify that the file you
uploaded is displayed.

Related information

ONTAP 9 High-Availability Configuration
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