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General networking topics (ONTAP 9.7 and
earlier)

Removing a NIC from the node (ONTAP 9.7 or earlier)

This topic applies to ONTAP 9.7 or earlier. You might have to remove a faulty NIC from its

slot or move the NIC to another slot for maintenance purposes.

Before you begin

• All LIFs hosted on the NIC ports must have been migrated or deleted.

• None of the NIC ports can be the home ports of any LIFs.

• You must have advanced privileges to delete the ports from a NIC.

Steps

1. Delete the ports from the NIC:

network port delete

2. Verify that the ports have been deleted:

network port show

3. Repeat step 1, if the output of the network port show command still shows the deleted port.

LIF roles (ONTAP 9.5 and earlier)

LIFs with different roles have different characteristics. A LIF role determines the kind of

traffic that is supported over the interface, along with the failover rules that apply, the

firewall restrictions that are in place, the security, the load balancing, and the routing

behavior for each LIF. A LIF can have any one of the following roles: cluster, cluster

management, data, intercluster, node management, and undef (undefined). The undef

role is used for BGP LIFs.

Beginning with ONTAP 9.6, LIF roles are deprecated. You should specify service policies for LIFs instead of a

role. It is not necessary to specify a LIF role when creating a LIF with a service policy.

LIF security

Data LIF Cluster LIF Node

management

LIF

Cluster

management

LIF

Intercluster LIF

Require private

IP subnet?

No Yes No No No

Require secure

network?

No Yes No No Yes
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Default firewall

policy

Very restrictive Completely open Medium Medium Very restrictive

Is firewall

customizable?

Yes No Yes Yes Yes

LIF failover

Data LIF Cluster LIF Node

management

LIF

Cluster

management

LIF

Intercluster LIF

Default behavior Only those ports

in the same

failover group

that are on the

LIF’s home node

and on a non-

SFO partner

node

Only those ports

in the same

failover group

that are on the

LIF’s home node

Only those ports

in the same

failover group

that are on the

LIF’s home node

Any port in the

same failover

group

Only those ports

in the same

failover group

that are on the

LIF’s home node

Is customizable? Yes No Yes Yes Yes

LIF routing

Data LIF Cluster LIF Node

management

LIF

Cluster

management

LIF

Intercluster LIF

When is a

default route

needed?

When clients or

domain controller

are on different

IP subnet

Never When any of the

primary traffic

types require

access to a

different IP

subnet

When

administrator is

connecting from

another IP

subnet

When other

intercluster LIFs

are on a different

IP subnet

When is a static

route to a

specific IP

subnet needed?

Rare Never Rare Rare When nodes of

another cluster

have their

intercluster LIFs

in different IP

subnets

When is a static

host route to a

specific server

needed?

To have one of

the traffic types

listed under node

management

LIF, go through a

data LIF rather

than a node

management

LIF. This requires

a corresponding

firewall change.

Never Rare Rare Rare
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LIF rebalancing

Data LIF Cluster LIF Node

management

LIF

Cluster

management

LIF

Intercluster LIF

DNS: use as

DNS server?

Yes No No No No

DNS: export as

zone?

Yes No No No No

LIF primary traffic types

Data LIF Cluster LIF Node

management

LIF

Cluster

management

LIF

Intercluster LIF

Primary traffic

types

NFS server,

CIFS server, NIS

client, Active

Directory, LDAP,

WINS, DNS

client and server,

iSCSI and FC

server

Intracluster SSH server,

HTTPS server,

NTP client,

SNMP,

AutoSupport

client, DNS

client, loading

software updates

SSH server,

HTTPS server

Cross-cluster

replication

Configure DNS services (ONTAP 9.7 and earlier)

You must configure DNS services for the SVM before creating an NFS or SMB server.

Generally, the DNS name servers are the Active Directory-integrated DNS servers for the

domain that the NFS or SMB server will join.

About this task

Active Directory-integrated DNS servers contain the service location records (SRV) for the domain LDAP and

domain controller servers. If the SVM cannot find the Active Directory LDAP servers and domain controllers,

NFS or SMB server setup fails.

SVMs use the hosts name services ns-switch database to determine which name services to use and in which

order when looking up information about hosts. The two supported name services for the hosts database are

files and dns.

You must ensure that dns is one of the sources before you create the SMB server.

To view the statistics for DNS name services for the mgwd process and SecD process, use the

Statistics UI.

Steps

1. Determine what the current configuration is for the hosts name services database.

In this example, the hosts name service database uses the default settings.
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vserver services name-service ns-switch show -vserver vs1 -database hosts

                     Vserver: vs1

Name Service Switch Database: hosts

   Name Service Source Order: files, dns

2. Perform the following actions, if required.

a. Add the DNS name service to the hosts name service database in the desired order, or reorder the

sources.

In this example, the hosts database is configured to use DNS and local files in that order.

vserver services name-service ns-switch modify -vserver vs1 -database hosts

-sources dns,files

b. Verify that the name services configuration is correct.

vserver services name-service ns-switch show -vserver vs1 -database hosts

3. Configure DNS services.

vserver services name-service dns create -vserver vs1 -domains

example.com,example2.com -name-servers 10.0.0.50,10.0.0.51

The vserver services name-service dns create command performs an automatic

configuration validation and reports an error message if ONTAP is unable to contact the

name server.

4. Verify that the DNS configuration is correct and that the service is enabled.

           Vserver: vs1

           Domains: example.com, example2.com Name

           Servers: 10.0.0.50, 10.0.0.51

Enable/Disable DNS: enabled Timeout (secs): 2

  Maximum Attempts: 1

5. Validate the status of the name servers.

vserver services name-service dns check -vserver vs1

Vserver  Name Server  Status  Status Details

-------  -----------  ------  -----------------------

vs1      10.0.0.50    up      Response time (msec): 2

vs1      10.0.0.51    up      Response time (msec): 2
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Configure dynamic DNS on the SVM

If you want the Active Directory-integrated DNS server to dynamically register the DNS records of an NFS or

SMB server in DNS, you must configure dynamic DNS (DDNS) on the SVM.

Before you begin

DNS name services must be configured on the SVM. If you are using secure DDNS, you must use Active

Directory-integrated DNS name servers and you must have created either an NFS or SMB server or an Active

Directory account for the SVM.

About this task

The specified fully qualified domain name (FQDN) must be unique:

• For NFS, the value specified in -vserver-fqdn as part of the vserver services name-service

dns dynamic-update command becomes the registered FQDN for the LIFs.

• For SMB, the values specified as the CIFS server NetBIOS name and the CIFS server fully qualified

domain name become the registered FQDN for the LIFs. This is not configurable in ONTAP. In the following

scenario, the LIF FQDN is "CIFS_VS1.EXAMPLE.COM":

cluster1::> cifs server show -vserver vs1

                                          Vserver: vs1

                         CIFS Server NetBIOS Name: CIFS_VS1

                    NetBIOS Domain/Workgroup Name: EXAMPLE

                      Fully Qualified Domain Name: EXAMPLE.COM

                              Organizational Unit: CN=Computers

Default Site Used by LIFs Without Site Membership:

                                   Workgroup Name: -

                                   Kerberos Realm: -

                             Authentication Style: domain

                CIFS Server Administrative Status: up

                          CIFS Server Description:

                          List of NetBIOS Aliases: -

To avoid a configuration failure of an SVM FQDN that is not compliant to RFC rules for DDNS

updates, use an FQDN name that is RFC compliant. For more information, see RFC 1123.

Steps

1. Configure DDNS on the SVM:

vserver services name-service dns dynamic-update modify -vserver vserver_name

-is- enabled true [-use-secure {true|false} -vserver-fqdn

FQDN_used_for_DNS_updates

vserver services name-service dns dynamic-update modify -vserver vs1 -is

-enabled true - use-secure true -vserver-fqdn vs1.example.com

Asterisks cannot be used as part of the customized FQDN. For example, *.netapp.com is not valid.
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2. Verify that the DDNS configuration is correct:

vserver services name-service dns dynamic-update show

Vserver  Is-Enabled Use-Secure Vserver FQDN      TTL

-------- ---------- ---------- ----------------- -------

vs1      true       true       vs1.example.com   24h
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