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Install the new nodes

After the cluster is prepared, you must install the controllers and configure the node-
management LIFs. If the controllers are not running the same ONTAP version as the
existing cluster, or are repurposed and lack hardware-level HA, you must address those
issues in Maintenance mode. Finally, you can join the nodes to the cluster.

Install the controllers

When you install controllers that will be added to an existing cluster, you must follow the
first three steps of the appropriate Installation and Setup Instructions.

@ About this task
As of ONTAP 9.0, HA mode is enabled by default on new hardware.

Steps

1. Obtain the Installation and Setup Instructions for the FAS model number of the controller module that you
plan to add to the cluster.

o For a new controller module, the document is available in the box.
> For a repurposed controller module, you can download the document. NetApp Documentation
2. Follow the Prepare for installation section with the following exceptions:
> You can skip any instructions about downloading software or a worksheet.
> You must provide a serial console connection even if it is not mentioned in the Installation and Setup

Instructions.

You require a serial console because you must use the nodeshell CLI to configure node-management
LIFs.

If the ONTAP section does not mention the serial console, you can see the 7-mode section.

3. Follow the Install hardware section.

4. Follow the Cable storage section.

5. Skip most of the Complete System Setup section with the following exceptions:
o If instructed to, you must power on all disk shelves and check IDs.

> You must cable the serial console so that you can access the node.
If the ONTAP section does not mention the serial console, you can see the 7-mode section.

6. Skip the Complete configuration section.

Configure node-management LIFs

After the controller modules are physically installed, you can power on each one and
configure its node-management LIF.

About this task


https://mysupport.netapp.com/site/docs-and-kb

You must perform this procedure on both the nodes.

Steps
1. Access the controller module through the serial console.

2. Power on the controller module, and wait while the node boots and the Cluster Setup wizard automatically
starts on the console.

Welcome to the cluster setup wizard.

You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.

You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.

3. Follow the prompts in the web-based Cluster Setup wizard to configure a node management LIF using the
networking information you gathered earlier.

4. Type exit after node management LIF configuration is complete to exit the setup wizard and complete the
administration tasks.

Use your web browser to complete cluster setup by accessing
https://10.63.11.29

Otherwise, press Enter to complete cluster setup using the command line
interface:

exit
5. Log in to the node as the admin user, which does not require a password.

Tue Mar 4 23:13:33 UTC 2015
login: admin
R b i b b b b b b b b b b 2 b b b b I b b I b b b b i b I b b I b b b b b 2 b b b b b b b b b b b b b b Y

* This is a serial console session. Output from this *

* session 1s mirrored on the SP console session. *

6. Repeat the entire procedure for the second newly installed controller module.

Upgrade or downgrade the nodes

Before joining the newly installed nodes to the cluster, you must ensure that they are
running the same version of ONTAP that the cluster is running. If the nodes are running a



different version, you must upgrade or downgrade the nodes to match the cluster.

Steps
1. Determine the version of ONTAP installed on the cluster: cluster image show

2. View the current version of ONTAP on the nodes:

a. On the first node, view the software version: system node image show

::*> system node image show

Is Is Install
Node Image Default Current Version Date
localhost
imagel false false 9.3 MM/DD/YYYY
TIMESTAMP
imagel true true 9.3 MM/DD/YYYY
TIMESTAMP

2 entries were displayed.

b. Repeat the previous step for the second node.
3. Compare the versions of ONTAP on the cluster and the nodes, and perform either of the following actions:

o If the versions of ONTAP on the cluster and the nodes are the same, no upgrade or downgrade is
needed.

o If the versions of ONTAP on the cluster and the nodes are different, you can Upgrade ONTAP on nodes
with earlier versions or you can Revert ONTAP for nodes with later versions.

Ensure hardware-level HA is enabled

If the newly installed controller modules are reused—not new—you must enter
Maintenance mode and ensure that their HA state is set to HA.

About this task

If you are using new controller modules, you can skip this procedure because HA is enabled by default.
Otherwise, you must perform this procedure on both the nodes.

Steps
1. On the first node, enter Maintenance mode:

a. Exit the nodeshell by entering halt.
The LOADER prompt is displayed.
b. Enter Maintenance mode by entering boot ontap maint.
After some information is displayed, the Maintenance mode prompt is displayed.

2. In Maintenance mode, ensure that the controller module and chassis are in HA state:


https://docs.netapp.com/us-en/ontap/upgrade/index.html
https://docs.netapp.com/us-en/ontap/revert/index.html

a. Display the HA state of the controller module and chassis by entering ha-config show.

b. If the displayed state of the controller is not HA, enter ha-config modify controller ha.

C. If the displayed state of the chassis is not HA, enter ha-config modify chassis ha.

d. Verify that HA is enabled on both the controller module and chassis by entering ha-config show.
3. Return to ONTAP:

a. Enter halt to exit Maintenance mode.

b. Boot ONTAP by entering boot ontap

(9]

. Wait while the node boots and the Cluster Setup wizard automatically starts on the console.

o

. Press Enter four times to accept the existing settings for the node-management LIF.

0]

. Log in to the node as the admin user, which does not require a password.

4. Repeat this procedure on the other node that you are adding to the cluster.

Add nodes to a cluster using System Manager

You can use System Manager to increase the size and capabilities of your storage
system by adding nodes to an existing cluster. This feature is automatically enabled in
System Manager when the effective cluster version is ONTAP 9.2.

Before you begin
* New compatible nodes must be cabled to the cluster.

Only the ports that are in the default broadcast domain will be listed in the Network window.

 All of the nodes in the cluster must be up and running.

» All of the nodes must be of the same version.

Step
1. Add the new compatible nodes to the cluster:

If you are... Do this...

Not logged in to System  a. Log in to System Manager.
Manager

The new compatible nodes are automatically detected by
@ System Manager at login. System Manager prompts you to
add the new compatible nodes to the cluster.

b. Click Add Nodes to Cluster.
c. Modify the name of the nodes.
d. Specify the node licenses.

e. Click Submit and Proceed.



Logged in to System a. Depending on the System Manager version that you are running, perform
Manager one of the following steps:

o ONTAP 9.4 or earlier: Click Configuration > Cluster Expansion.

> Beginning with ONTAP 9.5: Click Configuration > Cluster >
Expansion System Manager searches for newly added nodes. If any
warnings are displayed, you must fix them before proceeding. If new
compatible nodes are discovered, proceed to the next step.

b. Modify the name of the nodes.
c. Specify the node licenses.
d. Click Submit and Proceed.

Join nodes to the cluster using the CLI

When the newly installed controller modules are ready, you can add each one to the
cluster by using the cluster setup command.

About this task
* You must perform this procedure on both nodes.

* You must join each node one at a time, not concurrently.

Steps
1. Start the Cluster Setup wizard by using the cluster setup command at the CLI prompt.
::> cluster setup

Welcome to the cluster setup wizard....

Use your web browser to complete cluster setup by accessing
https://10.63.11.29

Otherwise, press Enter to complete cluster setup using the
command line interface:

@ For instructions using the GUI-based cluster setup wizard, see Adding nodes to the cluster
using System Manager.

2. Press Enter to use the CLI to complete this task. When prompted to create a new cluster or join an existing
one, enter join.

Do you want to create a new cluster or join an existing cluster?
{create, join}:
join



3. When prompted with the existing cluster interface configuration, press Enter to accept it.

Existing cluster interface configuration found:

Port MTU IP Netmask
ela 9000 169.254.87.75 255.255.0.0

Do you want to use this configuration? {yes, no} [yes]:

4. Follow the prompts to join the existing cluster.

Step 1 of 3: Join an Existing Cluster
You can type "back", "exit", or "help" at any question.

Enter the name of the cluster you would like to join [clusterl]:
clusterl

Joining cluster clusterl
Starting cluster support services
This node has joined the cluster clusterl.

Step 2 of 3: Configure Storage Failover (SFO)
You can type "back", "exit", or "help" at any question.

SFO will be enabled when the partner joins the cluster.
Step 3 of 3: Set Up the Node

Cluster setup is now complete.

The node is automatically renamed to match the name of the cluster.

5. On the cluster, verify that the node is part of the cluster by using the cluster show command.

clusterl::> cluster show

Node Health Eligibility
clusterl-1 true true
clusterl-2 true true
clusterl-3 true true

3 entries were displayed.



6. Repeat step 1 through step 5 for the second newly installed controller module.
The Cluster Setup wizard differs on the second node in the following ways:

o It defaults to joining the existing cluster because its partner is already part of a cluster.
o |t automatically enables storage failover on both nodes.
7. Verify that storage failover is enabled and possible by using the storage failover show command.

The following output shows that storage failover is enabled and possible on all nodes of the cluster,
including the newly added nodes:

clusterl::> storage failover show

Takeover
Node Partner Possible State
clusterl-1 clusterl-2 true Connected to clusterl-2
clusterl-2 clusterl-1 true Connected to clusterl-1
clusterl-3 clusterl-4 true Connected to clusterl-3
clusterl-4 clusterl-3 true Connected to clusterl-4

4 entries were displayed.
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