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NFS configuration

NFS configuration overview

You can quickly set up NFS access to a new volume on either a new or existing storage
virtual machine (SVM) using the ONTAP System Manager classic interface (ONTAP 9.7
and earlier).

Use this procedure if you want to configure access to a volume in the following way:

* NFS access will be through NFSv3, not NFSv4 or NFSv4.1.
* You want to use best practices, not explore every available option.

* Your data network uses the default IPspace, the default broadcast domain, and the default failover group.

If your data network is flat, using these default objects ensures that LIFs will fail over correctly in the event
of a link failure. If you are not using the default objects, you should refer to Network Management
Documentation for information on how to configure LIF path failover.

» UNIX file permissions will be used to secure the new volume.

» LDAP, if used, is provided by Active Directory.

If you want details about the range of ONTAP NFS protocol capabilities, consult the NFS reference overview.

Other ways to do this in ONTAP

To perform these tasks with... Refer to...

The redesigned System Manager (available with Provision NAS storage for Linux servers using NFS
ONTAP 9.7 and later)

The ONTAP command line interface NFS configuration overview with the CLI

NFS configuration workflow

Configuring NFS involves optionally creating an aggregate and then choosing a workflow
that is specific to your goal—creating a new NFS-enabled SVM, configuring NFS access
to an existing SVM, or simply adding an NFS volume to an existing SVM that is already
fully configured for NFS access.

Create an aggregate

If you do not want to use an existing aggregate, you can create a new aggregate to
provide physical storage to the volume which you are provisioning.

About this task
If you have an existing aggregate that you want to use for the new volume, you can skip this procedure.

Steps


https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/nfs-admin/index.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html

1. Enter the URL https://IP-address-of-cluster-management-LIF in a web browser and log in to
System Manager using your cluster administrator credential.

2. Navigate to the Aggregates window.
3. Click Create.

4. Follow the instructions on the screen to create the aggregate using the default RAID-DP configuration, and
then click Create.

Create Aggregate

To create an aggregate, select a disk type then specify the number of dizsks.

Name: aggr2
&) Disk Type: SAS | Browse |
Mumber of Disks: 2 g Mzx: 8 (excluding 1 hot spare), min: 5 for RAID-DFP
RAID Configuration: RAID-DP; RAID group size of 16 disks Change
Mew Usable Capacity: 4558 TH (Estimated)

Results

The aggregate is created with the specified configuration and added to the list of aggregates in the Aggregates
window.

Decide where to provision the new volume

Before you create a new NFS volume, you must decide whether to place it in an existing
storage virtual machine (SVM), and, if so, how much configuration the SVM requires. This
decision determines your workflow.

Procedure

* If you want to provision a volume on a new SVM, create a new NFS-enabled SVM.
Creating a new NFS-enabled SVM
You must choose this option if NFS is not enabled on an existing SVM.

* If you want to provision a volume on an existing SVM on which NFS is enabled but not configured,
configure NFS access on the existing SVM.

Configuring NFS access on an existing SVM
This is the case if you did not follow this procedure to create the SVM while configuring a different protocol.

* If you want to provision a volume on an existing SVM that is fully configured for NFS access, add an NFS
volume to the NFS-enabled SVM.

Adding an NFS volume to an NFS-enabled SVM



Create a new NFS-enabled SVM

Setting up an NFS-enabled SVM involves creating the new SVM with an NFS volume and
export, opening the default export policy of the SVM root volume and then verifying NFS
access from a UNIX administration host. You can then configure NFS client access.

Create a new SVM with an NFS volume and export

You can use a wizard that guides you through the process of creating the storage virtual
machine (SVM), configuring Domain Name System (DNS), creating a data logical
interface (LIF), enabling NFS, optionally configuring NIS, and then creating and exporting
a volume.

Before you begin
* Your network must be configured and the relevant physical ports must be connected to the network.

* You must know which of the following networking components the SVM will use:
> The node and the specific port on that node where the data logical interface (LIF) will be created

o The subnet from which the data LIF’s IP address will be provisioned, or optionally the specific IP
address you want to assign to the data LIF

o NIS information, if your site uses NIS for name services or name mapping

* The subnet must be routable to all external servers required for services such as Network Information
Service (NIS), Lightweight Directory Access Protocol (LDAP), Active Directory (AD), and DNS.

* Any external firewalls must be appropriately configured to allow access to network services.
» The time on the AD domain controllers, clients, and SVM must be synchronized to within five minutes of
each other.

Steps
1. Navigate to the SVMs window.

2. Click Create.
3. In the Storage Virtual Machine (SVM) Setup dialog box, create the SVM:

a. Specify a unique name for the SVM.

The name must either be a fully qualified domain name (FQDN) or follow another convention that
ensures unique names across a cluster.

b. Select all the protocols that you have licenses for and that you will eventually use on the SVM, even if
you do not want to configure all the protocols immediately.

If CIFS access is required eventually, you must select CIFS now so that CIFS and NFS clients can
share the same data LIF.

c. Keep the default language setting, C.UTF-8.

If you support international character display in both NFS and SMB/CIFS clients,
@ consider using the UTF8MB4 language code, which is available beginning with ONTAP
9.5.



This language is inherited by the volume that you create later, and a volume’s language cannot be
changed.

d. Optional: If you enabled the CIFS protocol, change the security style to UNIX.
Selecting the CIFS protocol sets the security style to NTFS by default.
e. Optional: Select the root aggregate to contain the SVM root volume.

The aggregate that you select for the root volume does not determine the location of the data volume.
The aggregate for the data volume is selected automatically when you provision storage in a later step.

Storage Virtual Machine {S¥M) Setup

o () o
Enter SWh basic details

SVM Details

@ Specify a unique name and the data protocols for the Sk

WM Mame: wslexdmple.com

@ IPspace: 7

(@ DataProtocals: M QFs W nFs [T iscsl [T FOFCoE T

@ Default Language: | CUTF-8[ c.utf 3] v

The language of the Sk specifles the default language encoding setting for the Sk and

Itswolumes. Usinga settingthat Incorporates UTF-2 character encoding 15 recomme nded.

(@) security Style: UNIX M

Root Aggregate: | data_O1_aggr i

f. In the DNS Configuration area, ensure that the default DNS search domain and name servers are the
ones that you want to use for this SVM.

DNS Configuration

Specify the DNS domain and name servers. DNS details are reguired to configure CIFS protocol.

2 Search Domains:
) example.com

3.#' Name Servers: 1892.0.2.145152.0. 2146 192.0.2.147

g. Click Submit & Continue.

The SVM is created, but protocols are not yet configured.



4. In the Data LIF Configuration section of the Configure CIFS/NFS protocol page, specify the details of
the LIF that clients will use to access data:

a. Assign an IP address to the LIF automatically from a subnet you specify or manually enter the address.

b. Click Browse and select a node and port that will be associated with the LIF.

“ | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration for MFS clients.
Data Interface detdils for CIF;

Assign IP Address: | Without a subnet i
IP Address: 10.224.107.198  Change

?)Fort gbccarp_l:elb | Browse... |

5. If the NIS Configuration area is collapsed, expand it.

6. If your site uses NIS for name services or name mapping, specify the domain and IP addresses of the NIS
servers.

| NI5 Configuration {Optional}

Configure M5 domain on the 5%h to guthorize MFS users.

Dormain Marmes: example.com

IP Addresses: 182.0.2.145,192.0.2.146,182.0.2.147

7. Create and export a volume for NFS access:

a. For Export Name, type a name that will be both the export name and the beginning of the volume
name.

b. Specify a size for the volume that will contain the files.

Provision a volume for NFS storage.

Export

MName: Eng
Size: 10 GB |+
Permission: Change

You do not have to specify the aggregate for the volume because it is automatically located on the
aggregate with the most available space.

c. In the Permission field, click Change, and specify an export rule that gives NFSv3 access to a UNIX
administration host, including Superuser access.



Create Export Rule

Client Specification: | admin_host

Enter comma-=eparated values for multiple client specification=

Access Protocals: [ CIFS
= =0 B =20

[T Flexcache

0 Ifywou do not =elect any protocol, access is provided
through any of the abowve protocols |CIF5 MFE or FlexCache)
configured on the Storage Yirtual Wachine {34 hi).

Access Details: v Fead-Cnly ¥ Readinrite
UNIX W v
Kerberos 5 r v
Kerberos 5i r ¥
Kerberos Sp r ¥
MTLM r v

I allow Superuser Access

Superuzer access is =8t to all

You can create a 10 GB volume named Eng, export it as Eng, and add a rule that gives the “admin_host”
client full access to the export, including Superuser access.

8. Click Submit & Continue.
The following objects are created:

o A data LIF named after the SVM with the suffix “_nfs_lif1”
o An NFS server

> Avolume that is located on the aggregate with the most available space and has a name that matches
the name of the export and ends in the suffix “ NFS_volume”

> An export for the volume
> An export policy with the same name as the export
9. For all other protocol configuration pages that are displayed, click Skip and configure the protocol later.

10. When the SVM Administration page is displayed, configure or defer configuring a separate administrator
for this SVM:

o Click Skip and configure an administrator later if required.
o Enter the requested information and then click Submit & Continue.

11. Review the Summary page, record any information you might require later and then click OK.

NFS clients need to know the IP address of the data LIF.

Results

A new SVM is created with an NFS server containing a new volume that is exported for an administrator.



Open the export policy of the SVM root volume (Create a new NFS-enabled SVM)

You must add a rule to the default export policy to allow all clients access through NFSv3.
Without such a rule, all NFS clients are denied access to the storage virtual machine
(SVM) and its volumes.

About this task

You should specify all NFS access as the default export policy, and later restrict access to individual volumes
by creating custom export policies for individual volumes.

Steps
1. Navigate to the SVMs window.

Click the SVM Settings tab.
In the Policies pane, click Export Policies.
Select the export policy named default, which is applied to the SVM root volume.

In the lower pane, click Add.

o o > w0 Db

In the Create Export Rule dialog box, create a rule that opens access to all clients for NFS clients:

. In the Client Specification field, enter 0.0.0.0/0 so that the rule applies to all clients.

a
b. Retain the default value as 1 for the rule index.

c. Select NFSv3.

d. Clear all the check boxes except the UNIX check box under Read-Only.
e. Click OK.

Create Export Rule 4

Client Specification: | 0.0.0.040

Rule Index: 1 3
Access Protocols: L) CIFS
| NFS |« NFSv3 | NFSvd
| Flexcache
If you do not zelect any profocol, accezs iz provided
through any of the above profocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virual Machine
SV
Accezs Detals: #| Read-Onhy | Read/Write
UM ol
Kerberos 5
Kerberos Si
MWTLHM

| Allow Superuser Access

Superuzer sccess iz zef fo all



Results
NFSv3 clients can now access any volumes created on the SVM.

Configure LDAP (Create a new NFS-enabled SVM)

If you want the storage virtual machine (SVM) to get user information from Active
Directory-based Lightweight Directory Access Protocol (LDAP), you must create an LDAP
client, enable it for the SVM, and give LDAP priority over other sources of user
information.

Before you begin
» The LDAP configuration must be using Active Directory (AD).

If you use another type of LDAP, you must use the command-line interface (CLI) and other documentation
to configure LDAP. For more information, see Overview of using LDAP.

* You must know the AD domain and servers, as well as the following binding information: the authentication
level, the Bind user and password, the base DN, and the LDAP port.

Steps
1. Navigate to the SVMs window.

2. Select the required SVM
3. Click the SVM Settings tab.
4. Set up an LDAP client for the SVM to use:

a. In the Services pane, click LDAP Client.
b. In the LDAP Client Configuration window, click Add.

c. In the General tab of the Create LDAP Client window, type the name of the LDAP client configuration,
such as vsOclientl.

d. Add either the AD domain or the AD servers.

Create LDAP Client

General Binding

LOAP Client velclient
Configuration:

Servers

#* Active Directory Domain example.com

Preferred Active Directory Servers
Server Add

182.0.2.145

Active Directory Servers
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e. Click Binding, and specify the authentication level, the Bind user and password, the base DN, and the
port.

Edit LDAP Client

General Binding

Authentication level: sasl v
Bind DN (User): user
Bind user password: | seees
Base DN: DC=example, DC=com
. £
Tep port: 389 ﬂ'

oThe Bind Distinguizhed Mame (DN} is the identity which wil be used to connect the
LDAP server whenever a Storage VWirtual Machine reguires CIFS user information
during data access.

f. Click Save and Close.

A new client is created and available for the SVM to use.
5. Enable the new LDAP client for the SVM:

a. In the navigation pane, click LDAP Configuration.
b. Click Edit.
c. Ensure that the client you just created is selected in LDAP client name.

d. Select Enable LDAP client, and click OK.

Active LDAP Client

LDAP client name: valclientl hd

|#| Enable LDWAP client

Active Directory Domain example.com

Servers

The SVM uses the new LDAP client.
6. Give LDAP priority over other sources of user information, such as Network Information Service (NIS) and
local users and groups:
a. Navigate to the SVMs window.
b. Select the SVM and click Edit.
c. Click the Services tab.

d. Under Name Service Switch, specify LDAP as the preferred name service switch source for the
database types.



e. Click Save and Close.

Edit Storage Yirtual Machine

Details Resource Allocation Services

Mame senvice switches gre used to ook up and retrieve user information to
provide proper gccess to clients. The order of the sendces listed determings in
which order the name senvice sources gre consulted to retrieve information.

Marme Service Switch

hosts: files M ldns v
namemap: ldap ¥ files M
Eroup: Idap Y files ¥ | nis v
neteroup: Idap ¥ fileg ¥ |nis hd
passwd: ldap M [files ¥ | nis h

LDAP is the primary source of user information for name services and name mapping on this SVM.

Verify NFS access from a UNIX administration host

After you configure NFS access to storage virtual machine (SVM), you should verify the
configuration by logging in to an NFS administration host and reading data from and
writing data to the SVM.

Before you begin
* The client system must have an IP address that is allowed by the export rule you specified earlier.

* You must have the login information for the root user.
Steps
1. Log in as the root user to the client system.
2. Enter cd /mnt/ to change the directory to the mount folder.
3. Create and mount a new folder using the IP address of the SVM:
a. Entermkdir /mnt/folder to create a new folder.

b. Enter mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder to
mount the volume at this new directory.

C. Enter cd folder to change the directory to the new folder.

The following commands create a folder named test1, mount the vol1 volume at the 192.0.2.130 IP
address on the test1 mount folder, and change to the new test1 directory:

10



host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. Create a new file, verify that it exists, and write text to it:

a. Enter touch filename to create a test file.

b. Enter 1s -1 filename to verify that the file exists.

C. Enter cat >filename, type some text, and then press Ctrl+D to write text to the test file.
d. Enter cat filename to display the content of the test file.

€. Enter rm filename to remove the test file.

f. Enter cd .. to return to the parent directory.

host# touch myfilel

host# 1s -1 myfilel

-rw-r--r—-—- 1 root root O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd

Results
You have confirmed that you have enabled NFS access to the SVM.

Configure and verify NFS client access (Create a new NFS-enabled SVM)

When you are ready, you can give select clients access to the share by setting UNIX file
permissions on a UNIX administration host and adding an export rule in System Manager.
Then you should test that the affected users or groups can access the volume.

Steps
1. Decide which clients and users or groups will be given access to the share.

2. On a UNIX administration host, use the root user to set UNIX ownership and permissions on the volume.
3. In System Manager, add rules to the export policy to permit NFS clients to access the share.

a. Select the storage virtual machine (SVM), and click SVM Settings.

b. In the Policies pane, click Export Policies.

c. Select the export policy with the same name as the volume.

d. In the Export Rules tab, click Add, and specify a set of clients.

e. Select 2 for the Rule Index so that this rule executes after the rule that allows access to the

11



administration host.
f. Select NFSv3.

g. Specify the access details that you want, and click OK.

You can give full read/write access to clients by typing the subnet 10.1.1.0/24 as the Client
Specification, and selecting all the access check boxes except Allow Superuser Access.

Create Export Rule *

Client Specification: | 10.1.1.0/24

. Y
Rule Index: 2 o
Access Protocols: L) CIFS
| NF3 | NFSv3 | NFSwv4
| Flexcache
If you do not 2elect any protocol, sccese iz provided
through any of the above protocolz (CIFS, NF5S, or
FlexCache) configured on the Storage Virual Machine
SV
Access Details: #| Read-Only | Readirie
UM v |
Kerberos 5 ¥ |
Kerberos Si v |
HTLM +| Ll

| Allow Superuser Access

Superuzer access iz zef fo all

4. On a UNIX client, log in as one of the users who now has access to the volume, and verify that you can
mount the volume and create a file.

Configure NFS access to an existing SVM

Adding access for NFS clients to an existing SVM involves adding NFS configurations to
the SVM, opening the export policy of the SVM root volume, optionally configuring LDAP,
and verifying NFS access from a UNIX administration host. You can then configure NFS

client access.

Add NFS access to an existing SVM

Adding NFS access to an existing SVM involves creating a data LIF, optionally
configuring NIS, provisioning a volume, exporting the volume, and configuring the export
policy.

Before you begin

* You must know which of the following networking components the SVM will use:
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> The node and the specific port on that node where the data logical interface (LIF) will be created

> The subnet from which the data LIF’s IP address will be provisioned, or optionally the specific IP
address you want to assign to the data LIF

* Any external firewalls must be appropriately configured to allow access to network services.

* The NFS protocol must be allowed on the SVM.
For more information, see the Network management documentation.

Steps
1. Navigate to the area where you can configure the protocols of the SVM:
a. Select the SVM that you want to configure.

b. In the Details pane, next to Protocols, click NFS.

Frotocols: | wFs  [IECECEEN

2. In the Configure NFS protocol dialog box, create a data LIF.
a. Assign an IP address to the LIF automatically from a subnet you specify or manually enter the address.

b. Click Browse and select a node and port that will be associated with the LIF.

+ | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration for MFS clients.
Data Interface details for CIFS

Assign IP Address: | Without a subnet hd

IP Address: 10.224.107.188  Change

?,,}F":"'t: gbcoorp_1:edb | Browse... |

3. If your site uses NIS for name services or name mapping, specify the domain and IP addresses of the NIS
servers and select the database types for which you want to add the NIS name service source.

| NIS Configuration {Optional}

Configure M5 domain on the 5%Wh to guthorize MFS users.

Domain Mames: example.com

IP Addresses: 182.0.2.145,192.0.2.146,152.0.2.147

1; Database Type: i Eroup I+ pazswd ¥ netgroup

If NIS services are not available, do not attempt to configure it. Improperly configured NIS services can
cause datastore access issues.

4. Create and export a volume for NFS access:

a. For Export Name, type a name that will be both the export name and the beginning of the volume
name.

b. Specify a size for the volume that will contain the files.

13
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Provision a volume for NFS storage.

Export

MName: Eng
Size: 10 GB v
Permission: Change

You do not have to specify the aggregate for the volume because it is automatically located on the
aggregate with the most available space.

c. In the Permission field, click Change, and specify an export rule that gives NFSv3 access to a UNIX
administration host, including Superuser access.

Create Export Rule

Client Specification: | 3dmin host

Enter comma-zeparated values for multiple client specifications

Access Protocols: [ CIFS
| T = T I =AY

[T Flexcache

ﬂ If yvou do not =elect any protocol, accezs is provided
through any of the abowve protocols |CIF5 MF5 or FlexCache)
configured on the 3torage YWirtual Machine {34}

Access Details: v Read-Cnhy IV Readinrite
UMY 3 7
Kerberos 5 r v
Kerberos 5i r v
Kerberos Sp r 3
NTLM I 7

I allow Superuser Access

Superuser access is set to all
You can create a 10 GB volume named Eng, export it as Eng, and add a rule that gives the “admin_host”
client full access to the export, including Superuser access.

5. Click Submit & Close, and then click OK.

Open the export policy of the SVM root volume (Configure NFS access to an
existing SVM)

You must add a rule to the default export policy to allow all clients access through NFSv3.
Without such a rule, all NFS clients are denied access to the storage virtual machine
(SVM) and its volumes.

About this task

You should specify all NFS access as the default export policy, and later restrict access to individual volumes
by creating custom export policies for individual volumes.

14



Steps
1. Navigate to the SVMs window.

Click the SVM Settings tab.
In the Policies pane, click Export Policies.
Select the export policy named default, which is applied to the SVM root volume.

In the lower pane, click Add.

© o > w0 b

In the Create Export Rule dialog box, create a rule that opens access to all clients for NFS clients:

. In the Client Specification field, enter 0.0.0.0/0 so that the rule applies to all clients.

a
b. Retain the default value as 1 for the rule index.
. Select NFSv3.

o o

. Clear all the check boxes except the UNIX check box under Read-Only.
e. Click OK.

Create Export Rule *

Client Specification: | 0.0.0.0/0
Rule Index: 1 3
Access Protocols: L) CIFS
| NFS  [#f NFSv3 | NFSv4
| Flexcache
If you do not 2elect any profocol, access i provided
through any of the above protocolz [CIFS, NF5, or
FlexCache) configured on the Storage Virual Machine

[SVI).

Access Detals: #| Read-Onhy | Read/Write

LMD |
Kerberos 5
Kerberos 5i

WTLM

| Allow Superuser Access

Superuzer sccess iz zef fo il

Results
NFSv3 clients can now access any volumes created on the SVM.

Configure LDAP (Configure NFS access to an existing SVM )

If you want the storage virtual machine (SVM) to get user information from Active
Directory-based Lightweight Directory Access Protocol (LDAP), you must create an LDAP
client, enable it for the SVM, and give LDAP priority over other sources of user
information.

15



Before you begin

» The LDAP configuration must be using Active Directory (AD).

If you use another type of LDAP, you must use the command-line interface (CLI) and other documentation
to configure LDAP. For more information, see Overview of using LDAP.

* You must know the AD domain and servers, as well as the following binding information: the authentication

level, the Bind user and password, the base DN, and the LDAP port.

Steps
1. Navigate to the SVMs window.

2. Select the required SVM
3. Click the SVM Settings tab.
4. Set up an LDAP client for the SVM to use:

a. In the Services pane, click LDAP Client.

b. In the LDAP Client Configuration window, click Add.

c. In the General tab of the Create LDAP Client window, type the name of the LDAP client configuration,

such as vsOclientl.

d. Add either the AD domain or the AD servers.

Create LDAP Client

General Binding

LOAP Client velclient
Configuration:

Servers

#* Active Directory Domain example.com

Preferred Active Directory Servers
Server

182.0.2.145

Add [

Active Directory Servers

e. Click Binding, and specify the authentication level, the Bind user and password, the base DN, and the

port.

16
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Edit LDAP Client

General Binding

Authentication level:
Bind DN (User):

Bind user password:
Base DN:

Tcp port:

=3zl b
user
DC=example,DC=com

389 ﬁ

ﬂThe Bind Distinguizhed Mame (DN} is the identity which will be used to connect the
LODAP =erver whenever a Sterage Virtual Machine reguires CIFS user information

during data access.

f. Click Save and Close.

A new client is created and available for the SVM to use.

5. Enable the new LDAP client for the SVM:

a. In the navigation pane, click LDAP Configuration.

b. Click Edit.

c. Ensure that the client you just created is selected in LDAP client name.
d. Select Enable LDAP client, and click OK.

Active LDAP Client

LDAP client name: valclient w7

|#| Enable LDWP client

Active Directory Domain gxample.com

Servers

The SVM uses the new LDAP client.

6. Give LDAP priority over other sources of user information, such as Network Information Service (NIS) and

local users and groups:

a. Navigate to the SVMs window.
b. Select the SVM and click Edit.

o

Click the Services tab.

d. Under Name Service Switch, specify LDAP as the preferred name service switch source for the

database types.

e. Click Save and Close.
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Edit Storage ¥irtual Machine

Details Resource Allocation Services

Mame service switches are used ta look up and retrigve usear infarmation tao
provide proper gccess to clients. The order of the sendices listed determines in
which order the name seryice sources gre consulted to retrieve information.

Marne Service Switch

hosts: files ¥ |dns hd
narnemap: Idap ¥ files d
Eroup: Idap ¥ files ¥ nis 7
netgroup: Idap ¥ iles ¥ |nis hd
passwd: Idap M [ files ¥ | nis h

+ LDAP is the primary source of user information for name services and name mapping on this SVM.

Verify NFS access from a UNIX administration host

After you configure NFS access to storage virtual machine (SVM), you should verify the
configuration by logging in to an NFS administration host and reading data from and
writing data to the SVM.

Before you begin
* The client system must have an IP address that is allowed by the export rule you specified earlier.

* You must have the login information for the root user.
Steps
1. Log in as the root user to the client system.
2. Enter cd /mnt/ to change the directory to the mount folder.
3. Create and mount a new folder using the IP address of the SVM:
a. Entermkdir /mnt/folder to create a new folder.

b. Enter mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder to
mount the volume at this new directory.

C. Enter cd folder to change the directory to the new folder.

The following commands create a folder named test1, mount the vol1 volume at the 192.0.2.130 IP
address on the test1 mount folder, and change to the new test1 directory:
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host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. Create a new file, verify that it exists, and write text to it:

a. Enter touch filename to create a test file.

b. Enter 1s -1 filename to verify that the file exists.

C. Enter cat >filename, type some text, and then press Ctrl+D to write text to the test file.
d. Enter cat filename to display the content of the test file.

€. Enter rm filename to remove the test file.

f. Enter cd .. to return to the parent directory.

host# touch myfilel

host# 1s -1 myfilel

-rw-r--r—-—- 1 root root O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd

Results
You have confirmed that you have enabled NFS access to the SVM.

Configure and verify NFS client access (Configure NFS access to an existing SVM)

When you are ready, you can give select clients access to the share by setting UNIX file
permissions on a UNIX administration host and adding an export rule in System Manager.
Then you should test that the affected users or groups can access the volume.

Steps
1. Decide which clients and users or groups will be given access to the share.

2. On a UNIX administration host, use the root user to set UNIX ownership and permissions on the volume.
3. In System Manager, add rules to the export policy to permit NFS clients to access the share.

a. Select the storage virtual machine (SVM), and click SVM Settings.

b. In the Policies pane, click Export Policies.

c. Select the export policy with the same name as the volume.

d. In the Export Rules tab, click Add, and specify a set of clients.

e. Select 2 for the Rule Index so that this rule executes after the rule that allows access to the
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administration host.
f. Select NFSv3.

g. Specify the access details that you want, and click OK.

You can give full read/write access to clients by typing the subnet 10.1.1.0/24 as the Client
Specification, and selecting all the access check boxes except Allow Superuser Access.

Create Export Rule *

Client Specification: | 10.1.1.0/24

. Y
Rule Index: 2 o
Access Protocols: L) CIFS
| NF3 | NFSv3 | NFSwv4
| Flexcache
If you do not 2elect any protocol, sccese iz provided
through any of the above protocolz (CIFS, NF5S, or
FlexCache) configured on the Storage Virual Machine
SV
Access Details: #| Read-Only | Readirie
UM v |
Kerberos 5 ¥ |
Kerberos Si v |
HTLM +| Ll

| Allow Superuser Access

Superuzer access iz zef fo all

4. On a UNIX client, log in as one of the users who now has access to the volume, and verify that you can
mount the volume and create a file.

Add an NFS volume to an NFS-enabled SVM

Adding an NFS volume to an NFS-enabled SVM involves creating and configuring a
volume, creating an export policy, and verifying access from a UNIX administration host.
You can then configure NFS client access.

Before you begin
NFS must be completely set up on the SVM.

Create and configure a volume

You must create a FlexVol volume to contain your data. You can optionally change the
volume’s default security style, which is inherited from the security style of the root
volume. You can also optionally change the volume’s default location in the namespace,
which is at the root volume of the storage virtual machine (SVM).
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Steps

1. Navigate to the Volumes window.

2. Click Create > Create FlexVol.
The Create Volume dialog box is displayed.

3. If you want to change the default name, which ends in a date and time stamp, specify a new name, such as
voll.

4. Select an aggregate for the volume.

5. Specify the size of the volume.

6. Click Create.
Any new volume created in System Manager is mounted by default at the root volume using the volume

name as the junction name. NFS clients use the junction path and the junction name when mounting the
volume.

7. If you do not want the volume to be located at the root of the SVM, modify the place of the new volume in
the existing namespace:
a. Navigate to the Namespace window.
b. Select the SVM from the drop-down menu.
Click Mount.

3]

d. In the Mount Volume dialog box, specify the volume, the name of its junction path, and the junction
path on which you want the volume mounted.

e. Verify the new junction path in the Namespace window.

If you want to organize certain volumes under a main volume named “data”, you can move the new
volume “vol1” from the root volume to the “data” volume.

Path - Storage Object Path = Storage Object

a5 B vslexamplecom_root a0 B vslexamplecom_root
“§ data B data 4 "L data B data
% voll 5 woll I wvoll 5 wol

8. Review the volume’s security style and change it, if necessary:

a. In the Volume window, select the volume you just created, and click Edit.

The Edit Volume dialog box is displayed, showing the volume’s current security style, which is inherited
from the security style of the SVM root volume.

b. Make sure the security style is UNIX.
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Edit Volume X

General Storage Efficiency || Advanced

Name: woll
Security style: NTFS hd
o NTFS e
UMLK permissions Read Virite Execute
UMD
Whner
Mixed

Create an export policy for the volume

Before any NFS clients can access a volume, you must create an export policy for the
volume, add a rule that permits access by an administration host, and apply the new
export policy to the volume.

Steps
1. Navigate to the SVMs window.
2. Click the SVM Settings tab.

3. Create a new export policy:

a. In the Policies pane, click Export Policies and then click Create.
b. In the Create Export Policy window, specify a policy name.

c. Under Export Rules, click Add to add a rule to the new policy.

| Create Export Policy

Policy Name: ExportPolicyd

.| Copy Rules from

Export Rules;
I__.{'g.". ada |B =din X
Rule Index Client Access Profocols | Read-Only Rule

4. In the Create Export Rule dialog box, create a rule that allows an administrator full access to the export
through all protocols:

a. Specify the IP address or client name, such as admin_host, from which the exported volume will be
administered.
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b. Select NFSv3.

c. Ensure that all Read/Write access details are selected, as well as Allow Superuser Access.

Create Export Rule *

Client Specification: | admin_host

Access Protocols: # CIFS
Ll NFS  |## NFSv3 ] NFSw4
|| Flexcache
If you do not 2elect any profocol, sccess iz provided
through any of the above protocolz [CIFS, NF5, or

FlexCache) configured on the Storage Virual Machine

[SVI).

Access Detals: | Read-Only |#| Readirite
UMD - [+
Kerberoz 5 I |w#]
Kerberos Si I |w#]
NTLM L ]

|#*| Allow Superuser Access

Superuzer sccess iz zef fo all
d. Click OK and then click Create.
The new export policy is created, along with its new rule.

5. Apply the new export policy to the new volume so that the administrator host can access the volume:
a. Navigate to the Namespace window.
b. Select the volume and click Change Export Policy.

c. Select the new policy and click Change.
Related information

Verifying NFS access from a UNIX administration host

Verify NFS access from a UNIX administration host

After you configure NFS access to storage virtual machine (SVM), you should verify the
configuration by logging in to an NFS administration host and reading data from and
writing data to the SVM.

Before you begin
* The client system must have an IP address that is allowed by the export rule you specified earlier.

* You must have the login information for the root user.

Steps
1. Log in as the root user to the client system.
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2. Enter cd /mnt/ to change the directory to the mount folder.
3. Create and mount a new folder using the IP address of the SVM:
a. Enter mkdir /mnt/folder to create a new folder.

b. Enter mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder to
mount the volume at this new directory.

C. Enter cd folder to change the directory to the new folder.

The following commands create a folder named test1, mount the vol1 volume at the 192.0.2.130 IP
address on the test1 mount folder, and change to the new test1 directory:

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. Create a new file, verify that it exists, and write text to it:

a. Enter touch filename to create a test file.

b. Enter 1s -1 filename to verify that the file exists.

C. Enter cat >filename, type some text, and then press Ctrl+D to write text to the test file.
d. Enter cat filename to display the content of the test file.

€. Enter rm filename to remove the test file.

f. Enter cd .. to return to the parent directory.

host# touch myfilel

host# 1s -1 myfilel

-rw-r--r-- 1 root root 0 Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd

Results
You have confirmed that you have enabled NFS access to the SVM.

Configure and verify NFS client access (Add an NFS volume to an NFS-enabled
SVM)

When you are ready, you can give select clients access to the share by setting UNIX file
permissions on a UNIX administration host and adding an export rule in System Manager.
Then you should test that the affected users or groups can access the volume.
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Steps
1. Decide which clients and users or groups will be given access to the share.

2. On a UNIX administration host, use the root user to set UNIX ownership and permissions on the volume.

3. In System Manager, add rules to the export policy to permit NFS clients to access the share.
a. Select the storage virtual machine (SVM), and click SVM Settings.
b. In the Policies pane, click Export Policies.
c. Select the export policy with the same name as the volume.
d. In the Export Rules tab, click Add, and specify a set of clients.

e. Select 2 for the Rule Index so that this rule executes after the rule that allows access to the
administration host.

f. Select NFSv3.

g. Specify the access details that you want, and click OK.

You can give full read/write access to clients by typing the subnet 10.1.1.0/24 as the Client
Specification, and selecting all the access check boxes except Allow Superuser Access.

Create Export Rule ¥

Client Specification: | 10.1.1.0/24

Rulg Index:

Access Protocols: ) CIFS
Ll NFS  |## NFSv3 ] NFSv4
|| Flexcache
If you do not zelect any profocol, sccess iz provided
through any of the above profocolz (CIFS, NF5, or

FlexCache) configured on the Storage Virusl Machine
SV

Access Details: l#| Read-Only [#*| ReadWrite
UNE |#| |+
Kerberos 5 |+ ||
Kerberos 5i |## ||
NTLM |+ |##]

LI Allow Superuser Access

Superuzer sccess iz zef fo all

4. On a UNIX client, log in as one of the users who now has access to the volume, and verify that you can
mount the volume and create a file.
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