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About SMTape engine for FlexVol volumes

Learn about ONTAP SMTape engine for FlexVol volumes

SMTape is a disaster recovery solution from ONTAP that backs up blocks of data to tape.
You can use SMTape to perform volume backups to tapes. However, you cannot perform
a backup at the gtree or subtree level. SMTape supports baseline, differential, and
incremental backups. SMTape does not require a license.

You can perform an SMTape backup and restore operation by using an NDMP-compliant backup application.
You can choose SMTape to perform backup and restore operations only in the storage virtual machine (SVM)
scoped NDMP mode.

(D Reversion process is not supported when an SMTape backup or restore session is in progress.
You must wait until the session finishes or you must abort the NDMP session.

Using SMTape, you can back up 255 snapshots. For subsequent baseline, incremental, or differential backups,
you must delete older backed-up snapshots.

Before performing a baseline restore, the volume to which data is being restored must be of type DP and this

volume must be in the restricted state. After a successful restore, this volume is automatically online. You can
perform subsequent incremental or differential restores on this volume in the order in which the backups were
performed.

Learn about the use of ONTAP snapshots during SMTape
backup

You should understand how snapshots are used during an SMTape baseline backup and
an incremental backup. There are also considerations to keep in mind while performing a
backup using SMTape.

Baseline backup
While performing a baseline backup, you can specify the name of the snapshot to be backed up to tape. If no
snapshot is specified, then depending on the access type of the volume (read/write or read-only), either a
snapshot is created automatically or existing snapshots are used. When you specify a snapshot for the
backup, all the snapshots older than the specified snapshot are also backed up to tape.
If you do not specify a snapshot for the backup, the following occurs:

* For a read/write volume, a snapshot is created automatically.

The newly created snapshot and all the older snapshots are backed up to tape.

* For a read-only volume, all the snapshots, including the latest snapshot, are backed up to tape.

Any new snapshots created after the backup is started are not backed up.



Incremental backup

For SMTape incremental or differential backup operations, the NDMP-compliant backup applications create
and manage the snapshots.

You must always specify a snapshot while performing an incremental backup operation. For a successful
incremental backup operation, the snapshot backed up during the previous backup operation (baseline or
incremental) must be on the volume from which the backup is performed. To ensure that you use this backed-
up snapshot, you must consider the snapshot policy assigned on this volume while configuring the backup

policy.

Considerations on SMTape backups on SnapMirror destinations
» A data protection mirror relationship creates temporary snapshots on the destination volume for replication.
You should not use these snapshots for SMTape backup.

* If a SnapMirror update occurs on a destination volume in a data protection mirror relationship during an
SMTape backup operation on the same volume, then the snapshot that is backed up by SMTape must not
be deleted on the source volume.

During the backup operation, SMTape locks the snapshot on the destination volume and if the
corresponding snapshot is deleted on the source volume, then the subsequent SnapMirror update
operation fails.

* You should not use these snapshots during incremental backup.

SMTape capabilities to optimize ONTAP tape backup and
restore operations

SMTape capabilities such as backup of snapshots, incremental and differential backups,
preservation of deduplication and compression features on restored volumes, and tape
seeding help you optimize your tape backup and restore operations.

SMTape provides the following capabilities:

* Provides a disaster recovery solution

* Enables incremental and differential backups

» Backs up snapshots

» Enables backup and restore of deduplicated volumes and preserves deduplication on the restored volumes
« Backs up compressed volumes and preserves compression on the restored volumes

* Enables tape seeding

SMTape supports the blocking factor in multiples of 4 KB, in the range of 4 KB through 256 KB.

@ You can restore data to volumes created across up to two major consecutive ONTAP releases
only.



ONTAP scalability limits for SMTape backup and restore
sessions

While performing SMTape backup and restore operations through NDMP or CLI (tape
seeding), you must be aware of the maximum number of SMTape backup and restore
sessions that can be performed simultaneously on storage systems with different system
memory capacities. This maximum number depends on the system memory of a storage
system.

@ SMTape backup and restore sessions scalability limits are different from NDMP session limits
and dump session limits.

System memory of the storage system Total number of SMTape backup and restore
sessions
Less than 16 GB 6

Greater than or equal to 16 GB but less than 24 GB 16

Greater than or equal to 24 GB 32

You can obtain the system memory of your storage system by using the sysconfig -a command (available
through the nodeshell). Learn more about sysconfig -a in the ONTAP command reference.

Related information
+ Scalability limits for NDMP sessions

+ Scalability limits for dump backup and restore sessions

Learn about ONTAP tape seeding

Tape seeding is an SMTape functionality that helps you initialize a destination FlexVol
volume in a data protection mirror relationship.

Tape seeding enables you to establish a data protection mirror relationship between a source system and a
destination system over a low-bandwidth connection.

Incremental mirroring of snapshots from the source to the destination is feasible over a low bandwidth
connection. However, an initial mirroring of the base snapshot takes a long time over a low-bandwidth
connection. In such cases, you can perform an SMTape backup of the source volume to a tape and use the
tape to transfer the initial base snapshot to the destination. You can then set up incremental SnapMirror
updates to the destination system using the low-bandwidth connection.

How SMTape works with ONTAP storage failover and ARL
operations

Before you perform SMTape backup or restore operations, you should understand how
these operations work with storage failover (takeover and giveback) or aggregate


https://docs.netapp.com/us-en/ontap-cli/system-node-run.html
https://docs.netapp.com/us-en/ontap/tape-backup/scalability-limits-ndmp-sessions-reference.html
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relocation (ARL) operation. The —override-vetoes option determines the behavior of
SMTape engine during a storage failover or ARL operation.

When an SMTape backup or restore operation is running and the —override-vetoes option is setto false,
a user-initiated storage failover or ARL operation is stopped and the backup or restore operation complete. If
the backup application supports CAB extension, then you can continue performing incremental SMTape
backup and restore operations without reconfiguring backup policies. However, if the —override-vetoes
option is set to true, then the storage failover or ARL operation is continued and the SMTape backup or
restore operation is aborted.

Related information

Network management

High Availability

How SMTape works with ONTAP volume move

SMTape backup operations and volume move operations can run in parallel until the
storage system attempts the final cutover phase. After this phase, new SMTape backup
operations cannot run on the volume that is being moved. However, the current
operations continue to run until completion.

Before the cutover phase for a volume is started, the volume move operation checks for active SMTape backup
operations on the same volume. If there are active SMTape backup operations, then the volume move
operation moves into a cutover deferred state and allows the SMTape backup operations to complete. After
these backup operations are completed, you must manually restart the volume move operation.

If the backup application supports CAB extension, you can continue performing incremental tape backup and
restore operations on read/write and read-only volumes without reconfiguring backup policies.

Baseline restore and volume move operations cannot be performed simultaneously; however, incremental
restore can run in parallel with volume move operations, with the behavior similar to that of SMTape backup
operations during volume move operations.

How SMTape works with ONTAP volume rehost operations

SMTape operations cannot commence when a volume rehost operation is in progress on
a volume. When a volume is involved in a volume rehost operation, SMTape sessions
should not be started on that volume.

If any volume rehost operation is in progress, then SMTape backup or restore fails. If an SMTape backup or
restore is in progress, then volume rehost operations fail with an appropriate error message. This condition
applies to both NDMP-based and CLI-based backup or restore operations.

How an ONTAP NDMP backup policy is affected during ADB

When the automatic data balancer (ADB) is enabled, the balancer analyzes the usage
statistics of aggregates to identify the aggregate that has exceeded the configured high-
threshold usage percentage.


https://docs.netapp.com/us-en/ontap/networking/networking_reference.html
https://docs.netapp.com/us-en/ontap/high-availability/index.html

After identifying the aggregate that has exceeded the threshold, the balancer identifies a volume that can be
moved to aggregates residing in another node in the cluster and attempts to move that volume. This situation
affects the backup policy configured for this volume because if the data management application (DMA) is not
CAB aware, then the user has to reconfigure the backup policy and run the baseline backup operation.

@ If the DMA is CAB aware and the backup policy has been configured using specific interface,
then the ADB is not affected.

How SMTape backup and restore operations are affected in
ONTAP MetroCluster configurations

Before you perform SMTape backup and restore operations in a MetroCluster
configuration, you must understand how SMTape operations are affected when a
switchover or switchback operation occurs.

SMTape backup or restore operation followed by switchover

Consider two clusters: cluster 1 and cluster 2. During an SMTape backup or restore operation on cluster 1, if a
switchover is initiated from cluster 1 to cluster 2, then the following occurs:

* If the value of the —override-vetoes option is false, then the switchover process is aborted and the
backup or restore operation continues.

* If the value of the option is true, then the SMTape backup or restore operation is aborted and the
switchover process continues.

SMTape backup or restore operation followed by switchback

A switchover is performed from cluster 1 to cluster 2 and an SMTape backup or restore operation is initiated on
cluster 2. The SMTape operation backs up or restores a volume that is located on cluster 2. At this point, if a
switchback is initiated from cluster 2 to cluster 1, then the following occurs:

* If the value of the —override-vetoes option is false, then the switchback process is aborted and the
backup or restore operation continues.

* If the value of the option is true, then the backup or restore operation is aborted and the switchback
process continues.

SMTape backup or restore operation initiated during a switchover or switchback

During a switchover process from cluster 1 to cluster 2, if an SMTape backup or restore operation is initiated on
cluster 1, then the backup or restore operation fails and the switchover continues.

During a switchback process from cluster 2 to cluster 1, if an SMTape backup or restore operation is initiated
from cluster 2, then the backup or restore operation fails and the switchback continues.
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