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Configure external key management

Configure external key management overview

You can use one or more external key management servers to secure the keys that the cluster uses to access encrypted data. An external key management server is a third-party system in your storage environment that serves keys to nodes using the Key Management Interoperability Protocol (KMIP).

For ONTAP 9.1 and earlier versions, node management LIFs must be assigned to ports that are configured with the node management role before you can use the external key manager.

NetApp Volume Encryption (NVE) can be implemented with Onboard Key Manager in ONTAP 9.1 and later. In ONTAP 9.3 and later, NVE can be implemented with external key management (KMIP) and Onboard Key Manager. Beginning in ONTAP 9.11.1, you can configure multiple external key managers in a cluster. See Configure clustered key servers.

Collect network information in ONTAP 9.2 and earlier

If you are using ONTAP 9.2 or earlier, you should fill out the network configuration worksheet before enabling external key management.

Beginning with ONTAP 9.3, the system discovers all needed network information automatically.

<table>
<thead>
<tr>
<th>Item</th>
<th>Notes</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key management network interface name</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Key management network interface IP address</td>
<td>IP address of node management LIF, in IPv4 or IPv6 format</td>
<td></td>
</tr>
<tr>
<td>Key management network interface IPv6 network prefix length</td>
<td>If you are using IPv6, the IPv6 network prefix length</td>
<td></td>
</tr>
<tr>
<td>Key management network interface subnet mask</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Key management network interface gateway IP address</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPv6 address for the cluster network interface</td>
<td>Required only if you are using IPv6 for the key management network interface</td>
<td></td>
</tr>
</tbody>
</table>
Port number for each KMIP server
Optional. The port number must be the same for all KMIP servers. If you do not provide a port number, it defaults to port 5696, which is the Internet Assigned Numbers Authority (IANA) assigned port for KMIP.

Key tag name
Optional. The key tag name is used to identify all keys belonging to a node. The default key tag name is the node name.

Install SSL certificates on the cluster

The cluster and KMIP server use KMIP SSL certificates to verify each other’s identity and establish an SSL connection. Before configuring the SSL connection with the KMIP server, you must install the KMIP client SSL certificates for the cluster, and the SSL public certificate for the root certificate authority (CA) of the KMIP server.

What you’ll need

- The time must be synchronized on the server creating the certificates, the KMIP server, and the cluster.
- You must have obtained the public SSL KMIP client certificate for the cluster.
- You must have obtained the private key associated with the SSL KMIP client certificate for the cluster.

  The SSL KMIP client certificate must not be password-protected.

- You must have obtained the SSL public certificate for the root certificate authority (CA) of the KMIP server.

  You can install the client and server certificates on the KMIP server before or after installing the certificates on the cluster.

About this task

In an HA pair, both nodes must use the same public and private KMIP SSL certificates. If you connect multiple HA pairs to the same KMIP server, all nodes in the HA pairs must use the same public and private KMIP SSL certificates.

Steps

1. Install the SSL KMIP client certificates for the cluster:

```bash
security certificate install -vserver admin_svm_name -type client
```

   You are prompted to enter the SSL KMIP public and private certificates.
Enable external key management in ONTAP 9.6 and later (HW-based)

You can use one or more KMIP servers to secure the keys the cluster uses to access encrypted data. You can connect up to four KMIP servers to a node. A minimum of two servers is recommended for redundancy and disaster recovery.

Beginning in ONTAP 9.11.1, you can add up to 3 secondary key servers per primary key server to create a clustered key server. For more information, see Configure clustered external key servers.

Before you begin
- The KMIP SSL client and server certificates must have been installed.
- You must be a cluster administrator to perform this task.
- You must configure the MetroCluster environment before you configure an external key manager.

Steps
1. Configure key manager connectivity for the cluster:

   `security key-manager external enable -vserver admin_SVM -key-servers host_name|IP_address:port,... -client-cert client_certificate -server-ca-cert server_CA_certificates`

   The `security key-manager external enable` command replaces the `security key-manager setup` command. You can run the `security key-manager external modify` command to change the external key management configuration. For complete command syntax, see the man pages.

   The following command enables external key management for `cluster1` with three external key servers. The first key server is specified using its hostname and port, the second is specified using an IP address and the default port, and the third is specified using an IPv6 address and port:

   `cluster1::> security key-manager external enable -key-servers ks1.local:15696,10.0.0.10,[fd20:8b1e:b255:814e:32bd:f35c:832c:5a09]:1234 -client-cert AdminVserverClientCert -server-ca-certs AdminVserverServerCaCert`

2. Verify that all configured KMIP servers are connected:

   `security key-manager external show-status -node node_name -vserver SVM -key`
The `security key-manager external show-status` command replaces the `security key-manager show -status` command. For complete command syntax, see the man page.

```bash
cluster1::> security key-manager external show-status

<table>
<thead>
<tr>
<th>Node</th>
<th>Vserver</th>
<th>Key Server</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>node1</td>
<td>cluster1</td>
<td>10.0.0.10:5696</td>
<td>available</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fd20:8b1e:b255:814e:32bd:f35c:832c:5a09:1234</td>
<td>available</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ks1.local:15696</td>
<td>available</td>
</tr>
<tr>
<td>node2</td>
<td>cluster1</td>
<td>10.0.0.10:5696</td>
<td>available</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fd20:8b1e:b255:814e:32bd:f35c:832c:5a09:1234</td>
<td>available</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ks1.local:15696</td>
<td>available</td>
</tr>
</tbody>
</table>
```

6 entries were displayed.

Enable external key management in ONTAP 9.5 and earlier

You can use one or more KMIP servers to secure the keys the cluster uses to access encrypted data. You can connect up to four KMIP servers to a node. A minimum of two servers is recommended for redundancy and disaster recovery.

What you’ll need

- The KMIP SSL client and server certificates must have been installed.
- You must be a cluster administrator to perform this task.
- You must configure the MetroCluster environment before you configure an external key manager.

About this task

ONTAP configures KMIP server connectivity for all nodes in the cluster.

Steps

1. Configure key manager connectivity for cluster nodes:

   ```
   security key-manager setup
   ```

   The key manager setup starts.
2. Enter the appropriate response at each prompt.
3. Add a KMIP server:

```bash
security key-manager add -address key_management_server_ipaddress
```

```
cluster1::> security key-manager add -address 20.1.1.1
```

4. Add an additional KMIP server for redundancy:

```bash
security key-manager add -address key_management_server_ipaddress
```

```
cluster1::> security key-manager add -address 20.1.1.2
```

5. Verify that all configured KMIP servers are connected:

```bash
security key-manager show -status
```

For complete command syntax, see the man page.

```
cluster1::> security key-manager show -status
```

<table>
<thead>
<tr>
<th>Node</th>
<th>Port</th>
<th>Registered Key Manager</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>cluster1-01</td>
<td>5696</td>
<td>20.1.1.1</td>
<td>available</td>
</tr>
<tr>
<td>cluster1-01</td>
<td>5696</td>
<td>20.1.1.2</td>
<td>available</td>
</tr>
<tr>
<td>cluster1-02</td>
<td>5696</td>
<td>20.1.1.1</td>
<td>available</td>
</tr>
<tr>
<td>cluster1-02</td>
<td>5696</td>
<td>20.1.1.2</td>
<td>available</td>
</tr>
</tbody>
</table>

### Configure clustered external key servers

Beginning in ONTAP 9.11.1, you can configure connectivity to clustered external key management servers on an SVM. With clustered key servers, you can designate primary and secondary key servers on a SVM. When registering keys, ONTAP will first attempt to access a primary key server before sequentially attempting to access secondary servers until the operation completes successfully, preventing duplication of keys.

External key servers can be used for NSE, NVE, NAE, and SED keys. An SVM can support up to four primary external KMIP servers. Each primary server can support up to three secondary key servers.

### Before you begin

- KMIP key management is already enabled for the SVM.
- This process only supports key servers that use KMIP. For a list of supported key servers, check the [NetApp Interoperability Matrix Tool](https://www.netapp.com).
• All nodes in the cluster must be running ONTAP 9.11.1 or later.

• The order of servers list arguments in the `-secondary-key-servers` parameter reflects the access order of the external key management (KMIP) servers.

Create a clustered key server

The configuration procedure depends on whether or not you have configured a primary key server.

**Add primary and secondary key servers to an SVM**

1. Confirm that no key management has been enabled for the cluster:
   
   ```
   security key-manager external show -vserver vserver_name
   ```
   
   If the SVM already has the maximum of four primary key servers enabled, you must remove one of the existing primary key servers before adding a new one.

2. Enable the primary key manager:

   ```
   security key-manager external enable -vserver vserver_name -key-servers
   ```

3. Modify the primary key server to add secondary key servers. The `-secondary-key-servers` parameter accepts a comma-separated list of up to three key servers.

   ```
   security key-manager external modify-server -vserver vserver_name -key -servers primary_key_server -secondary-key-servers list_of_key_servers
   ```

**Add secondary key servers to an existing primary key server**

1. Modify the primary key server to add secondary key servers. The `-secondary-key-servers` parameter accepts a comma-separated list of up to three key servers.

   ```
   security key-manager external modify-server -vserver vserver_name -key -servers primary_key_server -secondary-key-servers list_of_key_servers
   ```

   For more information about secondary key servers, see [Modifying secondary key servers](#).

**Modify clustered key servers**

You can modify external key servers clusters by changing the status (primary or secondary) of particular key servers, add and removing secondary key servers, or by changing the access order of secondary key servers.

**Converting primary and secondary key servers**

To convert a primary key server into a secondary key server, you must first remove it from the SVM with the `security key-manager external remove-servers` command.

To convert a secondary key server into a primary key server, you must first remove the secondary key server from its existing primary key server. See [Modifying secondary key servers](#). If you convert a secondary key server to a primary server while removing an existing key, attempting to add a new server before completing the removal and conversion can result in the duplication of keys.

**Modifying secondary key servers**

Secondary key servers are managed with the `-secondary-key-servers` parameter of the `security key-manager external modify-server` command. The `-secondary-key-servers` parameter accepts a comma-separated list. The specified order of the secondary key servers in the list determines the
access sequence for the secondary key servers. The access order can be modified by running the command `security key-manager external modify-server` with the secondary key servers entered in a different sequence.

To remove a secondary key server, the `-secondary-key-servers` arguments should include the key servers you want to keep while omitting the one to be removed. To remove all secondary key servers, use the argument `-`, signifying none.

For additional information, refer to the `security key-manager external` page in the ONTAP command reference.

Create authentication keys in ONTAP 9.6 and later

You can use the `security key-manager key create` command to create the authentication keys for a node and store them on the configured KMIP servers.

What you’ll need
You must be a cluster administrator to perform this task.

About this task
If your security setup requires you to use different keys for data authentication and FIPS 140-2 authentication, you should create a separate key for each. If that is not the case, you can use the same authentication key for FIPS compliance that you use for data access.

ONTAP creates authentication keys for all nodes in the cluster.

• This command is not supported when Onboard Key Manager is enabled. However, two authentication keys are created automatically when Onboard Key Manager is enabled. The keys can be viewed with the following command:

  `security key-manager key query -key-type NSE-AK`

• You receive a warning if the configured key management servers are already storing more than 128 authentication keys.

  You can use the `security key-manager key delete` command to delete any unused keys. The `security key-manager key delete` command fails if the given key is currently in use by ONTAP. (You must have privileges greater than “admin” to use this command.)

Steps
1. Create the authentication keys for cluster nodes:

   `security key-manager key create -key-tag passphrase_label -prompt-for-key true|false`

   Setting `prompt-for-key=true` causes the system to prompt the cluster administrator for the passphrase to use when authenticating encrypted drives. Otherwise, the system automatically generates a 32-byte passphrase. The `security key-manager key create` command replaces the `security key-manager create-key` command. For complete command syntax, see the man page.
The following example creates the authentication keys for `cluster1`, automatically generating a 32-byte passphrase:

```
cluster1::> security key-manager key create
Key ID:
0000000000000002000000000106268333f870860128fbe17d393e5083b0000000000
```

2. Verify that the authentication keys have been created:

```
security key-manager key query -node node
```

The `security key-manager key query` command replaces the `security key-manager query key` command. For complete command syntax, see the man page. The key ID displayed in the output is an identifier used to refer to the authentication key. It is not the actual authentication key or the data encryption key.

The following example verifies that authentication keys have been created for `cluster1`:
Create authentication keys in ONTAP 9.5 and earlier

You can use the `security key-manager create-key` command to create the authentication keys for a node and store them on the configured KMIP servers.

What you'll need
You must be a cluster administrator to perform this task.

About this task
If your security setup requires you to use different keys for data authentication and FIPS 140-2 authentication, you should create a separate key for each. If that is not the case, you can use the same authentication key for FIPS compliance that you use for data access.

ONTAP creates authentication keys for all nodes in the cluster.
• This command is not supported when onboard key management is enabled.
• You receive a warning if the configured key management servers are already storing more than 128 authentication keys.

You can use the key management server software to delete any unused keys, then run the command again.

Steps
1. Create the authentication keys for cluster nodes:

   security key-manager create-key

   For complete command syntax, see the man page for the command.

   The key ID displayed in the output is an identifier used to refer to the authentication key. It is not the actual authentication key or the data encryption key.

   The following example creates the authentication keys for cluster1:

   cluster1::> security key-manager create-key
   (security key-manager create-key)
   Verifying requirements...
   Node: cluster1-01
   Creating authentication key...
   Authentication key creation successful.
   Key ID: F1CB30AFF1CB30B0010100000000000A68B167F92DD54196297159B5968923C
   Node: cluster1-01
   Key manager restore operation initialized.
   Successfully restored key information.
   Node: cluster1-02
   Key manager restore operation initialized.
   Successfully restored key information.

2. Verify that the authentication keys have been created:

   security key-manager query

   For complete command syntax, see the man page.

   The following example verifies that authentication keys have been created for cluster1:
Assign a data authentication key to a FIPS drive or SED (external key management)

You can use the `storage encryption disk modify` command to assign a data authentication key to a FIPS drive or SED. Cluster nodes use this key to lock or unlock encrypted data on the drive.

What you'll need
You must be a cluster administrator to perform this task.

About this task
A self-encrypting drive is protected from unauthorized access only if its authentication key ID is set to a non-default value. The manufacturer secure ID (MSID), which has key ID 0x0, is the standard default value for SAS drives. For NVMe drives, the standard default value is a null key, represented as a blank key ID. When you assign the key ID to a self-encrypting drive, the system changes its authentication key ID to a non-default value.

Steps
1. Assign a data authentication key to a FIPS drive or SED:
storage encryption disk modify -disk disk_ID -data-key-id key_ID

For complete command syntax, see the man page for the command.

You can use the security key-manager query -key-type NSE-AK command to view key IDs.

```
cluster1::> storage encryption disk modify -disk 0.10.* -data-key-id F1CB30AFF1CB30B00101000000000000A68B167F92DD54196297159B5968923C
Info: Starting modify on 14 disks.
    View the status of the operation by using the storage encryption disk show-status command.
```

2. Verify that the authentication keys have been assigned:

storage encryption disk show

For complete command syntax, see the man page.

```
cluster1::> storage encryption disk show
Disk    Mode Data Key ID
-----   ---- -------------------------------
0.0.0   data 00000000000000000000000000000000A68B167F92DD54196297159B5968923C
0.0.1   data 00000000000000000000000000000000A68B167F92DD54196297159B5968923C
...]
```
Copyright information

Copyright © 2022 NetApp, Inc. All Rights Reserved. Printed in the U.S. No part of this document covered by copyright may be reproduced in any form or by any means—graphic, electronic, or mechanical, including photocopying, recording, taping, or storage in an electronic retrieval system—without prior written permission of the copyright owner.

Software derived from copyrighted NetApp material is subject to the following license and disclaimer:

THIS SOFTWARE IS PROVIDED BY NETAPP “AS IS” AND WITHOUT ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE, WHICH ARE HEREBY DISCLAIMED. IN NO EVENT SHALL NETAPP BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

NetApp reserves the right to change any products described herein at any time, and without notice. NetApp assumes no responsibility or liability arising from the use of products described herein, except as expressly agreed to in writing by NetApp. The use or purchase of this product does not convey a license under any patent rights, trademark rights, or any other intellectual property rights of NetApp.

The product described in this manual may be protected by one or more U.S. patents, foreign patents, or pending applications.

LIMITED RIGHTS LEGEND: Use, duplication, or disclosure by the government is subject to restrictions as set forth in subparagraph (b)(3) of the Rights in Technical Data -Noncommercial Items at DFARS 252.227-7013 (FEB 2014) and FAR 52.227-19 (DEC 2007).

Data contained herein pertains to a commercial product and/or commercial service (as defined in FAR 2.101) and is proprietary to NetApp, Inc. All NetApp technical data and computer software provided under this Agreement is commercial in nature and developed solely at private expense. The U.S. Government has a non-exclusive, non-transferrable, nonsublicensable, worldwide, limited irrevocable license to use the Data only in connection with and in support of the U.S. Government contract under which the Data was delivered. Except as provided herein, the Data may not be used, disclosed, reproduced, modified, performed, or displayed without the prior written approval of NetApp, Inc. United States Government license rights for the Department of Defense are limited to those rights identified in DFARS clause 252.227-7015(b) (FEB 2014).

Trademark information

NETAPP, the NETAPP logo, and the marks listed at http://www.netapp.com/TM are trademarks of NetApp, Inc. Other company and product names may be trademarks of their respective owners.