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Disks and aggregates

Local tiers (aggregates) and RAID groups

Modern RAID technologies protect against disk failure by rebuilding a failed disk’s data on

a spare disk. The system compares index information on a “parity disk” with data on the

remaining healthy disks to reconstruct the missing data, all without downtime or a

significant performance cost.

A local tier (aggregate) consists of one or more RAID groups. The RAID type of the local tier determines the

number of parity disks in the RAID group and the number of simultaneous disk failures that the RAID

configuration protects against.

The default RAID type, RAID-DP (RAID-double parity), requires two parity disks per RAID group and protects

against data loss in the event of two disks failing at the same time. For RAID-DP, the recommended RAID

group size is between 12 and 20 HDDs and between 20 and 28 SSDs.

You can spread out the overhead cost of parity disks by creating RAID groups at the higher end of the sizing

recommendation. This is especially the case for SSDs, which are much more reliable than capacity drives. For

local tiers that use HDDs, you should balance the need to maximize disk storage against countervailing factors

like the longer rebuild time required for larger RAID groups.

Mirrored and unmirrored local tiers (aggregates)

ONTAP has an optional feature called SyncMirror which you can use to synchronously

mirror local tier (aggregate) data in copies, or plexes, stored in different RAID groups.

Plexes ensure against data loss if more disks fail than the RAID type protects against, or

if there is a loss of connectivity to RAID group disks.

When you create a local tier with System Manager or using the CLI, you can specify that the local tier is

mirrored or unmirrored.

How unmirrored local tiers (aggregates) work

If you do not specify that the local tiers are mirrored, then they are created as unmirrored local tiers

(aggregates). Unmirrored local tiers have only one plex (a copy of their data), which contains all of the RAID

groups belonging to that local tier.

The following diagram shows an unmirrored local tier composed of disks, with its one plex. The local tier has

four RAID groups: rg0, rg1, rg2, and rg3. Each RAID group has six data disks, one parity disk, and one dparity

(double parity) disk. All disks used by the local tier come from the same pool, “pool0”.
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The following diagram shows an unmirrored local tier with array LUNs, with its one plex. It has two RAID

groups, rg0 and rg1. All array LUNs used by the local tier come from the same pool, “pool0”.

How mirrored local tiers (aggregates) work

Mirrored aggregates have two plexes (copies of their data), which use the SyncMirror functionality to duplicate

the data to provide redundancy.

When you create a local tier, you can specify that it is a mirrored local tier. Also, you can add a second plex to

an existing unmirrored local tier to make it a mirrored tier. Using SyncMirror functionality, ONTAP copies the

data in the original plex (plex0) to the new plex (plex1). The plexes are physically separated (each plex has its

own RAID groups and its own pool), and the plexes are updated simultaneously.
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This configuration provides added protection against data loss if more disks fail than the RAID level of the

aggregate protects against or if there is a loss of connectivity, because the unaffected plex continues to serve

data while you fix the cause of the failure. After the plex that had a problem is fixed, the two plexes

resynchronize and reestablish the mirror relationship.

The disks and array LUNs on the system are divided into two pools: “pool0” and “pool1”. Plex0 gets its storage

from pool0 and plex1 gets its storage from pool1.

The following diagram shows a local tier composed of disks with the SyncMirror functionality enabled and

implemented. A second plex has been created for the local tier, “plex1”. The data in plex1 is a copy of the data

in plex0, and the RAID groups are also identical. The 32 spare disks are allocated to pool0 or pool1 using 16

disks for each pool.

The following diagram shows an local tier composed of array LUNs with the SyncMirror functionality enabled

and implemented. A second plex has been created for the local tier, “plex1”. Plex1 is a copy of plex0, and the

RAID groups are also identical.
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It’s recommended you maintain at least 20% free space for mirrored aggregates for optimal

storage performance and availability. Although the recommendation is 10% for non-mirrored

aggregates, the additional 10% of space may be used by the filesystem to absorb incremental

changes. Incremental changes increase space utilization for mirrored aggregates due to

ONTAP’s copy-on-write Snapshot-based architecture. Failure to adhere to these best practices

may have a negative impact on performance.

Root-data partitioning

Every node must have a root aggregate for storage system configuration files. The root

aggregate has the RAID type of the data aggregate.

System Manager does not support root-data or root-data-data partitioning.

A root aggregate of type RAID-DP typically consists of one data disk and two parity disks. That’s a significant

“parity tax” to pay for storage system files, when the system is already reserving two disks as parity disks for

each RAID group in the aggregate.

Root-data partitioning reduces the parity tax by apportioning the root aggregate across disk partitions,

reserving one small partition on each disk as the root partition and one large partition for data.
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As the illustration suggests, the more disks used to store the root aggregate, the smaller the root partition.

That’s also the case for a form of root-data partitioning called root-data-data partitioning, which creates one

small partition as the root partition and two larger, equally sized partitions for data.

Both types of root-data partitioning are part of the ONTAP Advanced Drive Partitioning (ADP) feature. Both are

configured at the factory: root-data partitioning for entry-level FAS2xxx, FAS9000, FAS8200, FAS80xx and AFF

systems, root-data-data partitioning for AFF systems only.

Learn more about Advanced Drive Partitioning.

Drives partitioned and used for the root aggregate

The drives that are partitioned for use in the root aggregate depend on the system configuration.

Knowing how many drives are used for the root aggregate helps you to determine how much of the drives'
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capacity is reserved for the root partition, and how much is available for use in a data aggregate.

The root-data partitioning capability is supported for entry-level platforms, All Flash FAS platforms, and FAS

platforms with only SSDs attached.

For entry-level platforms, only the internal drives are partitioned.

For All Flash FAS platforms and FAS platforms with only SSDs attached, all drives that are attached to the

controller when the system is initialized are partitioned, up to a limit of 24 per node. Drives that are added after

system configuration are not partitioned.
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